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Bimodal and trimodal multisensory enhancement:
Effects of stimulus onset and intensity
on reaction time
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Manual reaction times to visual, auditory, and tactile stimuli presented simultaneously, or with a
delay, were measured to test for multisensory interaction effects in a simple detection task with re-
dundant signals. Responses to trimodal stimulus combinations were faster than those to bimodal com-
binations, which in turn were faster than reactions to unimodal stimuli. Response enhancement in-
creased with decreasing auditory and tactile stimulus intensity and was a U-shaped function of stimulus
onset asynchrony. Distribution inequality tests indicated that the multisensory interaction effects were
larger than predicted by separate activation models, including the difference between bimodal and tri-
modal response facilitation. The results are discussed with respect to previous findings in a focused
attention task and are compared with multisensory integration rules observed in bimodal and trimodal

superior colliculus neurons in the cat and monkey.

The question of how information from different sen-
sory modalities is combined in the brain and how sensa-
tion and perception change as a function of the presence
or absence of a particular stimulus modality has inter-
ested researchers for almost a century. Administering
combinations of light, tone, and electric shock stimuli to
participants, Todd (1912) observed a reduction of reac-
tion time (RT) when bimodal stimuli were presented, as
compared with unimodal ones. His explanation was that
“the more rapid responses to the simultaneous stimuli
than to the single stimuli . . . is . . . due to a virtual in-
crease in the extensity or intensity of the stimulus. . . .
The three simultaneous stimuli summate in excitatory ef-
fect and send their discharge down one common tract to
the reaction finger” (p. 63). Many subsequent studies
have replicated this redundant signals effect (RSE) for
cross-modal stimuli (e.g., Corballis, 1998; Diederich &
Colonius, 1987; Giray & Ulrich, 1993; Hughes, Reuter-
Lorenz, Nozawa, & Fendrich, 1994; Miller, 1982, 1986;
Plat, Praamstra, & Horstink, 2000; Schwarz & Ischebeck,
1994), mostly with visual-auditory stimulus combinations,
but also for unimodal stimulus combinations (Marzi et al.,
1996; Murray, Foxe, Higgins, Javitt, & Schroeder, 2001).
Recently, visual—-tactile combinations have been studied
as well (Aml6t, Walker, Driver, & Spence, 2003; Dieder-
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ich, Colonius, Bockhorst, & Tabeling, 2003; Forster,
Cavina-Pratesi, Aglioti, & Berlucchi, 2002).

In his pioneering study, Todd (1912) proposed a kind
of “energy summation” mechanism to underlie the re-
sponse speedup, but subsequently many alternative ex-
planations have been advanced (for a recent review, see
Diederich & Colonius, 2004). Raab (1962) suggested
that presenting a multimodal stimulus complex produces
parallel separate activations in different sensory channels
that build to the level at which they can produce a response
and that the response is triggered by the signal that
reaches that level first. Assuming statistical variability in
channel processing times this race, or separate activation,
model predicts shorter average RTs to multimodal stim-
uli than to unimodal stimuli (statistical facilitation). For
bimodal stimulus combinations, Miller (1982) developed
a distribution inequality test of the separate activation
model that has been shown to be violated in many subse-
quent RSE experiments (e.g., Mordkoff & Miller, 1993).
An alternative to the separate activation concept is to as-
sume some coactivation process in which the unimodal
signals’ activations are first combined to jointly trigger a
response (Grice, Canham, & Boroughs, 1984; Miller,
1982). Several coactivation models capture many aspects
of observed RT data sets, at least at the level of means
(Diederich, 1995; Schwarz, 1989, 1994).

However, the exact processing level at which coacti-
vation might occur has yet to be determined. Whereas
some studies have supported the idea that a substantial
amount of the RSE may arise in the motor component
(Diederich & Colonius, 1987; Giray & Ulrich, 1993),
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more recent analyses of event-related potentials (ERPs;
Mordkoff, Miller, & Roch, 1996; Murray et al., 2001,
Schroger & Widmann, 1998), of latency changes in the
activity of single area 4 neurons in the motor cortex of
the monkey (Miller, Ulrich, & Lamarre, 2001), and of
RTs with the stop-signal paradigm (Cavina-Pratesi, Bri-
colo, Prior, & Marzi, 2001) provide evidence against late
motoric explanations of coactivation.

From neurophysiological single-cell recordings, several
sites in the human brain have been identified as being in-
volved in multisensory integration. Specifically, multi-
sensory neurons in the superior colliculus (SC) of anes-
thetized cats (Meredith & Stein, 1986a, 1986b; Stein,
Magalhaes-Castro, & Kruger, 1976) and monkeys (Wal-
lace, Wilkinson, & Stein, 1996) show an enhanced re-
sponse to particular combinations of visual, auditory,
and tactile stimuli paralleling the speedup observed in
RT studies. Similar results have recently been obtained
for recordings from unanesthetized cats by Wallace,
Meredith, and Stein (1998) and from the awake behaving
monkey by Bell, Corneil, Meredith, and Munoz (2001)
and by Frens and Van Opstal (1998). Moreover, multi-
sensory integration properties of most SC neurons, as
well as observed orientation behavior, are mediated by
influences from two cortical areas—the anterior ecto-
sylvian sulcus (AES) and the rostral aspect of the lateral
suprasylvian sulcus (rLS; Jiang, Jiang, & Stein, 2002;
Jiang, Wallace, Jiang, Vaughan, & Stein, 2001).

The purpose of this study is to contribute to the strength-
ening of the tie between observable RT behavior and the
underlying neural circuitry. Our point of departure is the
little-noticed fact that, in the study by Todd (1912), tri-
modal stimulus combinations yielded RTs that not only
were shorter than those to unimodal stimuli, but also
were shorter than RTs to any bimodal stimulus combi-
nation. Although this trimodal facilitation effect may, at
first sight, seem to be a rather trivial extension of the
well-known bimodal effects, it will be shown here that a
quantitative assessment of trimodal facilitation leads to
some interesting new results and hypotheses. The first
issue that arises is whether the effect of adding a third-
modality stimulus can be predicted from the known bi-
modal effects on the basis of either statistical facilitation
or coactivation. In particular, if trimodal facilitation is
larger than predicted by statistical facilitation, this would
suggest the presence of a specific trimodal interaction
effect, in analogy to the occurrence of a trivariate inter-
action term in the analysis of variance (ANOVA) model.
This test will be carried out employing a distribution in-
equality developed in Diederich (1992). A possible neural
basis for such an interaction would be provided by the
existence of trimodal multisensory neurons that are sensi-
tive to visual, auditory, and somatosensory stimulation
simultaneously. Although a strict categorization of multi-
sensory neurons tends to be difficult, the proportion of
trimodal neurons in the cat SC, for example, is estimated
at 8% (see Stein & Meredith, 1993).1
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The second issue concerns the effects on cross-modal
RT from varying (1) the temporal alignment of stimuli
from different modalities and (2) their intensity levels. For
example, the speedup of responses to a visual-auditory
stimulus tends to be maximal when the visual stimulus
precedes the auditory by an interval that equals the dif-
ference in RT between unimodal responses to the visual
and the auditory stimuli (Diederich & Colonius, 1987;
Hershenson, 1962; Miller, 1986). Moreover, facilitation
is sometimes found to be larger for low-intensity stimuli
(Bernstein, Chu, & Briggs, 1973). This phenomenon, re-
ferred to as inverse effectiveness, is often seen as the
major purpose of multisensory integration from a func-
tional point of view (see Meredith & Stein, 1986Db).

Except for Todd’s (1912) study, this article seems to be
the first to investigate to what degree these integration
rules generalize to the interaction among three modali-
ties. The results will be discussed with respect to their
significance for the issue of separate activation versus
coactivation. Given that some intriguing parallels be-
tween bimodal behavioral data and temporal integration
rules at the level of individual multisensory neurons have
been found (Meredith, Nemitz, & Stein, 1987), our find-
ings in the trimodal setting will also suggest new hy-
potheses at the neuronal level.

EXPERIMENT

In Todd’s (1912) experiments, participants were in-
structed to respond to a specific target modality (visual,
auditory, or somatosensory) when presented with a com-
bined bimodal, or trimodal, stimulus set ( focused atten-
tion paradigm). He did not find significant RT differ-
ences when the instruction was to respond to the stimulus
set as a whole (redundant target paradigm). However, a
host of subsequent studies revealed significant effects of
instruction and context on cross-modal RTs (for an early
review, see Nickerson, 1973). For example, the intro-
duction of catch trials, in which the nontarget stimulus is
occasionally presented alone and the participant must
not respond if it is, usually inflates RTs somewhat be-
cause, presumably, the participant must not only detect
the stimulus (set), but also discriminate and/or identify
the stimulus modalities (see Gielen, Schmidt, & Van den
Heuvel, 1983). Note that increased unimodal RTs may
lead to larger estimates of the facilitation effect, since
the latter is measured with respect to unimodal speed
measures. Context effects have been observed, for ex-
ample, by varying the composition of blocks of stimulus
trials. When multimodal and unimodal stimulus condi-
tions are mixed within a block, responses to the latter are
usually somewhat delayed (Nickerson, 1973). In addi-
tion, factors directing attention to a specific modality or
dividing attention among modalities have been shown to
be involved in various context effects. In a speeded spa-
tial discrimination task with visual, auditory, and tactile
targets, Spence, Nicholls, and Driver (2001) observed
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that participants responded more rapidly to tactile tar-
gets when attention was directed to the tactile modality
in advance (by presenting the majority of targets in the
tactile modality within a block) than when attention was
divided between the modalities (by presenting equal
numbers of targets in each modality). Besides this en-
dogenous shift-of-attention effect, Spence et al. observed
an exogenous attention shift: Participants responded more
rapidly to tactile targets when they were preceded by an-
other tactile target on the previous trial than when they
were preceded by either a visual or an auditory target.

Since in this study we were primarily interested in the
more low-level aspects of multisensory integration, the
experimental design was set up in such a way that the ef-
fects of attention due to instruction or context were min-
imized. Therefore, a redundant target paradigm, rather
than a focused attention instruction, was chosen, so that
the participants were not required to discriminate be-
tween targets and nontargets but simply to respond to the
detection of any stimulus combination. Moreover, stim-
ulus modalities were blocked—that is, within a block of
trials (20, 60, or 64 trials for uni-, bi-, and trimodal con-
ditions, respectively), the stimuli never changed with re-
spect to the modalities occurring, but only with respect
to the stimulus onset asynchronies (SOAs). Thus, within
a block, no division of attention among different modal-
ities and no shift to a particular modality were required
or encouraged. Consequently, we would expect RTs to
be somewhat shorter than under mixed-block conditions
and to obtain rather conservative estimates for facilita-
tion from multisensory integration. If RT speedup is still
larger than predicted from separate activation, this will
be even more evidence for some contribution from a
coactivation mechanism.

Method

Participants. Four students (3 females) served as paid voluntary
participants in the experiment. They gave informed consent prior to
their inclusion in the study.

Apparatus and Stimulus Presentation. The visual stimulus
consisted of a flash (250 lux) of 62.5-msec duration projected onto
a screen (1 X 1.2 m) at a distance of 3.5 m. Sinusoidal tones of
1000 Hz and 70, 80, and 90 dB SPL steps served as the auditory

stimuli. They were presented diotically over closed headphones.
The tactile stimuli were vibrations (sinusoidal voltage [27.7 Hz] at
three levels—40, 145, and 448 mV) generated by an oscillation ex-
citer (Mini-shaker, Type 4810, B & K). On this oscillation exciter,
an aluminum plate (35 X 50 mm) was mounted on a threaded bolt.
The aluminum plate served as a toe rest. For damping purposes, the
oscillation exciter was encapsulated in a wooden box, which was
mounted on a rubber foil and which had a little hole for the bolt
with the aluminum plate. To suppress initial noise, the voltage for
the vibration exciter was generated by a computer and started al-
ways at zero level. The computer signal was smoothed by a low-
pass filter and was amplified according to the three intensities. The
range of intensities included the maximum level below the partici-
pants’ hearing threshold and the minimum excitation above the tactile
threshold. For technical reasons, the flash always lasted 62.5 msec;
the tone and the tactile stimulus were response terminated. The en-
tire experiment (timing of the signals, RT measurement, random-
ization of trials, and calculation of the time between the attention
signal and the first stimulus) was controlled by computer.

Experimental procedure. The participant was seated in a dark,
sound-proofed room, 2.5 m away from the screen. Two response
buttons mounted on a desk in front of him or her served as response
device. The right foot (without shoe and socks) of the participant
was put on the wooden box, and the big toe was put on the alu-
minum plate. To prevent it from getting out of place, the foot was
strapped on. The participant was instructed to press the response
buttons with the index finger as soon as any stimulus was detected
(redundant target paradigm).2

The beginning of each trial was announced by an LED in front of
the screen. A single stimulus or a stimulus combination was pre-
sented after a randomly generated time interval of 1,000 msec up to
3,300 msec. RT was recorded from onset of the first stimulus to
keypressing for each hand separately. There was a 3-sec interval be-
tween the response and the signal for the beginning of the next trial.
If a response occurred prior to stimulus onset, a rattle indicated this
anticipatory response, and a repetition of the trial followed. Very
few anticipatory responses actually occurred (about 0.002%).

Unimodal stimuli were visual stimuli (V), auditory stimuli with
70, 80, or 90 db SPL (labeled A5, Ag, and Ay, respectively), and
tactile stimuli with three different intensities (labeled T, T,, T,
where T, was the most intense stimulus). Bimodal stimuli were
combinations of any two stimuli from two different modalities. For
example, the visual stimulus followed by a 70-db tone T msec later
is labeled VTA,. The range of SOA for a particular stimulus com-
bination was determined so that it included the range of RT differ-
ences to the respective unimodal stimuli, resulting in six different
intervals in steps of 10 msec. Trimodal stimuli were combinations
of three stimuli from different modalities—for example, a weak tac-
tile stimulus followed by a visual stimulus 7; msec later and fol-
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Figure 1. Time course for a trimodal stimulus with stimulus onset asynchrony (SOA) 7, be-
tween vibration and light and SOA 7, between vibration and tone.



lowed by a 70-db tone 7, msec later, where T, is always measured
from the onset of the first stimulus (labeled T, 7, V1,A,,). Four dif-
ferent SOA values, in steps of 10 msec, were used for 7;, and four
values were used for 7,. The time course for a trimodal stimulus
trial with SOA 7; = 10 and 7, = 30 is depicted in Figure 1. To keep
the number of conditions manageable, the presentation order of the
modalities in the trimodal stimulus condition was fixed—that is,
the tactile stimulus was always followed by the visual stimulus, fol-
lowed by the auditory stimulus, and each participant was tested only
on a (different) subset of the total number of conditions (see below).
This presentation order in terms of increasing unimodal response
speed was chosen in order to achieve a maximal temporal overlap
of the modality-specific activation patterns. Table 1 summarizes all
the experimental conditions.

The stimuli were presented in blocks of single-, double-, or triple-
stimulus combinations. A block of single stimuli consisted of 20 tri-
als for one modality. A block of double stimuli consisted of 60 trials
for a particular stimulus combination. The SOAs between the stim-
uli were given in random order; each SOA was presented 10 times
in a single block. A block of triple stimuli consisted of 64 trials for
a particular stimulus combination. A specific SOA combination
(between the first and the second and between the first and the third
stimuli) was presented 4 times in each block. Each experimental
session started with 10 triple-stimulus trials. This functioned as a
warming-up period and was not used later in the data analysis; the
intensities of the stimuli differed from those used in the experiment.
Six to seven blocks were presented in a random balanced order in
each session, including at least two single-, two double-, and two
triple-stimulus blocks. After three experimental blocks, there was a
rest period of about 10 min. Each session took between 60 and 75 min.
By request, a participant was informed about his or her RT within
a block. Including the training period (about 5 h), each participant
was involved in the experiment for about 40 h. Each participant de-
livered 200 responses in each of 5 single-stimulus conditions;
100 responses in each of 48 double-stimulus conditions (8 different
stimulus combinations and six different SOAs), and 100 responses
in each of 48 triple-stimulus conditions (3 different stimulus com-
binations and 16 different SOA combinations). This resulted in a
total of 10,600 responses collected from each participant.

Results

Since all the participants exhibited qualitatively simi-
lar results, across-subject data only are reported here.

Mean unimodal RTs. The mean response to the most
intensive auditory stimulus was the fastest (132 msec);
the mean response to the weakest tactile stimulus was the
slowest (218 msec). Mean RTs and standard errors for
the unimodal trials across all 4 participants are presented
in Table 2. All means differed significantly (p < .01).

Mean bimodal and trimodal RTs. Bimodal and tri-
modal stimuli produced shorter responses than did uni-
modal stimuli. Figure 2 shows mean RTs to bimodal
stimuli (diamonds), as compared with unimodal stimuli
(circles and squares), over SOA conditions. Standard er-
rors are in the range of 0.6 to 1.9 msec, which are smaller
than the markers and, therefore, omitted in the graphs.
The longer unimodal mean RTs are presented by the hor-
izontal line, and the shorter unimodal mean RTs plus the
corresponding SOAs are represented by the linearly in-
creasing line (note that the squares, for the longer RTs,
and the circles, for the shorter RTs plus SOAs, are not
observations but are included for a better comparison of
these RTs with the bimodal stimulus means with respect to
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Table 1
Experimental Conditions
Unimodal Stimuli
Tactile Visual Auditory
T, T, T, v Azg Ay Ag
Bimodal Stimuli SOA(T)

V1Ay, 0 10 20 30 40 50

VT1Ag, 0 10 20 30 40 50

V1A, 0 10 20 30 40 50

T,V 0 10 20 30 40 50

T,V 30 40 50 60 70 80

T,V 30 40 50 60 70 80

T5TAy, 20 30 40 50 60 70

T37Ag 10 20 30 40 50 60

T57A 0 10 20 30 40 50

T,TAy, 30 40 50 60 70 80

T,7Ag 30 40 50 60 70 80

T, TAy, 50 60 70 80 90 100

T, 7A4, 30 40 50 60 70 80

Trimodal Stimuli SOA(T)) SOA(T,)
T3, V1Ag 0 10 20 30 30 40 50 60
T,7,VnA, 0 10 20 30 30 40 50 60
T,7,V1,Ag 10 20 30 40 40 50 60 70
T,7,V1,Ag 20 30 40 50 50 60 70 80
T,7,V1,Ag, 30 40 50 60 60 70 80 90
T,7, VA 20 30 40 50 50 60 70 80

Note—Unimodal stimuli are labeled T, T,, T3, V, A5, Agg, and Ay, for
the tactile stimuli with three intensities, the visual stimulus, and the au-
ditory stimuli with 70, 80, or 90 db SPL, respectively. Bimodal stimuli
are combinations of stimuli from different modalities, the second with
a delayed onset time SOA(7). Trimodal stimuli include all three modal-
ities, the second stimulus being delayed by 7, and the third delayed by
7,. Note that SOAs indicate the onset times with respect to the stimu-
lus presented first.

SOA). For example, consider the first panel with stimulus
combination VT Ay,. Mean RT to light (V) is 163 msec,
and mean RT to a 90-dB tone (Ay) is 132 msec. These
longer RTs (163 msec) are indicated by the parallel line
(squares). The shorter RTs to tone (132 msec) are pre-
sented by the circles. In the bimodal condition, they were
presented T msec later than the light. To demonstrate the
later onset, the SOA is simply added to the mean RT of
132 msec—that is, plus 10 msec, plus 20 msec, and so
forth, resulting in the linearly increasing line. Obviously,
observed RTs to bimodal stimuli are shorter than those
to unimodal stimuli whenever the diamonds do not cross

Table 2
Means and Standard Errors of Reaction Times for the
Unimodal Trials (Averaged Over Participants)

Stimulus Mean Standard Error
Agp 132 0.6
Ag 137 0.9
Ao 150 1.1
\% 163 0.7
T, 177 0.8
T, 195 1.2
T, 218 1.2

Note—The means are based on 400 (Ag,, A, T,, and T,) and 800 (A,
V, and T;) observations.
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Figure 2. Observed mean response times (RTs, diamonds) to bimodal stimuli as a function of the

stimulus onset asynchrony (SOA) 7. Each panel represents different stimulus combinations. The hor-
izontal line indicates the mean RT to the more slowly processed stimulus in each condition; the lin-
early increasing line refers to the SOA-shifted mean to the more quickly processed stimulus. Note
that the squares (for the longer RTs) and the circles (for the shorter RTs plus SOAs) are not obser-
vations but are included for a better comparison of these RTs with the bimodal stimulus means with

respect to SOA.

either of those two lines. This is, indeed, the case, except
for some SOAs in the T;V and T,V conditions.

Mean bimodal RTs (diamonds) are shorter than mean
unimodal RTs in almost all stimulus and SOA condi-
tions. Exceptions are the mean RTs to tactile—visual
stimuli for large SOAs. Furthermore, the amount of RT
reduction depends on the stimulus combination and,
within the stimulus condition, on SOA.

Figure 3 shows mean trimodal RTs, as compared with
mean bimodal RTs, with SOAs (t;) between the first
(tactile) and the second (visual) stimuli on the x-axis.

For all the SOA (t;) conditions, mean trimodal RTs
are shorter than mean RTs to tactile—visual stimulation
with the corresponding SOAs. Similarly, mean trimodal
RTs are shorter than mean RTs to tactile—auditory stim-
uli for all the SOA (7,) conditions (between the first and
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Figure 3. Observed mean response times (RTs) to trimodal stimuli as a function of stimulus onset asyn-
chrony (SOA) between the first (tactile) and the second (visual) presented stimuli 7,. Symbols (diamonds,
circles, squares, and triangles) refer to SOA (7,) conditions between the first (tactile) and the third (audi-
tory) stimuli. The stars indicate the mean RTs to bimodal stimuli (tactile—visual) as a function of 7,. Mean
RTs to tactile—auditory stimulation are presented at the far right of each panel (symbols with horizontal
line). Different symbols refer to different SOA conditions for the bimodal stimuli. Note that these are the
same SOAs as the second SOAs (7;) in the trimodal stimulus conditions. The horizontal lines are included
only for a better comparison of the bimodal and the trimodal RTs. Consider, for example, T;30V60A,,.
The RT is represented by the second circle on the dashed line and is compared with the RT in condition
T30V (first star of solid line) and with the RT to T,;60A,, (circle with horizontal line on the far right). Each
panel represents different stimulus intensity combinations.

the third stimuli). Standard errors are between 0.8 and Multisensory response enhancement. A convenient
1.3 msec, again smaller than the markers. Note that RT  way to assess the amount of intersensory facilitation or
to trimodal stimuli is an increasing function of both 7; inhibition independently of the specific stimulus combi-
and T, for nearly all the stimulus conditions. nation is to use a measure of response enhancement that



relates mean RT in the multimodal conditions to that in
the unimodal condition. The following measure3 quanti-
fies the percentage of RT enhancement in analogy to a
measure proposed for measuring multisensory enhance-
ment in neural responses (Anastasio, Patton, & Belkacem-
Boussaid, 2000; Colonius & Diederich, 2002; Meredith
& Stein, 1986b).

min(ﬁT, ﬁ\/nl, ﬁAnz ) - ﬁTrlvsz
min(ﬁT, RT vir, ﬁAﬂz)
x 100,

where RT+, RTy;, and RT , refer to the observed mean RT
to tactile, visual, or auditory unimodal stimuli, respec-
tively. T, and 7, are the SOAs between the tactile and the
visual stimulus and between the tactile and the auditory
stimulus in the trimodal stimulus condition. RTr; v, 18
the mean RT to the corresponding trimodal stimulus
combination. For example, an MRE value of 10 means
that RT to the multimodal stimulus is reduced by 10%,
as compared with the fastest mean response to any of the
unimodal stimuli. Thus, the mean RT to the trimodal
stimulus combination T30V50A, with t,= 30 msec be-
tween the tactile and the visual stimulus and 7, = 50 msec
between the tactile and the auditory stimulus, is related
to the minimum RTs to T, V plus 30 msec, and A plus
50 msec. MRE for bimodal stimuli is defined accordingly.

Consider first the MRE to bimodal stimulus combi-
nations. How does the RT facilitation depend on SOA?
According to Raab (1962), in the separate activation
model, maximum facilitation is expected when the SOA
between the stimuli equals the time difference to the uni-
modal RTs (which he called “physiological synchronic-
ity””), because this guarantees maximum overlap of the
single-stimulus distributions. Thus, one would expect
MRE to be the largest when the SOA is close to the dif-
ference in the mean RT of the unimodal stimuli. Table 3
presents the mean RT differences. Table 4 contains all
MRE values as a function of bimodal stimulus condition
(rows) and of SOA value (columns). Entries where the
RT difference is closest to the SOA value are in boldface.
As can be seen, boldface values are always maximal
within a row, indicating that, indeed, the maximum amount
of enhancement occurred for those bimodal stimulus
combinations in which the SOA was closest to the dif-
ference in unimodal RTs.

The MREs for trimodal stimuli are larger than those
for bimodal stimuli. Table 5 (MRE columns) shows the

MRE =

Table 3
Response Time (RT) Difference (in Milliseconds)
Between Unimodal Stimuli

v A70 ASO A90
T, 55 68 81 -
T, 32 - 58 63
T, 14 27 40 45
\ - 13 26 31

Note—For example, the difference between the mean RTs to a tactile
stimulus (T,) and a visual stimulus (V) is 55 msec.
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Table 4
Multisensory Response Enhancement (MRE) for All Bimodal
Stimulus and Stimulus Onset Asynchrony (SOA) Conditions

Stimulus SOA (1)

Condition 0 10 20 30 40 50 60 70 80 90 100
VtAy, 0 1.4 46 74 55 49 - - - - -
VtAg, 2.9 6.1 64 74 61 37 - - - - -
VtA;, 8.0 94 80 6.8 3.7 37 - - - - -
T,V 1.8 46 40 23 0 —17 - - - -
T,7V - - - 5746 210 -21 -51 - -
T,7V - - - 1030 6150 37 18 - -
TytAyy - — 1.0 1.9 52 40 28 -1 - - -
TytAgy — 2.0 45 66 79 40 34 - - - -
TytA,, 2.7 38 65 68 45 1.1 - - - - =
T,7Ayy - - - 3147 6073 67 15 - -
TytAgqg - - - 1.8 45 4362 51 15 - -
TitAyy - - - - =121 40 57 69 18

TtA, - - - 3958 5071 86 60

Note—MREs in boldface indicate the largest expected enhancement
according to the physiological synchronicity hypothesis. MREs in ital-
ics are based on nonsignificant mean differences between response
times to bimodal stimuli and the smaller of the unimodal stimuli, in-
cluding SOA adjustments.

MRE for all the trimodal stimulus and the SOA condi-
tions. Moreover, MRE tends to be largest when both
SOAs are close to the rounded difference in RT to uni-
modal stimuli. Boldface MRE values indicate the largest
expected MRE increases according to the physiological
synchronicity hypothesis. However, since not all SOA
combinations correspond to unimodal RT differences,
the results are not as clear cut as those for the bimodal
stimuli.

Note, however, that the definition of MRE relates tri-
modal RT only to unimodal RT. In order to assess a spe-
cific effect of trimodal stimuli over and above the bimodal
effects, we introduce a modified measure of multisensory
response enhancement, MRE*, relating trimodal RT to
bimodal RTs from the corresponding bimodal stimulus
conditions* as noted in Equation 1 at the bottom of the next
page. For example, mean RT to stimulus T20V50A is re-
lated to RT to stimulus T20V, T50A, and to V30A
+20 msec. Thus, MRE* indicates the additional en-
hancement when a third stimulus is added to a bimodal
stimulus condition. In other words, MRE* measures a
reduction in RT beyond the one measured by MRE. The
results for 93 trimodal conditions> are shown in Table 5.
Of'these, 54 MRE* values for the trimodal stimulus con-
ditions are based on significant mean RT differences be-
tween trimodal RT and the minimum of the corresponding
bimodal RTs (values based on nonsignificant differences
have entries in italic).

With a few exceptions, the MRE* values suggest that
presenting a third stimulus caused a further enhancement
of the responses.

Effects of intensity. It is well known that RT typically
decreases with increasing stimulus intensity (Kohfeld,
1971; Piéron, 1914), and this is confirmed in our uni-
modal mean RTs for the different intensity levels for the
auditory and the tactile stimuli (see Table 2). On the
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Table 5
Multisensory Response Enhancement (MRE) for All
Trimodal Stimulus and Stimulus Onset Asynchrony Conditions

17}
30 40 50 60
7, MRE MRE* MRE MRE* MRE MRE* MRE MRE*

Ty VpAg 0 104 33 92 33 86 51 74 56
10 102 38 11.6 50 110 55 98 55
20 84 19 124 49 96 59 102 65
30 84 1.9 107 31 85 47 713 41

30 40 50 60
7, MRE MRE* MRE MRE* MRE MRE* MRE MRE*

TsVnA, 0 92 26 67 32 67 32 61 44
10110 38 87 25 81 36 81 36
20 106 3.0 90 47 79 41 73 35
30107 42 79 36 68 46 51 29

40 50 60 70
7, MRE MRE* MRE MRE* MRE MRE* MRE MRE*

T,;VRAy 10 81 13 92 43 69 24 64 -
20 81 37 93 29 82 34 82 40
30 58 12 77 18 99 28 104 49
40 55 01 66 01 89 17 717 11

50 60 70 80
7, MRE MRE* MRE MRE* MRE MRE* MRE MRE*
T, VhAg 20 98 35 93 40 77 45 60 -

30 119 40 104 44 98 44 88 44

40 80 35 107 33 113 1.1 103 0.5

50 75 34 91 22 116 1.1 13.1 3.1
60 70 80 90

7, MRE MRE* MRE MRE* MRE MRE* MRE MRE*

TVhAg 30 52 —11 41 —6 41 0 36 26
40 31 -5 69 L1 69 26 59 3.1
50 1.6 —1.1 45 01 85 30 70 10
60 05 —16 40 0 61 01 718 0.1

50 60 70 80
7, MRE MRE* MRE MRE* MRE MRE* MRE MRE*

Tt VRA, 20 55 0 49 17 38 06 33 -
30 73 06 67 11 52 21 47 16
40 113 27 84 21 74 21 64 36
50 13.1 1.6 117 36 85 25 15 L5

Note—MRE and MRE* in italics are based on nonsignificant mean dif-
ferences between the RTs to trimodal stimuli and to the smaller of the
unimodal stimuli, including SOA adjustments.

other hand, RT facilitation, when measured with respect
to unimodal RT (as in the MRE index), may not be a mo-
notonically decreasing function of the intensity of the
stimuli involved.

For bimodal stimuli, MRE decreases with increasing
stimulus intensity, as is suggested by the inverse effec-
tiveness hypothesis. For visual-auditory stimuli with a
70-dB tone, the maximum MRE is 9.4, as compared with
7.4 when the intensity of the tone is increased to 90 dB.
Similarly, for tactile—visual stimuli, MRE is larger (6.1)
with weak tactile stimuli (T,) than with strong tactile

min(ﬁTrlv,ﬁTrzA,ﬁV(rl —,)A +Tl,)_ﬁTTlV‘L'2A

stimuli (T3; MRE = 4.6). Finally, the most intense tactile—
auditory combination (T;Ay,) provides less enhancement
(MRE = 5.2) than does the weakest (T;A,,, MRE = 8.6).6
For trimodal stimuli, MRE decreases with increasing
auditory intensity for T,VAg, and T,VAy, (MRE = 13.1
vs. MRE = 10.4), as for T, VA,, and T,VAy, (MRE =
13.1 vs. MRE = 8.5), but MRE increases with increasing
auditory intensity for T;VA,, and T;VAg, (MRE = 11
vs. MRE = 12.4) and with increasing tactile intensity for
T,VAg and T,VA,y (MRE = 8.5 vs. MRE = 10.4).

Discussion

Overall, a consistent pattern of effects on response
speed emerges from our data. For unimodal stimuli, mean
RTs to auditory stimuli were shorter than those to visual
stimuli, which in turn were shorter than those to tactile
RTs. Moreover, RT decreased with increasing auditory
and tactile intensity. Mean response speed to bimodal and
trimodal stimuli was faster than that to unimodal stimuli
under almost all conditions. Specifically, bimodal RT in-
creased monotonically, with SOA approaching unimodal
RT when the second stimulus was presented late enough.
Interestingly, trimodal RTs were still shorter than bimodal
RTs, but increased monotonically with both SOA values.

In assessing the multisensory effects by relating bimodal
and trimodal RT's to unimodal RTs, the MRE values dis-
played an inverted U-shaped function of SOA. Intrigu-
ingly, maximum MRE values were reached consistently
for those SOA values that maximized the overlap of the
unimodal RT distributions, supporting the physiological
synchronicity hypothesis. Although this effect can be
predicted by separate activation models (see Raab, 1962),
it is also consistent with the general concept of coacti-
vation: If stimuli from several modalities combine to
produce a response, this will be most effective in the
time range in which the activations from all modalities
are most likely to be present (see Miller, 1986). Thus, a
deeper analysis is required (see the next section). The
majority of MRE* values comparing bimodal with tri-
modal enhancement suggest a specific trimodal interaction
effect, but again, whether this goes beyond what is ex-
pected from separate activation needs further scrutiny.

For bimodal stimuli, the intensity effects on response
enhancement were unequivocal in exhibiting larger MRE
values for lesser intensity levels (inverse effectiveness),
whereas for trimodal stimuli the effect of intensity was
less clear cut. A discussion of these results will be post-
poned to the final section.

TESTING FOR SEPARATE ACTIVATION

It has become common usage to probe the status of the
separate activation hypothesis by examining certain in-
equalities for the observable RT distribution functions

MRE* =

miH(RTTr]V,RTTTZA,ﬁ(Tz -TDA ‘”1)

x100 (D



(e.g., Forster et al., 2002; Miller, 1982, 1986; Townsend
& Nozawa, 1995). Here, we go beyond this practice (1) in
extending the test to three modalities and (2) in developing
a specific method to test for a trimodal effect that is not
predictable from the bimodal response enhancements.

Separate activation models assume the following:
(1) Processing in different sensory channels occurs in
parallel. (2) Presenting multimodal stimuli (e.g., light,
tone, and vibration) produces separate activations in
each of the corresponding channels and activation builds
to the level at which it can produce a response. (3) The
response is elicited by the signal that terminates pro-
cessing first. Assuming statistical variability in the chan-
nel processing times, separate activation models predict
shorter average RTs to multimodal stimuli than to uni-
modal stimuli, because the average of the winner’s pro-
cessing time is smaller than the average processing time
in each single channel (statistical facilitation). For ex-
ample, with T, V, and A denoting the random process-
ing time for the tactile, visual, and auditory stimuli, re-
spectively,

E[min(T, V, A)] = min[E(T), E(V), E(A)], 2)

where E indicates the expected value of the random vari-
ables. If the RT reduction can be explained in terms of
statistical facilitation, no assumption about an additional
neural mechanism is needed. Miller (1982) suggested a
distribution inequality test that since then has become
the standard test for separate activation models:

P(RTy, =t) = Plmin(V, A) <¢]
=P(V=t)+ P(A<t)-P(V=st& A=<t)
= P(RTy =t)+ P(RT, <t) forallt, (3)

where RTy,, RTy;, and RT, refer to the observable RTs with
the respective bimodal and unimodal stimuli, as before. All
separate activation models can be rejected if more facilita-
tion is observed than what is consistent with this inequal-
ity. Note, however, that nonviolation of Inequality 3 does
not provide unequivocal evidence in favor of separate ac-
tivation models (Colonius, 1986, 1990, 1999; Diederich &
Colonius, 1987; Miller, 1982; Ulrich & Giray, 1986). In
most studies of bimodal interaction, Miller’s test has pro-
vided evidence against statistical facilitation as the sole
source of the response speedup (see Diederich & Colonius,
2004), and consequently, the upper bound of Inequality 3
has become a benchmark for assessing the amount of
“true” facilitation (see Townsend & Nozawa, 1995).
Extending the test of separate activation models to
three modalities, it should first be noted that the amount
of statistical facilitation increases with the number of
channels involved in the race. For example, in the case of
the three variables above, it is obvious that min(T, V, A) =
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min(T, V) is true, implying that E[min(T, V, A)] =
E[min(T, V)], and the same holds with the pairs T, A and
V, A instead of T, V. Thus, statistical facilitation with
triple stimuli is at least as large as that with double stimuli.

On the level of the distributions, a straightforward ex-
tension of Inequality 3 to the trimodal case leads to the
following test, where the SOAs between the first and the
second stimuli (7;) and between the first and the third
stimuli (7,) are also taken into account as shown in Equa-
tion 4 at the bottom of the page. This inequality puts an
upper bound on the statistical facilitation produced by
trimodal stimuli. Note that violations of Inequality 3 and
Inequality 4, if any, are to be expected only for small values
of't, because for large ¢, the right-hand side approaches 2
and 3, respectively, yielding the trivial inequalities 1 <
1+1and 1 < 1+1+1. Moreover, a null hypothesis in the
form of inequalities involving the sum of two or more
probabilities is not amenable to standard nonparametric
testing procedures, and therefore, we settle for a de-
scriptive evaluation of the evidence.

When at least three modalities are involved, there are
various ways of obtaining further inequalities (Worsley,
1982). A generalized test of separate activation for multi-
modal stimuli including subsets of stimulus combinations
was developed by Diederich (1992). For the special case
of trimodal stimuli, three inequalities relating the observ-
able RT distributions in uni-, bi-, and trimodal stimulus
conditions can be derived. One of them is shown in Equa-
tion 5 at the top of the next page, and the other two follow
by combining other pairs of modalities analogously.” Note
that inequalities of this type relate the trimodal RT distri-
bution to bimodal and unimodal distributions. Most im-
portant, these inequalities can be utilized to test whether
response enhancement for trimodal stimuli is larger than
that predicted from bimodal enhancement under the sep-
arate activation hypothesis.8 In other words, a violation of
this inequality indicates that there is a specifically tri-
modal enhancement effect over and above the bimodal en-
hancement that is not compatible with separate activation.

Applying Inequality 3 twice in the right-hand side of
Inequality 5, it is easy to see that the right-hand side of In-
equality 4 also constitutes an upper bound to the right-
hand side of Inequality 5. Thus, we have the chain of in-
equalities shown in Equation 6 at the bottom of the next
page. Note that violations of the second of the inequalities
in Equation 6 would indicate that the summed bimodal in-
teractions between touch—vision and vision—audition is
larger than those predicted by separate activation.”

Results

Figure 4 shows bimodal RT distributions (diamonds),
together with the upper bound of Inequality 3 (circles)
obtained from the sum of two unimodal RT distributions

P(RTry ye,a =1) = Plmin(T, V+7,, A+7,) <1]

= P(RT; =t)+ P(RTy st -71,)+ P(RT, <t -T1,).

4)
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P(RT1y g4 <) = PImin(T, V+7,, A+7,)=1]
= P[min(T, V+1)) <t]+ Plmin(V + 71, A+7,)st]- P(V+71, <)

= P(RTy,y =)+ P[RTy (1, )a st -T]- P(RTy =1 -1)),

for various stimulus combinations and selected SOA
conditions. All the distributions were obtained by Vin-
centizing across the 4 subjects.

The largest violations of the inequality occur for visual—
auditory stimuli, and the smallest ones occur when Tj,
the strongest tactile stimulus, is involved (T;V, T;A-,
T3Aq,). This pattern is similar to the corresponding MRE
values, although not so pronounced. Note, however, an
important difference between the measures: MRE is a
global measure of enhancement accumulated across the
entire distribution (mean), whereas the inequality com-
pares percentiles locally. MRE does not indicate whether
the enhancement occurred by statistical or by “true” fa-
cilitation, whereas the inequality may rule out statistical
facilitation as the sole source of the response speedup.

Figure 5 shows trimodal RT distributions (stars), to-
gether with the upper bound of Inequality 5 (diamonds)
obtained from the sum of two unimodal distributions
minus a unimodal distribution, and with the upper bound
of Inequality 4 (circles) obtained from the sum of the
three unimodal RT distributions, for selected SOA com-
binations with maximum MRE and MRE* values in Ta-
bles 3 and 5, respectively.

Inequality 4 is clearly violated for all the conditions. A
complete reversal of Inequality 6, indicating an effect of
adding the third modality, is clearly apparent in a single
condition (T;20V60Ag,) only. Conditions T,30V60A,
T520V40A,,, and T;40V90A,, show but minimal viola-
tions of the inequality. Nevertheless, these conditions all
exhibit maximum MRE* values across their SOA condi-
tions. Moreover, a lack of reversal should not be inter-
preted to indicate that the third modality had no effect:
A ceiling effect, possibly caused by very strong bimodal
interactions, may conceal it. It cannot be excluded, fi-
nally, that a more fine-grained net of SOA values would
have generated more conclusive evidence of violation.

Overall, the distribution inequality tests presented
strong evidence against the separate activation model.
However, specific evidence that adding a third modality
stimulus results in a response enhancement that is larger
than that predicted by the bimodal enhancement effects
was found in one condition only.

GENERAL DISCUSSION

Our main experimental finding is a trimodal multi-
sensory enhancement effect on RT. There is some indi-

P(RTyyyeop 1)

A

A

)

cation that the effect existed over and above the bimodal
enhancement effects. Second, varying the temporal align-
ment of the stimuli resulted in a rather regular pattern of
SOA effects on response enhancement, demonstrating
the importance of physiological synchronicity for maxi-
mum enhancement to show up. Third, decreasing intensity
of the auditory or the tactile stimulus increased multi-
sensory enhancement in the bimodal combinations, sup-
porting the inverse effectiveness hypothesis.

We assessed the size of the enhancement effects by a
set of distribution inequality tests leading to the unam-
biguous result that the observed RT enhancement was
larger than that predicted by separate activation models.
These tests also suggested that the increase of enhance-
ment from bimodal to trimodal responses was larger than
that predicted from the bimodal effects on the basis of
separate activation. However, further empirical studies
to probe this hypothesis are called for. Our results favor
an explanation of the multisensory enhancement effects
in terms of a coactivation mechanism that combines ac-
tivations from the different modalities to jointly trigger
a response. As was outlined in the introduction, this
model captures some important features of many data
sets quantitatively, but we are only beginning to unravel
which neural substrates in the human brain are involved
in coactivation. If our finding of a specific trimodal en-
hancement effect is borne out by further empirical evi-
dence, this would hint at a possible contribution from
multisensory neurons that are sensitive to visual, audi-
tory, and somatosensory stimulation simultaneously. Al-
though this type of neuron has been identified in the cat
SC, it has been classified as trimodal only because it is
responsive to different pairs of bimodal stimulation—
that is, to both visual—auditory and auditory—tactile stim-
ulus combinations—but no simultaneous trimodal stim-
ulations have been performed, to our knowledge (see
Stein & Meredith, 1993). On the other hand, a trimodal—
bimodal enhancement difference in RT suggests the exis-
tence of trimodal neurons that should show an increased
response activity for simultaneous trimodal stimulation,
notwithstanding the practical difficulties of such an ex-
perimental setup.

It must be noted, however, that the separate activation
concept (race model) cannot be dismissed entirely, for
several reasons. First, responses faster than those pre-
dicted by the race model may indicate only that, in addi-
tion to statistical facilitation, other mechanisms for re-

P(RT,y <t)+ P[RTy (7, s )a <t -T]- P(RTy <t-T))
PRT; <t)+ P(RTy <st-71))+ P(RT, <t-T1,)

(6)
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Figure 4. Testing separate activation with Inequality 3 for all the bimodal stimulus conditions for selected stim-
ulus onset asynchronies. Diamonds refer to the cumulative distribution to bimodal stimuli, and circles refer to the
sum of two cumulative distributions to unimodal stimuli (upper bound in Inequality 3).

sponse speedup may be effective, including interchannel
crosstalk from interstimulus contingencies (see Mord-
koff & Yantis, 1993) and warning signal or attention ef-
fects (see Spence, 2002); for other recent quantitative
proposals for the RSE that partially retain the race con-
cept, see Miller and Ulrich (2003), Colonius and Arndt
(2001), and Colonius and Diederich (2004). Second, the
behavior of multisensory neurons is complex, defying
any simple extrapolation from changes in spike rate ac-

tivity to RT changes. Consider, for example, a bimodal
(visual-auditory) stimulus condition. A faster reaction
to a bimodal stimulus cannot be attributed solely to the
existence of a bimodal neuron, because a bimodal neu-
ron is typically responsive to unimodal input as well.
Thus, an RT speedup must be a function of an enhanced
response of the bimodal neurons to the visual-auditory
stimulus. The amount of the latter, however, critically de-
pends on external variables, such as the spatiotemporal
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Figure 5. Testing separate activation with Inequality 4 and Inequality S for all trimodal stimulus condi-
tions for selected stimulus onset asynchronies. Stars refer to the cumulative distribution to trimodal stim-
uli, diamonds refer to the sum of two cumulative distributions to bimodal stimuli minus a unimodal cu-
mulative distribution (upper bound in Inequality 5), and circles refer to the sum of three cumulative
distributions to unimodal stimuli (upper bound in Inequality 4).

stimulus configuration and stimulus intensities (see
below). Third, it is well known that individual neurons can
differ widely in their spatiotemporal response properties,
and observable behavior must be seen as the result of a
large number of neurons contributing to the response
from different sites of the brain.

Temporal integration rules similar to those shown in
our data have also been observed for responses at the
level of individual multisensory neurons. Bimodal cells
in the cat SC show maximal levels of response enhance-

ment when the peak discharge periods evoked by each
modality overlap in time (Meredith et al., 1987). This
overlap is not correlated with simultaneous stimulus pre-
sentation, but with time differences in stimulus presen-
tation that match their latency differences, again similar
to the findings reported here. Moreover, Meredith and
Stein (1986b) observed that for bimodal neurons in the
SC of the cat, response enhancement was largest for
visual—-auditory stimulus combinations. The mean num-
ber of impulses increased by up to 1,207% over that
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elicited by the most effective unimodal stimulus—
namely, the visual stimulus. Somatosensory—auditory
and somatosensory—visual stimuli produced far less re-
sponse enhancement (79% and 75%, respectively), par-
alleling our behavioral findings in which enhancement
tends to be largest for visual-auditory stimuli and small-
est for visual—tactile stimuli.

Although these correspondences between the behav-
ioral and the neurophysiological data are striking, there
are also some discrepancies that need explanation. Even
taking into account that the quantitative measures of
multisensory enhancement for RT and for average neural
firing rates are not identical, the size of the RT effects
appears, in general, to be less dramatic than that of the
neural enhancement effects. It is possible that the RT ef-
fects measured here do underestimate the true size of the
effect. As was mentioned above, due to the blocking of
different stimulus conditions, our measures of RT en-
hancement effects must be considered to be conservative.
In addition, it is well known that MRE decreases with in-
creasing spatial disparity between the stimuli from dif-
ferent modalities (Colonius & Arndt, 2001; Frens, Van
Opstal, & Van der Willigen, 1995; Harrington & Peck,
1998; Hughes, Nelson, & Aronchick, 1998; Spence &
Driver, 1997a, 1997b). Due to limitations of our experi-
mental setup, the stimuli from different modalities could
not be presented at the same spatial location, possibly
contributing to an underestimation of the true effect as
well. It should be noted, however, that this spatial factor
is not likely to undermine our general conclusions, since
the spatial configuration has been kept constant across
all conditions, and presenting all the stimuli from the
same spatial position probably would have resulted in a
general elevation of the enhancement effects.

Another discrepant finding is the occurrence of a mas-
sive response depression (as compared with unimodal
stimulation) in multisensory SC neurons under signifi-
cant spatial disparity (e.g., Kadunce, Vaughan, Wallace,
Benedek, & Stein, 1997; Meredith & Stein, 1986a),
whereas a similar lengthening of human RT to disparate
spatial stimulation has not generally been observed (e.g.,
Frens et al., 1995). Note that in our experiment, auditory
stimuli were presented over headphones with identical
input to either ear, so visual-auditory distance was not
well defined, whereas visual—tactile distance was signif-
icant, because the tactile stimulus was applied to the toe.
Interestingly, the only cases of significant response de-
pression occurred for bimodal tactile—visual stimulus
combinations (see Table 4). Systematic variations of spa-
tial stimulus conditions have been investigated mainly
with saccadic eye movements under the focused atten-
tion paradigm, and the lack of RT depression has usually
been attributed to a general warning signal effect of the
nontarget stimulus, to the effects of expecting a specific
modality, or to other strategies (e.g., Corneil & Munoz,
1996; Frens et al., 1995). However, recently, Amlot et al.
(2003) observed increased saccadic RT when visual dis-
tractors were presented opposite to somatosensoric targets.

Response depression in the orientation behavior of the
cat under disparate cross-modal stimulation has been
demonstrated by Stein, Meredith, Huneycutt, and McDade
(1989). Lately, it has been shown that response depres-
sion in multisensory neurons is not a function of spatial
disparity per se. Two cross-modal (visual-auditory) stim-
uli, whether or not they were widely disparate, produced
the same response enhancement as long as they were lo-
cated within the visual-auditory receptive field overlap
of the neuron (Kadunce, Vaughan, Wallace, & Stein,
2001). Given that behavior must be seen as the result of
a large number of neurons with different receptive field
properties, any simple extrapolation from these findings
to RTs seems futile, however. We conclude that more
systematic variation of spatial stimulus configurations
in a redundant signals task is needed to identify the con-
ditions for response depression to occur in RTs.

Our finding that response enhancement increases for
low-intensity bimodal stimulus combinations (inverse
effectiveness) stands out, relative to the findings in most
previous studies. Although this effect is considered an
important, ubiquitous property of multisensory neurons
(see Stein & Meredith, 1993), human studies have not
demonstrated the expected increase of response enhance-
ment when stimulus intensity is lowered (Arndt & Colo-
nius, 2003; Frens et al., 1995; Hughes et al., 1994). From
an ecological point of view, inverse effectiveness would
be most important for an animal in a potentially hostile
environment: Near-threshold stimuli in several modali-
ties would combine to create an above-threshold warning
signal. This may be one reason why it has not shown up
in most behavioral studies with humans. Corneil, Van
Wanrooij, Munoz, and Van Opstal (2002) suggested some
further reasons. First, in many studies, the stimuli may
not have been close enough to threshold. They were not
close to threshold in this study, either, which may explain
why we did find a consistent, but not a dramatic, effect of
inverse effectiveness. Second, most previous studies were
of the focused attention type, so that participants had to
discriminate between target and nontarget modalities,
possibly prolonging the RTs. The study by Corneil et al.
provides some support for an explanation along this line.
In a redundant signals saccadic response task, they pre-
sented unimodal and cross-modal visual-auditory targets
at various spatial positions embedded in an audiovisual
background noise. Varying auditory intensity, they found
multisensory response enhancement to decrease with an
increasing signal-to-noise ratio, as predicted by inverse
effectiveness. More studies with near-threshold stimulus
combinations are needed to determine whether inverse
effectiveness at the level of the neural data can be ob-
tained in behavioral settings.

To conclude, despite many caveats and discrepant find-
ings, it seems to us that the study of multisensory integra-
tion rules in RT can benefit from relating it to findings at
the level of individual multisensory neurons or assemblies
of such neurons. Further modeling at the behavioral level
should also take into account a number of recent devel-



opments in those areas. For example, besides the com-
mon excitatory—excitatory type of multisensory conver-
gence, there is evidence for an excitatory—inhibitory
type of neural circuit by which inputs from one modal-
ity inhibit those from the other (see Meredith, 2002).
Moreover, recent functional magnetic resonance imaging
(fMRI) and ERP studies suggest that multisensory pro-
cessing does not take place entirely in feedforward con-
vergent pathways but that it can also modulate early corti-
cal unisensory processing (see Laurienti et al., 2002, and
Macaluso, Frith, & Driver, 2000, for fMRI; see McDonald,
Teder-Sélejérvi, Di Russo, & Hillyard, 2003, and Molholm
et al., 2002, for ERP).
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NOTES

1. First recordings from trimodal neurons date back to the 1970s, but
few have been examined for multisensory integration. Those that have
been examined were studied with two sensory stimuli (not three) and
showed the same responses found in bimodal neurons, though their re-
ceptive fields were larger (Barry Stein, personal communication, July
2002).

2. Actually, the participant was instructed to respond with the right
and the left index fingers simultaneously, to test for motor effects not
related to this study. Only right-hand responses were evaluated here,
since no significant difference between the hands was found.

3. It differs slightly from the more common measure of simply sub-
tracting bimodal from unimodal RT (see Miller, 1986).

4. In simplified notation, writing in analogy to an ANOVA scheme,
for example,

RTT = RTTVA + (RTT - RTTA) + (RTTA - RTTVA)'

MRE* relates to the expression in the last parenthesis, whereas MRE re-
lates to the expression in the parenthesis in

RT; = RT s + (RTy — RT ).

5. Out of a total of 96 conditions, for 3 conditions the corresponding
bimodal conditions had not been presented (see Table 1), so MRE* val-
ues could not be computed.

6. These conclusions are based on significantly different RT means
(p = .01), since no test statistic for the MRE differences is known to us.

7. Moreover, taking at each ¢ the minimum of all three upper bounds
may lead to a sharper upper bound.

8. To substantiate this claim, let us introduce the shorthand notation
P(T = ) = P(T), and so on, neglecting all SOA and ¢ values. Then
P[min(T, V+1,, A+1,) =] = P(TUVUA). Note that Inequality 5 cor-
responds to P(TUVUA) = P(TUV)+P(VUA)—P(V). Expanding both
sides and canceling terms, this inequality is equivalent to P(TNVNA) =
P(VNA). Thus, a reversal of this inequality would mean that adding a
third modality (T) increases the probability P(VNA) = P(V < tNA <
1), in contradiction to the separate activation assumption.

9. From Inequality 3, P(TUV) = P(T)+P(V) and P(VUA) =
P(V)+P(A). Adding both inequalities, subtracting P(V) on both sides,
and using Equation 5 yields the second inequality in Equation 6, as
claimed.
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