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An assessment of response bias
for the same—different task:
Implications for the single-interval task

MICHAEL J. HAUTUS and STEPHEN COLLINS
University of Auckland, Auckland, New Zealand

Two auditory amplitude discrimination experiments were conducted using the same—different ex-
perimental design. Observer bias was manipulated, in the first experiment, by varying payoff matrices
and, in the second, by varying prior probabilities of signal presentation. Five levels of bias manipula-
tion and four levels of difficulty were employed in each experiment. Each observer received all com-
binations of bias manipulation and difficulty, but with only one of these combinations within each block
of trials. Nine indices of bias were assessed by simultaneously fitting isosensitivity and isobias func-
tions to the data and by fitting isobias functions only. Although none of the indices tested provided an
exceptionally good fit to the data, two indices stood out from the rest. These were c%; and c;, indices
with isobias contours similar in shape to those for the ¢ index derived from the yes—no task.

Biasing variables play an importantrole in the process
of perceptual judgment. These variables relate to such fac-
tors as motivation, expectation, and anticipated payoffs
and are not part of the sensory stimulus. Nevertheless,
they have an inescapable effect on the judge’s response.
For example, a wine taster must reduce any propensity
toward giving a particular wine an award because of per-
sonal preference or friendship with the vintner. In the
same way, bidders at auctions need to decipher the fast
stream of auditory input they receive from the auction-
eer. In doing this, they must ensure that they do not get
swept away in the moment and lose track of the criterion
they set as a maximum purchase price. Both of these
tasks are typically performed against a background of
competing stimuli and are subject to bias when a sensory
judgmentis uncertain. In understanding and quantifying
judgments made in such practical situations, as well as
those made in an experimental setting, independent mea-
sures are required that can reflect the separate contribu-
tions of sensory capability and biasing factors to the final
decision outcome (Simpson & Fitter, 1973).

Several detection-theoretic bias indices have been pro-
posed, and it may be beneficial to develop a taxonomy of
these measures. Macmillan and Creelman (1991, Chap-
ter 2) provide a good starting point, which we will formal-
ize further now. Four basic types of bias index can be de-
fined on the basis of the relationship between the index
and the structure of the decision space: decision variable
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criterion, likelihoodratio, criterion location, and relative
criterion location indices. Figure 1 illustrates the rela-
tionship for each type of bias index. Decision variable
criterion indices (e.g., x,.) are simply the value of the de-
cision axis at the location of the criterion. Likelihood
ratio criterion indices (e.g., s ) are based on the ratio of
the heights of the two density functions at the location of
the criterion. Criterion locationindices (e.g., ¢) are equal
to the distance in the units of the decision axis between
the criterion and some reference point, often that corre-
sponding to 5 = 1. The location on the decision axis of
the reference point changes with sensitivity. Finally, rel-
ative criterion location indices (e.g., ¢') typically scale
criterion location bias indices by the sensitivity of the ob-
server. This taxonomy is illustrated for the single-interval
case in the left-hand part of Table 1.

The validity of several of the bias indices in Table 1
has been investigated from both theoretical and empiri-
cal perspectives. From a theoretical standpoint, there are
two conditions that are often required of candidate indices.
First, a shift in bias toward a positive response should be
reflected in a concomitant increase in both the hit rate
and the false alarm rate. Conversely, a shift in bias toward
anegativeresponse should yield a decrease in both of these
rates. This monotonicity conditionis required because bias
is directly related to the propensity for making a partic-
ular kind of response. The bias indices s and ¢ have been
shown to fail the monotonicity condition (Macmillan &
Creelman, 1990).

Second, if bias and sensitivity represent independent
processes, the bias index should maintain independence
from the index of sensitivity; otherwise, it could be ar-
gued that the two indices are influenced by a common
factor—that is, that they are, at least in part, measuring
the same thing. However, although indices of sensitivity
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Figure 1. The relationship between the four categories of bias indices and the
decision axis for the single-interval ( yes—no) case.

are invariant under changes in bias, the reverse may not
be true (Gardner, 1997; Ingham, 1970; Irwin, Hautus, &
Francis, 2001; Macmillan & Creelman, 1991, pp. 46—47).
Furthermore, Dusoir (1975) suggested that it may be
necessary to adopt more than one bias index to explain
response behavior.

Although there are numerous theoretical considera-
tions for the selection of a good bias index, it is clear that
an ideal index must account for empirically observed
variation. Indeed, if an index describes the data well, it
is likely that it will also fulfill the theoretical require-
ments. After all, these requirements have been inferred
from observation as well. We now present some of the
ways in which researchers have sought to evaluate the
validity of various bias indices.

Ingham (1970) first proposed the ¢ bias index as a
valid alternative to the traditional detection-theoretic
index, s . Ingham assessed ¢ and s on the data collected
from an auditory intensity discrimination task and found

that ¢ demonstrated less variation than did s across ex-
perimental sessions and that ¢ demonstrated greater in-
dependence from d' than did 5.

Snodgrass and Corwin (1988) attempted to determine,
among other things, whether lack of theoretical inde-
pendence between d' and 5 would produce problems
when this model was fitted to data or whether the model
based on s would perform as adequately as a model that
demonstrated independencebetween the parameters, such
as one based on d' and c. That is, would the parameters
demonstrate dependencies when fitted to data collected
over a range of difficulty levels and bias manipulations?
Normal and memory-impaired observers participated in
a yes—no single-interval recognition memory task, in
which bias was manipulated by using payoff matrices.
The parameter estimates for the best-fitting models
based on s demonstrated dependencies that reflected the
mathematical relationship between the parameters. They
found that estimates of s derived from their data tended

Table 1
A Taxonomy of Bias Indices Based on the Relationship Between the
Index and the Decision Axis

Same—Different

Single Interval
Index (Yes—No) Differencing Likelihood Ratio

Decision variable Xe k
Likelihood ratio p By By
Criterion location c ¢ &

Cod

Cid
Relative criterion location c cy ¢

Note—The four most common bias indices for the single-interval task each be-
long to a different category. Nine bias indices for the same—different task are
also grouped into their appropriate categories.
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to increase with sensitivity. On the other hand, the pa-
rameter estimates for the best-fitting models based on ¢
did not demonstrate significant dependencies.

Hoshino (1991) applied the model based on the ¢
index to the data of a yes—no recognition memory test
that employed words as stimuli. A later analysis was con-
ducted, using the model based on s, to compare esti-
mates of the two bias indices. Despite reports that 5 was
not a useful bias index, Hoshino found similar patterns
of results for both s and c.

See, Warm, Dember, and Howe (1997) conducted
three vigilance experiments to systematically investigate
anumber of bias indices. The two detection-theoretic in-
dices they tested were again s and c. Indices were com-
pared using five analytical techniques: analysis of vari-
ance, intercorrelations between bias and sensitivity,
intercorrelations between bias indices, analysis of resid-
ual bias indices, and comparisons of averaged and col-
lapsed bias indices. They found that s was less sensitive
than ¢ to manipulations of response bias, that s, but not
¢, was relatively insensitive to manipulations of bias
when those manipulations lead to conservative response
behavior, that although both indices demonstrated sig-
nificant correlations with the sensitivity index, the cor-
relations for 5 were much larger than those for ¢, and that
estimates of ¢ obtained by averaging the estimates of ¢
obtained for individual subjects were similar to those ob-
tained by first pooling the data of all the subjects and then
estimating ¢, whereas estimates of 5 obtained by these
two methods were quite dissimilar. On the basis of these
comparisons, ¢ was taken as the better measure of bias
for vigilance tasks, when compared with 5 .

There are two major approaches to the manipulation
of bias: (1) to use a payoff matrix to differentially influ-
ence the consequences of behavior and (2) to adjust the
a priori probability that the signal is presented on a
trial—here, called the signal presentation probability
(SPP). Holding both of these things constant as the dif-
ficulty of a task is manipulated should encourage the ob-
server to maintain a constant bias. Green and Swets (1966,
pp. 21-23) demonstrated that the optimal likelihood
ratio criterion for an observer who is maximizing his or
her return when faced with differential payoffs and a spe-
cific SPP is

- RH)- RM) _SpP (1)
R(CR)- R(F) 1-SPP’

where R(.) is the reward function for correct rejections
(CR), false alarms (F), hits (H), and misses (M). When
there are no differential rewards, the first term on the right
side of Equation 1 equals one. Similarly, when SPP = .5,
the second term on the right side of Equation 1 equals one.
The optimal criterion is unbiased (i.e., 5 = 1) when both
components equal one or when they hold a reciprocal re-
lationship to one another. For research purposes, it is use-
ful to set one of these components equal to one and sys-
tematically vary the other component to manipulate
observer bias.

Bias in the Same-Different Task

Can the findings reported so far be generalized to
detection-theoretic tasks other than the yes—no task? This
is an important question, because the detection-theoretic
model for the same—different task is an extension of that
for the single-interval task. The same index of sensitiv-
ity is used in the model for each task. Similarly, the same
bias index should apply. Irwin et al. (2001) motivated a
number of indices of bias that could be adoptedin a same—
different task. They also demonstrated, with a small data
set, a useful method for assessing the efficacy of these
bias indices. Their analyses suggest further experimen-
tal work: to create a larger data set to determine which bias
indices perform the best.

The same—different task may be a suitable candidate
for the investigationof bias, because the task may be eas-
ier for observers to undertake than either yes—no or two-
alternative forced-choice tasks. This is because the ob-
server need not know anything about the identity of the
stimuli in order to take part; thatis, the observer does not
need to learn which stimulusis signal and which is noise.
Rather, the observer need decide only whether the two
stimuli presented on a trial are the same or different. Con-
sequently, it may be relatively easy for observers to main-
tain a constant level of bias as task difficulty changes. This
argument may not be strong for the simple stimuli used
in our experiments but would be more pertinent for more
complex stimuli, such as foods and beverages, or audi-
tory profile stimuli.

Recently, the same—different task has been used in its
own right for the investigation of observer bias. For ex-
ample, Gauthier, Behrmann, and Tarr (1999) have inves-
tigated differences in observer bias for prosopagnosics
making judgments about different classes of objects, in-
cluding faces. It is important to ensure that the bias index
employed is valid, before such comparisons are made.

The same—different task involves the presentation of
two stimuli, and the observer must decide whether those
stimuli were drawn from the same or different events.
There are two events, S| and S,, and either event has an
equal chance of presentation as the stimulus. This allows
four possible event combinations: two resulting in same
trials <S;, §;> or <S§,, $,> and two resulting in different
trials <§}, §,> or <S,, §;> (Noreen, 1981). In the stan-
dard version of this task, all the combinations are equally
likely.

A complicating factor for this task is that there are two
distinctdecision strategies that can be adopted by the ob-
server. According to Sorkin’s (1962) difference strategy,
the decision variable is the difference between the sen-
sory experiences produced by the two stimuli presented
on a trial. To use this strategy, the observer judges the
magnitude of the difference between the evidence arising
from each observation on a trial and responds same only
if this magnitude is less than some criterion value; oth-
erwise, the observer responds different. (Ennis, Palen, &
Mullen, 1988, have extended the difference model of the
same—different task to multiple perceptual dimensions.)



However, for Noreen’s (1981) likelihood-ratio strategy,
the observer makes use of more than just the relative dif-
ference information employed in the difference strategy.
The two observation intervals are independent; there-
fore, the likelihood that the evidence arising from an ob-
servation interval arose from a particular event can be
assessed, and the ratio of the likelihoods associated with
each observationinterval can be compared with a criterion.
This strategy makes better use of the information avail-
able to the observer on a trial. Consequently, performance
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is higher when the observer uses the likelihood-ratio
strategy.

Given that there are two independent sources of infor-
mation in the same—different task, the decision space for
this task can best be represented by two orthogonal di-
mensions. These dimensions represent the sensory evi-
dence that arises from each of the observation intervals
on a trial. The distribution of evidence on the decision
space is given by four bivariate-normal distributions, one
for each of the possible stimulus sequences (see the bot-
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Figure 2. The relationship between the four categories of bias index and the
decision axis for the same—different task. The top and bottom panels illustrate
the decision space for the difference and the likelihood-ratio strategies, re-
spectively. The relative criterion indices ¢ and c; are not illustrated.
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tom panel of Figure 2). The shape of the decision bound-
aries on the decision space is determined by the decision
strategy that is assumed, and the location of those bound-
aries is determined by the bias of the observer. The dif-
ference strategy gives rise to boundaries that represent a
fixed absolute difference between the two dimensions.
These boundaries therefore take the form of straightlines.
A useful simplifying feature for the difference strategy is
that the multidimensional decision space can be reduced
to a one-dimensional one (Sorkin, 1962; see the top panel
of Figure 2). This is possible because the absolute value
of the difference between the evidence arising from the
two observations is itself a one-dimensional decision
variable. The boundaries for the likelihood-ratio strategy
are typically curved (except for the case of an unbiased
observer) and coincide with equal likelihood-ratio con-
tours for same and different events. An interesting fea-
ture of the same—different task is that the shape of the
isosensitivity curve is dependent on the decision strat-
egy that is assumed. The difference and likelihood-ratio
strategies give rise to asymmetrical and symmetrical
isosensitivity curves, respectively (Hautus, Irwin, &
Sutherland, 1994; Noreen, 1981, note 4).

Dai, Versfeld, and Green (1996) demonstrated that the
difference strategy and the likelihood-ratio strategy are
extreme special cases of a more general representation of
the same—different task. They showed that the method of
stimulus presentation can place limits on the type of de-
cision strategy an observer can adopt. For roving exper-
iments, where stimuli are drawn from a larger set on a
trial-by-trial basis, the best an observer can possibly do is
adopt the difference decision strategy. When the task is
not roving and only two possible stimuli can be presented
to the observer on a trial, the likelihood-ratio decision
strategy can be adopted. When used, the likelihood-ratio
strategy provides better overall performance than does
the difference strategy (Noreen, 1981). Consequently,
the likelihood-ratio strategy has often been called the op-
timal strategy for the same—different task. However, Dai
et al. demonstrated that the difference strategy is the op-
timal strategy when a roving design is used. Although
they did not shed light on the decision strategy that will
be adopted by an observer when performing in a task that
does not have roving stimuli, they did demonstrate that
the likelihood-ratio strategy is available for observers to
use under these conditions.

We now return to our taxonomy of bias indices to in-
corporate those proposed for the same—different task.
The right-hand part of Table 1 presents the various bias
indices for the difference model and the likelihood-ratio
model in the same—different task. Where a similar bias
index can be defined for the two models, a subscript is
employed to indicate the appropriate model for that index.
What follows is a description of each of these bias indices
in terms of their relationship to the decision space. The
derivations of these bias indices are detailed elsewhere
(Irwin et al., 2001).

Figure 2 illustrates the relationship between each of
the bias indices for the same—different task and the deci-

sion space for each strategy in that task. The top panel in
Figure 2 illustrates the decision space for the difference
strategy for the case in which d' = 2. The evidence vari-
able for this strategy is the absolute difference between
the evidence stemming from the two observations on a
trial. Consequently the origin is at zero. The bias index,
k, is the distance of the criterion from the origin or, more
simply, the value of the absolute difference. The ¢, index
is the distance of the criterion from s ;= 1, with s 4 itself
defined as the ratio of the height at the criterion’s loca-
tion of the distribution arising from same events to the
height of the distribution arising from different events.
¢, (notillustrated)is simply c,/d. The c 4 index is the dis-
tance of the criterion from d'/2. Note that d' is the mode
of the different distribution, which is a fact that can be used
to motivate the ¢y, index.

We now introduce yet another bias index for the dif-
ference strategy in the same—different task. This index,
which we denote ¢y, is based on the idea that an unbi-
ased observer will apportion responses equally between
the response alternatives unless a biasing factor is pres-
ent. For this to be true, irrespective of the sensitivity of
the observer, the reference point on the decision space
for zero bias must be located where the decision variable
leads to equal hit and correct-rejection rates;! that is, the
hit rate must equal one minus the false alarm rate. Any
pointon the receiver-operating characteristic (ROC) that
originates from a criterion filling this requirement will
be located on the negative diagonal of the ROC square.
The c%, index is the distance that the observer’s criterion
is from this reference point on the decision space. The
strength of the ¢}, index is that it can produce an isobias
curve that falls on the minor diagonal of the ROC square.
None of the bias indices for the difference strategy dis-
cussed earlier can produce an isobias curve that lies
along this diagonal.

The bottom panel in Figure 2 illustrates the decision
space for the likelihood-ratio strategy, again for the case
of d = 2. Each dimension on this decision space repre-
sents the evidence arising from an observation interval,
and the circles denote regions of equal likelihood for
each of the four bivariate-normal distributions that rep-
resent the evidence that arises from the four possible
types of trial (<S}, §;>, <S,, $,>, <S5, $,>, and <S,, §;>).
Because of the multidimensional nature of this decision
space, it is more difficultto clearly illustrate the structure
of the bias indices associated with it. The likelihood-
ratio index s ; is the ratio of the height of the compound
distribution for same events to the height of the com-
pound distribution for different events. Criteria for three
likelihoodratios are illustrated (s ; =4, 5 ;= 1, and s ; =2).
Note that the criterion for s ; = 1 is defined by the axes of
the decision space. This criterion signifies a special case
of the likelihood-ratio strategy called the independent-
observations strategy (Noreen, 1981). The c; index is
therefore defined as the distance of the criterion from
these axes. Note that the criteria for c; are straight lines,
unlike the curves for likelihood-ratio criteria when
s ;= 1.If this were not the case, the distance from s ; =1



could not be a constant. For cases in which a criterion
based on c; intersects the asymptote of a likelihood-ratio
criterion, ¢; = In(s ;/d’) (Irwin & Hautus, 1997). Finally,
the ¢; index (not illustrated) is given by ¢; = ¢;/d".

Each of the bias indices produces a different family of
isobias curves (see Irwin et al., 2001, Figures 2 and 4).
The most unlikely family of isobias curves is generated
by the k index. For this index, isobias curves take the
form of horizontal lines that extend from the left axis of
the ROC square to the major diagonal. Thus, an observer
who adopts a constant value of k in effect holds their hit
rate constant. The decision variable index, x,, for the
yes—no task exhibits similar behavior, and amounts to the
observer’s holding the false alarm rate constant as sensi-
tivity changes. No isobias curves have been reported that
exhibit this behavior. Consequently; it is unlikely that ob-
servers adopt a criterion based on these decision variable
indices.

It seems reasonable to expect a successful bias index
to describe data that has been obtained by manipulating
bias either through the use of a payoff matrix or by vary-
ing SPP. We assess the ability of the bias indices listed in
Table 1 to account for the variation in the data obtained
from two groups of observers: one group whose bias is
manipulated by systematically adjusting the SPP while
holding a neutral payoff matrix and another group whose
bias is manipulated by systematically adjusting the pay-
off matrix while holding the SPP constant at .5. The set
of payoff matrices and SPPs employed are carefully tai-
lored to yield the same optimal criteria for each group.

METHOD

Observers

Eight observers participated in the research. Seven were male,
and their ages ranged from 19 to 55 years (mean age of 29). Four of
the observers had previous experience on the same—different task
(04, 06, O7, and O8), whereas the rest were naive. All the ob-
servers were assessed for hearing loss, using pure-tone audiometry
(Bruel & Kjaer, Model 1800). Hearing loss was never in excess of
15 dB (re ISO standard, 1975). The observers were paid $20 for
their participation. In addition, 2 observers received an additional
$50 “bonus” based on their performance in the task.

Apparatus and Stimuli

The stimuli consisted of 1000-Hz tones generated by a multi-
function synthesizer (Hewlett Packard, Model 8904A) that were
gated (TTES, SW1) to a duration of 100 msec with 10-msec cos?
ramps. The amplitudes of the tones were set, using a programma-
ble attenuator (TDT, PA2), to one of five levels: 75.0, 75.5, 76.0,
76.5, or 77.0 dB SPL. The tones were presented to the observer,
who was seated in a sound-attenuating chamber (Amplaid, Model E),
via monaural earphones (TDH-49 with MX-41/AR cushions). Re-
sponses were made on a two-button response panel, and informa-
tion was conveyed to the observer during the experiment via a com-
puter terminal (Hewlett Packard, Model 700/41) and three LEDs
arranged on a small panel.

Procedure

A standard same—different task was employed in which each trial
contained two observation intervals. The observers were required to
judge whether the two observations arose from the same or different
stimuli. For any block of trials, there were two stimuli, one of which
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was always the 75.0-dB SPL standard tone and the other of which
was selected from the four other amplitudes available. Thus, there
were four different levels of difficulty in the experiment.

The observers were assigned to one of two bias manipulation
conditions. The first condition utilized payoff matrices to influence
observer bias. Points were earned for correct trials only. The points
awarded for hits and correct rejections for the five payoff matrices
were 1:9, 3:7, 5:5, 7:3, and 9:1. The second condition employed
SPP to influence observer bias. The probability that the two stimuli
on a trial were the same was set to one of the following five values:
0.1, 0.3, 0.5, 0.7, and 0.9. Payoffs and SPPs were determined using
Equation 1 so that the criteria adopted by the observers in the two
bias manipulation groups would be approximately the same.

Each trial commenced with a 150-msec warning light. After a
further interval of 500 msec, the first tone was presented, followed
by a 100-msec pause before the presentation of the second tone. A
light flashed in synchrony with the presentation of the stimuli to
help demarcate the two observation intervals. The observer made a
response, same or different, on the two-button response panel. Feed-
back, in the form of a light, was presented 200 msec after the ob-
server made a response. In addition, the total number of points
earned in the current block of trials was displayed on the computer
terminal. After a further 300 msec, the next trial commenced. Each
block consisted of 110 trials.

The observers in the payoff and SPP conditions each undertook
20 different combinations of difficulty and bias manipulation. Each
block of trials was at a fixed level of difficulty and bias manipula-
tion. Consequently, this was not a roving experimental design. Each
observer first undertook one block of trials with each of the 20
bias/difficulty combinations as practice—a total of 2,200 practice
trials. They then undertook two additional blocks of trials in suc-
cession with each combination. The first 20 trials were discarded as
warm-up trials, leaving 200 experimental trials for analysis from
each combination—a total of 4,000 experimental trials per ob-
server. Both the practice and the experimental blocks were under-
taken in a different random order by each observer.

To encourage optimal performance, the observers were told that
an additional $50 would be paid to the observer with the highest
point score in each of the two bias conditions. To make this possi-
ble and to ensure that the observers received the same form of feed-
back in each group, one point was awarded for each correct re-
sponse in the SPP condition.

RESULTS

The data for each observer consist of 20 points that
can be plotted in the ROC square. Each pointis based on
200 trials and can be considered as a random sample taken
at the point of intersection of one of the four isosensitivity
curves and one of the five isobias curves investigated in
this experiment. In addition, the data of the 4 observers
in each condition can be pooled, so that each point is
based on 800 trials. One observer was chosen from each
conditionto provide a fine-grained view of the data. The
observers selected were not atypical in any way. Figure 3
illustrates the data of O1 (SPP), O8 (payoff), and the
group for both conditions.

Isosensitivity Curves

For each decision strategy, an estimate of sensitivity
was obtained for each isosensitivity curve independently
of the other three. To obtain this estimate, the five bias
parameters were also estimated. However, the values of
these parameters were unique to the isosensitivity curve
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Figure 3. Data collected for two observers (O1 and O8) and the pooled data for all the observers within
each condition. For the top two panels (individual observers), each point is based on 200 trials, and for the
bottom two panels (pooled data), each point is based on 800 trials. Points with the same numerical symbol
fall on the same isosensitivity curve. The thick and thin curves are the best-fitting isosensitivity curves
based on the difference and the likelihood-ratio models, respectively. The parameter estimates used to plot
these curves and the associated goodness-of-fit statistics are given in Table 2.

under investigation. Therefore, the bias index adopted in
this process had no effect on the estimate of sensitivity.
These bias parameter estimates were discarded. The fit-
ting procedure involved an iterative search, using an
adaptation of the downhill simplex method (Press,
Teukolsky, Vetterling, & Flannery, 1992, pp. 408-412),
for the maximum likelihood solution. Iterative techniques
are notorious for convergence to a local minimum. Con-
sequently, multiple fits were performed from different
starting locations to ensure that global minima were ob-
tained. There were very few cases of convergence to
local minima. Once the best-fitting parameter estimates
were obtained, a y2 fit statistic was also calculated.
Table 2 gives the maximum-likelihood estimates of the
sensitivity parameter, d', for each isosensitivity curve,
together with the y?2 fit statistic (df = 4). One observer in
each condition was not performing as well as the others
(O3 for SPP and O7 for payoff). These 2 observers dem-

onstrated inferior sensitivity at every level of task diffi-
culty, when compared with the other observers in the
same condition. However, the data from these 2 ob-
servers did not provide a bad fit to the best-fitting model,
except for the case of O3 at the two easiest levels of dif-
ficulty, and then only for the difference strategy fits.
Therefore, these observers remain in the analyses that
follow. Figure 3 includes the best-fitting isosensitivity
curves based on each decision strategy.

Pooling the data of all of the observers in a condition
and then fitting the detection-theoreticmodel to this amal-
gamated data can provide an overall estimate of sensi-
tivity for each model and condition. Such overall estimates
are given in Table 2, together with their x2 fit statistics
df=4).

An alternative method for assessing how well the best-
fitting models account for the data is to cumulate the y?2
values for the observers in each condition. Since the data
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Table 2
Estimates of Sensitivity for Both the Signal Presentation Probability
(SPP) and the Payoff Conditions

0.5dB 1.0dB 1.5dB 2.0dB
Observer d X3 d X3 d X2 d X2
Difference Strategy: SPP Condition
1 094 1.7 1.96 1.5 312 49 3.78 8.4
2 0.70 31.5* 1.87 3.6 2.16 1.8  3.17 5.7
3 -0.29 64 034 78 1.70 12.7% 1.96 10.5*
4 098 24 1.99 69 3.01 16.0% 3.64 2.5
Cumulated 42.0% 19.8 35.4% 27.1%
Pooled 0.75 153* 1.64 27 251 17.6% 3.06 20.0*
Difference Strategy: Payoff Condition
5 0.65 25 1.45 85 220 50 272 12.3*
6 1.00 2.8 1.71 33 242 72 3.07 0.1
7 0.27 3.6 0.81 6.0 1.20 3.6 1.51 4.6
8 0.68 8.1 1.25 26 245 79 330 4.1
Cumulated 17.0 20.4 23.7 21.1
Pooled 0.69 2.8 .31 69 2.09 1.2 261 1.5
Likelihood-Ratio Strategy: SPP Condition
1 0.76 1.6 1.60 3.7 246 3.0 294 7.1
2 0.77 22.6* 1.51 1.7 .71 42 250 29
3 002 62 045 62 1.35 6.5 1.52 4.7
4 0.83 1.7 1.65 9.8% 243 14.1* 290 3.6
Cumulated 32.1% 21.4 27.8% 18.3
Pooled 0.67 10.8* 135 9.7 200 9.8*% 241 11.65%
Likelihood-Ratio Strategy: Payoff Condition

5 0.53 2.6 1.19 23.1* 1.81 7.6 2.19 16.0*
6 0.78 45 1.41 1.6 1.97 10.1* 248 1.5
7 0.14 37 062 175 1.03 1.5 1.27 4.7
8 0.63 7.0 1.00 4.1 1.99 4.1 2.62 4.4
Cumulated 17.8 36.3* 233 26.6*
Pooled 0.57 3.64 1.09 93 .72 69 2.3 7.6

Note—Estimates were obtained for each observer at each of the four levels of
task difficulty. The y2 (df = 4) fit statistics are also shown. Group estimates of
sensitivity are the average sensitivities for the observers in the group, and group
x?% (df = 16) fit statistics are the sum of those for the observers in the

group. *p <.05.

obtained from each observer are independent, the cumu-
lated x2 values given in Table 2 have 16 degrees of free-
dom.

A comparison of the sensitivity estimates obtained for
the two different decision strategies indicates that those
for the difference strategy are generally higher than those
for the likelihood-ratio strategy. At first glance, this may
appear anomalous, but it must be remembered that the
likelihood-ratio model predicts better performance than
does the difference model, given the same stimulus con-
ditions. Thus, given the same empirical isosensitivity
curve, the likelihood-ratio model will yield lower esti-
mates of sensitivity than will the difference model.

A comparison of the sensitivity of the observers in each
condition indicates better performance from those in the
SPP condition. Although this is an interesting observa-
tion, it is not possible to attribute this effect to the type of
bias manipulation; the effect could be due to individual
differences. The small number of observers in each con-
dition means that this effect does not reach significance.

There are two distinct ways to determine from Table 2
which strategy provides a better fit to the data. First, the
number of model rejections could indicate better perfor-
mance for one model. For individual observers, 5 of 32
curves for the difference strategy and 6 of the 32 curves
for the likelihood-ratio strategy provided a poor fit to the
data (p <.05). For the group data, 3 and 4 curves, of the 8
available for each strategy, provided a poor fit to the data
for the difference and likelihood-ratio strategies, respec-
tively. It is clear, then, that neither model stands out as
superior when judged by the number of model rejections.
The second approach is to investigate the cumulated 2
values for each model. These cumulated values are 207
and 204 for the difference and the likelihood-ratio strate-
gies, respectively. Given the considerable variation in the
x?2 values in Table 2, it is clear that these cumulated y?
values also do not permit the selection of a superior model.
Consequently, it is not possible to reject the bias indices
for an entire decision strategy on the basis of the analy-
sis of the isosensitivity curves. The following analyses
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therefore compare the ability of all nine indices to ac-
count for the variation in the data.

Isobias Curves

Although there is plenty of evidence that sensitivity is
relatively invariant when stimulus conditions remain
constant, there is considerably less evidence either way
for the notion that bias is invariant when the utility of a
decision remains constant. Furthermore, detection the-
ory posits that sensitivity is independent of cognitive
factors; it is determined primarily by perceptual factors.
These tend to change very slowly. On the other hand,
bias is a cognitive factor and is much more likely to change
over time. Therefore, a useful approach to fitting our
detection-theoretic models would be first to estimate the
four sensitivity parameters and then to estimate the five
bias parameters with the sensitivity parameters fixed.
This approach attributes most of the variability in the
data to the bias factor and forces this factor to account
for that variability. The result is a very stringent test of
the various bias indices.

The estimates of d- given in Table 2 were used to con-
strain the model fitted to the data. Thus, the points cor-
responding to the same isosensitivity curve, on each iso-
bias curve, would be assigned the same value of d
throughoutthe fitting process. The y2 statistics (df = 35)
for the best-fitting isobias curves based on each bias
index are presented in Table 3 for individual observers
and the pooled data of all the observers within each con-
dition. Since this is a very strong test of the ability of the
bias indices to account for the data, most of the y?2 sta-
tistics reach significance (p < .05). Consequently, con-
trary to convention, the best-fitting models from which
the data do not differ significantly are indicated.

A more discerning measure of the efficacy of the var-
ious bias indices is the cumulative value of y2 across the
observers in each condition (df = 140). Table 4 lists the
nine indices with their associated cumulative y2 values
separately for each condition. The indices obtained for

each condition are ordered on the basis of the cumulative
x?2 value across all the observers in the condition. These
cumulative values vary considerably across the indices.
The data from the two conditions are independent, and in
many respects these two conditions constitute an exper-
imental replication. They demonstrate reasonable con-
sistency in the ability of the indices to account for the
variability observed in the data.

If we focus now on the rankings, the ¢, ¢, ¢;, and ¢y
indices have all performed reasonably well. The c; index
performed best in the SPP condition, whereas c%; was
better in the payoff condition. Thus, it does not seem rea-
sonable to proclaim either as the best index. All four of
the criterion location indices have a similar cumulative
x2, and it is difficult to choose between them on the basis
of this analysis. There is a considerable drop in perfor-
mance to the fifth ranked index, which for both condi-
tions is k, and an even larger drop to the remaining in-
dices. It is interesting that this analysis has caused the
indices to fall reasonably well into their taxonomic
groupings: The criterion location indices perform best
(c%y c4» €4, and cyy), followed by the decision variable
index (k), and the relative criterion location indices (c;
and cy), and the likelihood-ratio indices (s ; and 5 4) col-
lectively perform the poorest. Likelihood-ratio indices,
despite their theoretical importance, are clearly not very
good at accounting for these data.

An alternative form of analysis is to pool the data for
all of the observers within each condition and then fit the
detection-theoretic models to those amalgamated data.
Table 4 also contains the resulting x?2 statistics for the
best-fitting models obtained in this way. The 2 values
for the pooled data are understandably different from
those obtained by accumulation, the former having 35 de-
grees of freedom and the latter having 140. The rankings
of the indices are reasonably consistent with those ob-
tained by cumulating the y2 across the observers in each
condition. The main feature in this analysis is that the cri-
terion location indices again stand out above the rest.

Table 3
X2 Fit Statistics for the Best-Fitting Isobias Curves Based on Each Bias Index
Observer By cq Cy cy Ciy k By [ ¢
SPP Condition
1 194.8 56.5 74.7 249.8 42.6* 251.4 169.7 47.1% 162.7
2 681.5 97.6 157.7 450.1 90.3 243.8 323.1 68.1 237.0
3 980.1 109.7 318.1 1,050.2 131.9 154.7 1,293.3 111.1 787.2
4 157.0 89.8 49.6* 253.5 50.7 318.3 154.4 61.9 165.6
Pooled 1,641.4 136.1 292.1 1,293.8 96.8 612.4 1,127.5 92.3 749.0
Payoff Condition
5 260.2 1220 1653 160.6  108.9 227.4 209.6 1109 77.9
6 213.8 97.5 89.4 288.6 76.5 178.7 254.2 149.5 252.7
7 801.3 2593  265.6 4495 2274 407.0  1,094.5 5445 801.4
8 384.6 546 1103 280.2 39.0% 2534 214.5 43.7%  160.5
Pooled 1,159.7 131.3 208.4 684.7 54.7 543.7 784.5 67.0 305.1

Note—All y2 values have 35 degrees of freedom. Contrary to convention, statistics for which the models did

not differ significantly from the model are indicated. SPP, signal presentation probability.

*p>.05.
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Table 4
Bias Indices Ranked in Order of the Cumulated Value of X2 Across Observers in Each Condition
and in Order of the X2 Obtained When Each Model was Fitted to the Data Pooled Across the
Observers Within Each Condition

Cumulated x2 (df = 140)

Pooled Data (df = 35)

SPP Payoff SPP Payoff
Rank Index X2 Index Index X2 Index X2
1 G 288 cly 452 G 92 cly 55
2 Ciy 316 ¢ 533 chy 97 C; 67
3 [ 354 Cud 631 [ 136 [ 131
4 Cyq 600 C; 849 Coq 292 Cyq 208
5 k 968 k 1,067 k 612 c 305
6 ¢ 1,353 cy 1,179 ¢ 749 k 544
7 B 1,940 [ 1,293 B 1,128 cy 685
8 cy 2,003 by 1,660 cy 1,294 B 785
9 54 2,013 i 1,773 B4 1,641 B4 1,160

Note—The criterion location indices perform the best in each analysis. All y2 values are significant (p <.05).

SPP, signal presentation probability.

Figure 4 illustrates the best-fitting models, based on the
¢y, Ciq-and ¢;indices, for O1 (SPP condition)and O8 (pay-
off condition). The estimates of the bias index and the 2
statistic for each curve are provided together with the over-
all 2 statistic for each panel. For O8, the isobias curve for
the 7:3 payoff condition has been continued below the
major diagonal. Knowledge of the shape of the isobias
curves in this region is important for situations in which
sampling variability has produced a datum that estimates
sensitivity to be below chance level (Irwin et al., 2001).
Figure 5 is analogousto Figure 4, except that the fits are to
the data pooled across the observers in each condition. Al-
though the values of the indices for the best-fitting models
based on ¢y, ¢y, and c; are given in Figure 5, the values for
all nine indices are provided in Table 5.

For the individualisobias curves illustrated in Figures
4 and 5, many of the y2 values do not reach significance
(p > .05), indicating a satisfactory fit to the model. The
¢; and c%, indices each provide good fits to four of the
five curves for O1, whereas ¢, provides a good fit to
three curves. The overall values of x2 for ¢; and c*; do not
reach significance for O1. The c%; index has the lowest
overall 2 (42.7), followed by c; (47.1) and ¢4 (56.5). For
08, all isobias curves based on ¢, c%;, and c; provide a
good fit to the data. The overall x2 for each of the three
indices for O8 do not reach significance. The c%; index
has the lowest overall x2 (39.2), followed by ¢, (43.7) and
¢4 (54.6). Thus, the evidence from isobias curves for in-
dividual observers indicates that the indices fall out in
the order ciy, c;, and then c;.

For the pooled data of the payoff condition (Figure 5),
there are two, four, and three good fits to the data for cg,
¢ty and ¢, respectively. For the SPP condition, there are
two, two, and three good fits, using these indices. Al-
though the overall values of 2 are all significant, the ¢,
index has the highest value in both conditions. In the
payoff condition, the c#; index has the lowest value of x2
(54.7), and in the SPP condition, c; has the lowest value
(92.3). Thus, the evidence from isobias curves for the

pooled data indicates that the c¢; and c%; indices clearly
outperform ¢, in accounting for these data.

The data from the two conditionsare independentand,
therefore, can be combined to provide an overarching
test of the effectiveness of the various bias indices. The
left half of Table 6 (labeled “Constrained”) gives the cu-
mulated y2 values for the best fits based on each of the
nine bias indices. It is clear that the four criterion loca-
tion indices outperform the others, with ¢%; providing the
best overall performance. Figure 6 illustrates the com-
bined data. Each pointis based on 1,600 trials. The best-
fitting isosensitivity curves for the difference model (top
and middle panels on left; d = 1.04, 1.59,2.35,and 2.87;
x2 = 71.3) and the likelihood-ratio model (bottom left
panel; d = 0.87, 1.30, 1.90, and 2.29; 2 = 73.7) are il-
lustrated together with the best-fitting isobias curves
based on the ¢y, c%;, and c; indices. Again, the fit statis-
tics for the isosensitivity curves are very similar, thus
concealing the underlying decision model. Both the
isosensitivity and the isobias curves have been plotted
on the same panels to highlight the nature of the analy-
ses conducted on the bias indices, which have considered
both bias and sensitivity. The distance of each point from
the best-fitting isobias curve is not the sole determinant
of the fit statistic. Rather, the distance between the point
and the intersection of the best-fitting isobias curve and
the isosensitivity curve determines the fit statistic. This
is illustrated in the bottom left panel of Figure 6 by the
third point from the left on the top isobias curve (triangles).
Although the point lies on top of the isobias curve, it is
some distance from the second isosensitivity curve. The
x?2 for this isobias curve, based on the c;, index is 44.5,
the largest fit statistic on this panel. The magnitude of
this x2 value stems primarily from the third point. The
other four isobias curves on this panel provide a good fit
to the data (p > .05).

The performance of the c%; and ¢; indices is clearly
better than that of the other indices that have been
investigated—albeit, even if the y2 values are fairly large.
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False alarm rate

5
False alarm rate

Figure 4. Best-fitting isobias curves based on the three criterion location indices, ¢, (top panels),
ciy (middle panels), and c; (bottom panels), that are shown in Table 4 to account best for the varia-
tion in the data. The panels on the left show the best fits to the data of O1 (signal presentation prob-
ability condition), and those on the right are for O8 (payoff condition). Goodness-of-fit indices for
individual curves are provided next to the index value (df = 7; cumulated X2 df = 35). The isobias
curve for the 7:3 payoff condition is illustrated for the region below the major diagonalin which one

point falls.

The right half of Table 6 (labeled “Unconstrained”) pro-
vides the outcome of a less rigorous approach to testing
the efficacy of the nine bias indices. In this analysis, one
bias parameter and four sensitivity parameters have been

estimated for each isobias curve. This allows the four
sensitivity parameters for each isobias curve to take on
unique values unrelated to the sensitivity parameters es-
timated for the other isobias curves. In this case, the pro-
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Figure 5. Best-fitting isobias curves based on the three criterion location indices, ¢, (top panels),
ciy (middle panels), and c; (bottom panels), that are shown in Table 4 to account best for the varia-
tion in the data. The panels on the left show the best fits to the pooled data for the payoff condition,
whereas those on the right are for the signal presentation probability condition. Goodness-of-fit in-
dices for individual curves are provided next to the index value (df = 7; camulated X 2 df = 35).

estimates of the bias indices are usually discarded, and in
the present analysis, the estimates of the sensitivity pa-
rameters are discarded. Figure 6 (right-hand panels)illus-
trates the best-fitting isobias curves based on ¢y, c%;, and
c;. The cj and ¢; indices provide particularly good fits to

cess involves the fitting of 25 parameters in total (20 sen-
sitivity and 5 bias parameters) for the combined data.
This process is akin to the usual approach taken by re-
searchers fitting isosensitivity curves to data for the pur-
pose of gaining an estimate of sensitivity. In that case, the
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Table 5
Estimates of Each of the Bias Indices Obtained for the
Pooled Data of All Observers Within Each Condition

Bias Measure

S Cud ¢4 Cud k fq a1 < B
SPP
0.1 1.21 26 0.52 0.85 0.41 1.15 0.65 0.38 1.46
0.3 0.89 0.02 0.38 0.56 0.76 1.14 0.37 0.23 1.14
0.5 0.14 —0.64 0.04 0.16 1.54 1.05 —0.09 —0.06 0.99
0.7 —0.50 —1.26 —0.25 0.79 2.18 0.88 —0.45 —0.27 0.84
0.9 -1.29 —2.06 —0.60 1.58 2.98 0.52 —-0.91 —0.55 0.53
Payoff
1:9 0.90 0.01 0.44 0.56 0.70 1.12 0.39 0.26 1.11
3:7 0.53 —0.32 0.24 0.20 1.07 1.09 0.11 0.07 1.02
5:5 0.14 —0.69 0.05 —0.18 1.46 1.04 —0.10 —0.07 0.98
7:3 —0.23 —1.05 —0.14 —0.55 1.84 0.96 —0.31 -0.20 0.93
9:1 —0.47 —1.29 —0.30 —0.79 2.08 0.91 —0.44 —0.31 0.90

Note—The isobias contours for the three best-performing indices, ¢4, ¢y, and ¢; are illustrated in Figure 5. SPP,

signal presentation probability.

the data, and in these cases 2 does not reach signifi-
cance. These are the only two indices, out of the original
nine, whose overall fit cannot be rejected statistically.

An interesting comparison can be made between the
constrained and the unconstrained fits in Figure 6. It is
expected that if the correct model is fitted to the data,
the difference between the parameter estimates obtained
from the two fitting procedures will be very similar. If
the model were not representative of the data, the removal
of constraints would lead to a considerable change in the
parameter estimates. Figure 6 indicates that the corre-
sponding bias parameter estimates obtained by the two
fitting procedures are almost identical for the ¢%; and the
¢; indices. Changes in parameter estimates are larger for
¢;- This provides further evidence in support of the c%;
and c; indices.

DISCUSSION

Variability in the Data

The constrained detection-theoretic models were rel-
atively poor at accounting for the data, as indicated by a
large proportion of significant y2 statistics. Observation
of the data (both group and individual), however, indi-
cates that no model that upheld the requirement of a mo-
notonically increasing isosensitivity curve could do well
for these data. This suggests that there is more variation
in each data point than would be expected of a binomial
sampling distribution, and this would necessarily inflate
the obtained fit statistics.

Whereas sensitivity is expected to be relatively stable
over time, it is probable that bias is not. This is primar-
ily because the location of the criterion is under the ob-
server’s control. Possible reasons for shifting the criterion
during an experimental session are diverse. For example,
the observer may wish to optimize his or her performance
with respect to some goal, and the nature of the feedback
given over successive trials may encourage the observer
to adjust his or her response allocation, or bias, on the basis

of how he or she assesses the likelihood of achieving that
goal. Alternatively, an observer may decide that he or she
is using a particularresponse too frequently and may de-
cide to adjust the ratio of same to different responses.
Movement of the decision criterion during an experi-
mental session implies that the points in the unit square
are an average of performance with the same level of
sensitivity but slightly different biases. The point itself
would have an inflated standard error, when compared
with what would be expected for a fixed criterion. This
would result in a disproportionate number of poor fits, as
determined by a test statistic such as y2. It is likely that
this problem would be more severe for binary responses
than for rating responses. This is because the degree to
which the decision criterion can be shifted in the rating
task is limited by the presence of other criteria. These
boundary limits are not present in the binary task.

Table 6
Bias Indices Ranked in Order of the X2 Obtained When Each
Model Was Fitted to the Data Pooled Across All Observers

Cumulated y2
Constrained Unconstrained
Rank Index X2 (df=35) Index X2 (df=15)

1 ciq 78 cly 18*
2 e 82 ¢ 20%
3 ¢4 178 Cy 109
4 Cyd 261 ¢y 134
5 ¢ 651 c 273
6 k 974 B4 318
7 B 1,191 B 341
8 cy 1,306 cy 364
9 B4 2,000 k 518

Note—The constrained model forced the four values of d' estimated
for each isobias curve to be the same for every curve (as in all previous
model fits), whereas the unconstrained model allowed these estimates
of d to take on unique values for each isobias curve. The criterion lo-
cation indices perform the best in each analysis. All y2 values are sig-
nificant (p <.05), except for the fits based on ¢}, and c; in the uncon-
strained model. *p > .05.
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Figure 6. Best-fitting models based on the bias indices c4, ¢y, and c;. Data have been pooled across
all the observers (both conditions). Each point is based on 1,600 trials. The panels on the left illus-
trate the constrained fits, whereas those on the right show the unconstrained fits. Goodness-of-fit
statistics for individual isobias curves are provided next to the index value (see the text for sensitiv-
ity parameter estimates and fit statistics for the constrained fits). For the constrained model,df =7
(cumulated X 2 df = 35) for each isobias curve, whereas for the unconstrained model df = 3 (cumu-
lated X2df =15).

General Findings and Taxonomy the other indices. In particular, the c%; and ¢; indices

Tables 4 and 6 indicate that the class of bias indicesre-  have, in most analyses, performed particularly well. In-
ferred to as criterion location indices account for the deed these two indices were the only ones that provided
variation in the data considerably better than do any of fits that did not significantly deviate from the data when
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parameters were estimated independently for each iso-
bias curve (see Table 6 and Figure 6). Irwin et al. (2001)
obtained similar results for the ¢; index in a small exper-
iment on face discrimination. Although they did not pro-
vide any unconstrained fits for their data, ¢; was found to
provide the best fit when the models were constrained.
The detection-theoretic model based on ¢; was the only
one examined that provided a statistically good fit to
their data (Irwin et al. did not investigate the ability of c%,
to fit their data). For reasons outlined above, all of the
constrained models in the present study provided statis-
tically poor fits to the data.

As for the remaining indices, there is a weak pattern
evident in Tables 4 and 6. For all cases of constrained
modeling, the rank of the k index is either five or six.
This places this decision variable index second behind
the criterion location indices, ¢y, ¢;, ¢4, and cgy. As for
the other two taxonomic classes (likelihoodratio and rel-
ative criterion location), the ordering is not that clear.
The likelihood-ratio indices always have a rank of seven
or greater, and in two of five instances they hold the top
two ranks. This may justify giving the likelihood-ratio
indices the prize for worst performance. However, this
demarcation is rather mute, since we are seeking the
best-performing indices and the precise ordering of those
that perform particularly poorly is not important. What is
interesting is that the various indices within a taxonomic
group tentatively demonstrate similar performance in ac-
counting for the data.

Decision Strategies

The finding that the fit statistics for the isosensitivity
curves did not clearly favor either of the available decision
strategies encouraged us to fit the bias indices available
for both strategies. The fit statistics for the isobias curves
demonstrated a clear superiority of two bias indices, ¢}y
and c;. In many ways, this is a good finding. If the isosen-
sitivity curves did not clearly indicate a decision strategy,
there is no reason that isobias curves should.

There is evidence that the discrimination of simple si-
nusoidal auditory stimuli in the same—different task is
usually accompanied by the adoption of a difference de-
cision strategy (Hautus et al., 1994). The data from the
present study do not comment strongly on this earlier
finding. First, the fit statistics for the isosensitivity
curves did not favor either model. Second, there were
two best-fitting bias indices—again, one from each de-
cision strategy.

There are two differences between this research and
previous attempts to determine the decision strategy
adopted by observers on the same—differenttask. Arguably
the most important difference is the use of a binary re-
sponse task instead of a rating task. There is more vari-
ation in the distribution of points in the unit square when
a binary response task is used. This is largely because
each pointis independent of the others. In the rating pro-
cedure, all the points share information because of the
method used to calculate the frequencies upon which the

false alarm and the hit rates are based. The method adopted
guarantees that a point associated with a relatively lax
criterion will always have a false alarm rate and a hit rate
that are greater than or equal to these probabilities for
any point with a relatively strict criterion. No such orga-
nization is imposed on binary response data.

The second difference is the provision of quantitative
feedback. Previous research informed the observer only
whether his or her response on a trial was correct or not.
It is likely that this subtle difference in feedback would
cause changesin bias. There is no evidence that it would
cause a change in sensitivity.

There is another issue that may have an effect on the
isosensitivity curve. It has been suggested that the use of
SPP to induce changes in bias may also affect sensitivity
(e.g., Markowitz & Swets, 1967). Laming (1986, pp. 95—
100) illustrated this by showing that rating task isosensi-
tivity curves for auditory discrimination provide estimates
of sensitivity that are proportional to SPP. Although we
have no direct evidence to support this finding, the y2 fit
statistics given for the pooled data in Table 2 are larger
for the SPP conditionfor three out of four fits based on the
difference strategy and all fits based on the likelihood-
ratio strategy. One explanation for this is that each point
in the SPP condition lies on a slightly different isosensi-
tivity curve. The attempt to fit a single isosensitivity curve
to these data would lead to the inflated y2 values ob-
served for this condition.

Range Effects

Irwin et al. (2001) highlighted some range effects that
can influence the desirability of the various bias indices
proposed for the same—different task. The problem is
that, for some indices, the range of values that can be as-
sumed is dependent on sensitivity. For the difference
model of the same—different task, all bias indices except
for k are limited in their range by the level of sensitivity,
whereas none of the indices for the likelihood-ratiomodel
exhibit range effects. For example, s ; must be less than
exp(d-2/4), c; must be less than 2/d- arcosh[exp(d-2/4)],
¢y must be less than 2/d'2 arcosh[exp(d-2/4)], and cyy
must be less than d'/2 (see Irwin et al., 2001, Appendix).
There is no closed-form expression for the limiting value
of c¢%, as a function of sensitivity. Although these range
effects do not preclude the calculation of a value of sen-
sitivity and bias for any location in the unit square, they
could pose some difficulties. For example, the estimated
value of any of these bias indices for a given isobias
curve is limited by the smallest estimate of sensitivity for
a point on that curve.

As an example, consider the constrained fits of the c%,
index to the group data (see Figure 6). The estimate of
sensitivity for the most difficult conditionis d- = 1.0, and
hence, c; must be less than 1.1. This must be true for all
of the fits reported. Three of the four points lie to the left
of the first isobias curve fitted to these data (the left-
hand curve with c%; = 0.72), suggesting that a limitation
has been placed on the value of the bias index by range



effects. But for this case, or any other case illustrated in
this manuscript, this is not the cause of the apparent im-
proper fit. The data point on this isobias curve that cor-
responds to the most difficult condition actually lies
almost above the point of intersection between the best-
fitting isobias and isosensitivity curves. Increasing the
value of c%; would move the curve further to the left, in-
creasing the already large distance between that inter-
section and the associated data point. Indeed, the only
data point that the isobias curve would move closer to, if
the curve were moved to the left, is the second point from
the top. To reinforce the premise that this odd-looking
fit is not a range effect, consider the unconstrained fits
in Figure 6. Here, without constraints placed on sensi-
tivity, the best-fitting isobias curve has ci; = 0.77, still
considerably less than 1.1.

A theoretical appraisal of this issue is worth consider-
ing. Assume that the estimate of sensitivity for one of the
isosensitivity curves, collected in a similar experiment
to this one, is 0.1. This places a severe limitation on the
values that these bias indices can assume for any isobias
curve: g g4, ¢4, Cy, Chg, and cyy must be less than 1.003,
1.415, 14.15, 0.955, and 0.050, respectively. This ap-
pears limiting. However, if the data do conform to any of
these models, the range effects will be irrelevant for that
model; if the model reflects underlying structure, the
data will conform. Turning this around, it is apparent that
a powerful test of an index with range limitations to ac-
count for the data would be to assess the performance of
the index for stimuli that are almost undetectable—that
is, as d' approaches zero.

This example raises an important question. Why not
assess the maximum value of these indices when d- is
zero? As has been pointed out by others, the likelihood
ratio bias index for the single-interval task is undefined
when d- = 0, because the underlying normal density
functions for signal and noise are identical in this case
(Macmillan & Creelman, 1991, p. 47). This is equally
true for the same—different indices s 4 and 4 ;. This is not
a range effect as defined above (however, 5 4, butnots ;,
suffers from such an effect). It is more a mathematical
oddity caused by a singularity that occurs only when d-
is exactly zero. For any value of @ in the vicinity of zero,
s 4 and s ; can take on any value in their permissible
range.

A Superior Bias Index

The results of this experiment showed c%; and c; to be
the best bias indices for the two independent conditions
in this auditory same—different experiment. This concurs
with the outcome obtained by Irwin et al. (2001) for a vi-
sual same—different experiment. This provides support for
the claims (e.g., See et al., 1997; Snodgrass & Corwin,
1988) that c is a good index to use for the single-interval
task, because c%, ¢;, ¢4, ¢y, and c are defined in a simi-
lar manner for the two psychophysical tasks—they all
belong to the criterion location class of indices.

Also bearing on the issue of index performance in the
single-interval task is our finding that the likelihood-
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ratio indices performed particularly poorly, if not the
worst of all the indices, in the same—different task. The
performance of 5 has on occasion been compared with ¢
in the single-interval task—occasionally, with mixed re-
sults. For example, Hoshino (1991) found similar per-
formance for both indices on a memory recognition task.
The present results suggest that further investigation is
warranted to contrast the efficacy of the ¢ and s indices
for the single-interval task.

The Manipulation of Bias

Although Table 4 indicates a great deal of similarity in
the underlying structure of the data collected for the SPP
and payoff conditions—which motivated the accumulation
of the data across both conditions for the final analyses—
there are some obvious differences. These occur primarily
in the magnitude of the best-fitting parameters. For exam-
ple, it appears that the SPP condition yielded more con-
trol over observer bias, as indicated by a wider spacing
between the points along each isosensitivity curve. How-
ever, as was mentioned earlier with respect to the appar-
ent reduced observer sensitivity in the payoff condition
relative to the SPP condition, this study was not designed
to investigate these types of intergroup differences. For
example, the small number of observers in each condi-
tion leads to low statistical power, even to detect what
appear to be large differences. Neither of the two inter-
group differences mentioned reached significance.

Summary and Recommendation

This study showed that the c%, and c; bias indices pro-
vided the best-fitting isobias curves to these data col-
lected in a same—different task. This is in agreement with
an earlier study (Irwin et al., 2001), which found that the
¢; index provided the best description of the data when
incorporated into a standard detection-theoretic model
for the same—different task (c%; was not investigated in
that study). The present study had a built-inreplication and
employed auditory stimuli, whereas Irwin et al. employed
visual stimuli. Both studies agree that the likelihood-
ratio indices provide a poor description of the data. This
finding contrasts with some of the reports on this index
for the single-interval task (Hoshino, 1991). However,
there are theoretical reasons to be cautious about the
likelihood-ratioindices; for example, they do not conform
to the monotonicity requirement (Macmillan & Creelman,
1990). Further research using the single-interval design
is required on this class of indices.

The c}; index performed slightly better overall than
the c; index; however, the difference in performance was
not large (c%; outperformed c; for the data combined
across the two conditions, both when the fits were con-
strained and when they were not constrained). Although
the fit of the isosensitivity curves to the data provided
little indication of the decision strategy adopted by the
observers, this difference in performance between c%
and c; gives tentative evidence that the difference deci-
sion strategy was adopted. This is consistent with earlier
research that showed that observers adopt a difference
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decision rule when making same—different judgments
about the amplitude of tones (Hautus et al., 1994).

The traditional definition of the ¢ index—the distance
of the criterion from the location on the decision axis
that has a likelihood ratio of one—has led to the ¢4 index
for the same—different task. This index did not perform
as well as c%y, which we have defined as the distance
from the location on the decision axis that gives rise to
equal hit and correct-rejection rates (i.e., the hit rate plus
the false alarm rate equals one). However, the definition
for ¢ty would still give rise to the c index if applied to the
single-interval task. It also gives rise to the c; index for
the same—different task when the likelihood-ratio strat-
egy is assumed. This suggests that the formal definition
for ¢ could be changed so that all three of these indices
(c, ¢ty and ¢;) are defined identically. The only differ-
ence between these indices would be the nature of the
decision space upon which the definition is effected.
This idea is supported by the empirical finding that these
three indices tend to be superior in accounting for human
behavior when compared with other bias indices.

Those who argue that bias should remain constant when
sensitivity changes (all other things being equal) may draw
comfort from the consistency with which the criterion lo-
cation indices have performed. This parallels the results
supporting the ¢ index that were obtained by Snodgrass
and Corwin (1988) and See et al. (1997). Furthermore, it
does not necessarily disagree with Hoshino (1991), who
found that ¢ and s performed about equally well.

Although evidence appears to be mounting for the cri-
terion location class of indices, particularly in the same—
different task, we recommend a pragmatic approach to
analysis, rather than a prescriptive one. When one com-
pares observer bias for data at the same level of sensi-
tivity, it does not matter which index is adopted, the out-
come of comparisons between the bias indices will
always be the same. However, when sensitivity varies, it
may be prudent to adopt the index that best describes the
data—that is, if the nature of the data allows such an as-
sessment to be made. If not, a prescriptive approach may
be required, and the best evidence to date supports the
adoption of a criterion location index of bias.
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NOTE

1. The hit rate is defined as the probability that the observer re-
sponded same given that the stimuli were the same, and the false alarm
rate is defined as the probability of the response same given that the
stimuli were different.
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