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An important goal of psychological inquiry is to under-
stand how behavior is influenced by the environmental
stimulationand the task at hand. Information about the en-
vironment is obtained through the sensory systems, and
the task at hand determines which information is relevant
for making a decision. A detailed understanding of this
complex system requires knowledge of the interplay be-
tween perceptualand decisionalprocesses and thus requires
a theory that acknowledges their separate and unique in-
fluences. The importance of separating perceptual from
decisional processes in simple tasks such as detection has
been well known since the early days of signal detection
theory (Green & Swets, 1967). Unfortunately, the impor-
tance of this distinction has been less well understood in
predicting performance in more complex tasks such as
identification and categorization (however, see Ashby &
Lee, 1991; see also Geisler & Chou, 1995, for an applica-
tion to visual search). The most common approach is to
downplay the importance of perceptual processes by es-
sentially ignoring them or by making overly simplified as-
sumptions, such as assuming that each stimulus is repre-
sented by a point in some multidimensionalpsychological
space (e.g., Nosofsky, 1986). This provides an inadequate
model of perceptual processing for real-world stimuli that

are characterized by noisy perceptual effects (Ashby &
Lee, 1993; Green & Swets, 1967) generally exaggerating
the importance of decision processes while assuming
(often implicitly) that perceptual processes remain un-
changed. Even when models that assume noisy perceptual
effects are utilized, often the perceptual noise assumptions
are overly simplistic (e.g., equal, uncorrelated perceptual
noise across dimensions and stimuli).

In certain situations, perceptual processes and the re-
sulting perceptual representation likely remain unchanged
across different typesof tasks. In these cases, different tasks
should require different decision strategies while leaving
the perceptual representation unchanged. In other cases,
though, the task at hand might alter the nature of the per-
ceptual representation. For example, when only some as-
pects of the environment (or stimulus) are relevant to solv-
ing a particular problem, it may be the case that perceptual
processing is altered to fine-tune or sharpen the perceptual
representation along the relevant dimension. Given the
large amount of stimulation from the environment at any
one time and the limited capacity of our attention system,
this type of selective attention is likely commonplace.

The overriding goal of the present study was to examine
the separate effects of perceptual and decisionalprocesses
on performance in two complex tasks: identification and
categorization.Identificationand categorizationwere cho-
sen because they are primary components of many behav-
iors of all organisms and thus are of fundamental impor-
tance. Two specific hypotheses were of interest. First, a
rigorous test of the (often implicit) assumption that changes
in task demand affect decisional processes while leaving
the perceptual representation unchanged was undertaken.
Second, the hypothesis that decisional selective attention
tasks (i.e., tasks that require the observer to place all weight
in their decision on one aspect of the stimulus, while ig-
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Four observers completed perceptual matching, identification, and categorization tasks using
separable-dimension stimuli. A unified quantitative approach relating perceptual matching, identifica-
tion, and categorizationwas proposed and tested. The approach derives from general recognition the-
ory (Ashby & Townsend, 1986) and provides a powerful method for quantifying the separate influences
of perceptual processes and decisional processes within and across tasks. Good accounts of the iden-
tificationdata were obtained from an initial perceptual representationderived from perceptual match-
ing. The same perceptual representation provided a good account of the categorization data, except
when selective attention to one stimulus dimension was required. Selective attention altered the per-
ceptual representation by decreasing the perceptual variance along the attended dimension. These
findings suggest that a complete understanding of identification and categorization performance re-
quires an understanding of perceptual and decisional processes. Implications for other psychological
tasks are discussed.
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noring all other aspects of the stimulus; Maddox & Ashby,
1998) affect both decisionaland perceptual processes was
examined. Selective attention problems of this sort are
ubiquitous in everyday life and thus demand a better un-
derstanding. To achieve these goals requires a theory that
makes reasonable assumptionsabout the nature of the per-
ceptual representation and that contains parameters asso-
ciated with perceptual and decisional processes that are
separately identifiable.General recognitiontheory (Ashby
& Townsend, 1986), a multidimensionalgeneralizationof
signal detection theory, provides such a theory.

The next two (second and third) sections introduce
briefly general recognition theory and review the relevant
literature. The details of the theory can be found in numer-
ous other articles (Ashby & Lee, 1991; Ashby & Perrin,
1988;Ashby & Townsend, 1986). The fourth section intro-
duces the experiment and details the method. The fifth
section reports the results and theoretical analyses. The
sixth section provides a summary and discussion.

GENERAL RECOGNITION THEORY

Perceptual Representation Assumptions
General recognition theory acknowledges that a funda-

mental characteristic of all perceptual systems is that re-
peated presentations of the same stimulus yield different
perceptualeffects—that is, that perceptualnoise exists (e.g.,
Ashby & Lee, 1993; Ashby & Townsend, 1986; Geisler,
1989; Green & Swets, 1967). General recognition theory
assumes that a single multidimensional stimulus can be
represented perceptuallyby a multivariateprobabilitydis-
tribution (Ashby & Lee, 1993). For a two-dimensional
stimulus, a bivariate normal distribution is assumed to de-
scribe the set of percepts. A bivariate normal distribution
is described by a mean and variance along each dimension,
as well as a covarianceterm, mx, my, s2

x, s2
y, covxy, where the

subscripts x and y denote dimensions x and y. Figure 1a
depicts hypothetical equal likelihood contours for four
stimuli constructed from the factorial combination of two
levels along two dimensions x and y. With bivariate nor-
mal distributions, the equal likelihoodcontoursare always
circular or elliptical. In general recognition theory, per-
ceptual independence holds for a single stimulus if and
only if the perceptual effects for dimensions x and y are
statistically independent(see Ashby, 1988; Ashby & Mad-
dox, 1991; Ashby & Townsend, 1986; Perrin & Ashby,
1991). With bivariate normal distributions, perceptual in-
dependence holds when the major and minor axes of the
contour are parallel to the coordinate axes (i.e., when the
covariance is zero). Perceptual independenceholds for all
four distributions in Figure 1a. A positive slope for the
major axis implies a positive perceptual dependence, and
a negative slope implies a negative perceptual depen-
dence. Perceptual separabilityholds when the distribution
of percepts associated with one component is unaffected
by the level of the other component (Ashby & Townsend,
1986; Maddox, 1992). In Figure 1a, dimension y is per-
ceptually separable from dimension x, but dimension x is
not perceptually separable from dimension y.

Decision Process Assumptions
In general recognition theory, the experienced observer

learns to divide the perceptual space into response regions
and assigns a response to each region. The partitions be-
tween response regions are called decision bounds. On
each trial, the observer determines the location of the per-
ceptual effect and gives the response associated with that
region of the perceptual space. Decision bounds and the

Figure 1. (a) Hypothetical contours of equal likelihood for four
stimuli constructed from the factorial combination of two levels
along two stimulus components. (b) Hypothetical response re-
gions and decisional separability bounds for the same four stim-
uli. (c) Hypothetical response regions and striatal units for the
same four stimuli.
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resulting response regionscan come in many forms (Ashby,
Waldron, Lee, & Berkman, 2001). Decision bounds that
are parallel to the coordinate axes are of particular interest
because they result when the observer sets a criterion along
one stimulus dimension and ignores the other dimension.
This decision strategy is referred to as decisional separa-
bility in general recognition theory and is generally the op-
timal strategy in decisionalselectiveattention tasks (Ashby
& Townsend, 1986;Maddox,1992).Hypotheticalresponse
regions and decisional separability bounds for the four
stimuli in Figure 1a are displayed in Figure 1b. Details of
the response regionsexaminedin thisarticlewill be reserved
for the Results and Theoretical Analyses section.

REVIEW OF THE RELEVANT LITERATURE

Only a few studies in the literature have tested rigor-
ously the hypothesis that changing task demands affect
decisionprocesses while leaving perceptual processes un-
changed.Ashby and Lee (1991; see also Maddox& Ashby,
1996) tested this hypothesis with data from an identifica-
tion task and several categorization tasks. They applied a
model derived from general recognition theory to the
identificationconfusions to estimate the perceptual repre-
sentation. Holding this perceptual representation fixed
and allowing changes in the decision process across cate-
gorizationconditionsprovided a good quantitativeaccount
of the categorizationdata. Interestingly, though,they found
that a perceptual representation that satisfied perceptual
separabilityprovideda better account of the categorization
data than did the perceptual representation estimated from
the identification data. Unfortunately, Ashby and Lee
(1991) did not examine the possibility that the perceptual
representation might be altered differently by different
categorization decision rules. They assumed that the per-
ceptual representation was the same across all categoriza-
tion conditions.

Maddoxand Bogdanov(2000) followed up on this work
by investigatingthe possibility that decisional selective at-
tention categorization problems alter both perceptual and
decisional processes, whereas categorization problems
that require attention to all stimulus dimensions (i.e., de-
cisional integration tasks) alter only decisional processes.
The possibility that decisional selective attention tasks
might have a unique influence on perceptual and deci-
sional processes is suggested by the work of Shepard,
Hovland, and Jenkins (1961; Shepard & Chang, 1963) and
Nosofsky (1986), who found that the similarity relations
among exemplars in a multidimensional scaling (MDS)
psychological space were altered in a specific way in the
decisional selective attentionconditions,but not in the de-
cisional integrationconditions.Unfortunately, within their
theoreticalframework, it is not possibleto determinewhether
this selective attention effect is perceptual, decisional, or
both.

To achieve theirobjective,Maddoxand Bogdanov(2000)
had observers complete two tasks using the same set of
simple line stimuli. Instead of using an identification task,

theyused a matching task (described in detail in the Method
section;Alfonso-Reese, 1996,1997) to derive an initialper-
ceptual representation.They then had observers complete
decisional integration categorization conditions and a de-
cisional selective attention categorizationcondition.Mad-
dox and Bogdanov used the perceptual representation
derived from matching to predict performance across con-
ditions. They found support for a model that assumed that
the decisional selective attention categorizationcondition
altered both perceptual and decisional processes, whereas
the decisional integrationcategorizationconditionsaltered
only decisionalprocesses. The model parameters indicated
that decisional selective attention led to a decrease in per-
ceptual variability along the decisionally attended dimen-
sion. The notion that selective attention can reduce percep-
tual variabilityhas a long history in signal detection theory
(e.g., Braida & Durlach, 1972; Luce & Green, 1978;
Macmillan, Goldberg, & Braida, 1988; see also Bonnel&
Hafter, 1998).

The present research builds on the previous body of re-
search in a number of ways. Prior to Maddox and Bog-
danov (2000), all studies that examined the identification–
categorization relationship used the identification data to
derive an initial MDS psychological space (e.g., Nosof-
sky, 1986, 1987, 1989) or an initial perceptual representa-
tion (e.g., Ashby & Lee, 1991; Maddox & Ashby, 1996).
This initial psychological space or perceptual representa-
tion was then used to predict categorization performance.
To my knowledge, no attempt has been made previously
to predict identification performance from an initial psy-
chological space or perceptual representation estimated
from another task. The present study used general recog-
nition theory to predict both identification and catego-
rization performance from a perceptual representationde-
rived from the matching task. Specifically, the hypothesis
that the perceptual representation is identical in both iden-
tification and categorization was tested. In addition, gen-
eral recognition theory was used to predict categorization
performance from a perceptual representationderived from
the identification data. Of particular interest was a com-
parison of the matching task perceptual representation
with the identificationtask perceptualrepresentationin their
ability to account for categorizationperformance. The hy-
pothesis that decisional selective attention tasks alter the
decision strategy and reduce the perceptual variability
along the attended dimension was tested. Finally, a prelim-
inary investigation of possible perceptual representation
and decision process changes that might occur with cate-
gorization training was undertakenby partitioningthe cat-
egorization data into two phases: early and later training.

PERCEPTUAL MATCHING,
IDENTIFICATION, AND

CATEGORIZATION EXPERIMENT

In the present experiment,4 observers completeda large
number of sessions in each of three tasks: perceptualmatch-
ing, identification, and categorization.The same stimulus
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ensemble was used in each task. The stimuli were 18 lines
(see Figure 2a) that varied in length and orientation. The
4 observers first completed ten 360-trial sessions of per-
ceptual matching, followed by twelve 480-trial sessions of
identification. The categorization task followed and con-
sisted of four separate conditions. The 4 observers com-
pleted fifteen 800-trial sessions in each of four catego-
rization conditions.Thus, each observer completed a total
of 72 sessions and 57,360 trials in the complete experi-
ment. Two decisional selective attention categorization

conditions were included: one with line length relevant
(DSAL; Figure 2b), and the other with line orientationrel-
evant (DSAO; Figure 2c). Two decisional integrationcon-
ditions were included: One required a linear integration
strategy (LI; Figure 2d), and the other required a nonlin-
ear integration strategy (NLI; Figure 2e).

The approach was to use the perceptual matching data
to estimate an initial perceptual representation.The result-
ing perceptual representation was then held fixed in an at-
tempt to model identification and categorization.Specifi-

Figure 2. (a) Stimulus ensemble and numbering scheme for the 18 stimuli used in all tasks.
Stimulus structure and stimulus-to-category assignments for the (b) decisional selective atten-
tion to length (DSAL), (c) decisional selective attention to orientation (DSAO), (d) linear inte-
gration (LI), and (e) nonlinear integration (NLI) categorization conditions.
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cally, both the identification response frequencies (i.e.,
confusion matrix entries) and the categorization response
frequencies for each stimulus were predicted quantita-
tively from the matching task perceptual representation.
In categorization, a test of the hypothesis that decisional
selective attention reduced the perceptual variabilityalong
the attended dimension, relative to the perceptual vari-
ability along the unattended dimension, was undertaken.
Several hypotheses regarding the nature of the response
regions were also examined. All analyses were performed
at the level of the individual observer. Data were not col-
lapsed across observers. Maddox (1999; see also Maddox
& Ashby, 1998) showed that averaging often alters the
structure of the data in such a way that the correct model
of individual observer performance might provide a poor
account of the aggregate data (see also Ashby, Maddox, &
Lee, 1994; Estes, 1956; Smith & Minda, 1998).

Method
Observers

Four observers were solicited from the University of Texas com-
munity and were paid for their participation. All observers had prior
experience with similar experiments and stimuli. All observers had
20/20 vision or vision corrected to 20/20. The same 4 observers par-
ticipated in all three tasks.

Stimuli
The stimulus set consisted of 18 lines. These stimuli represent a

subset taken from a larger group of 36 stimuli that were constructed
from six levels of line length and six levels of line orientation. The
six line lengths were 140, 144, 148, 152, 156, and 160 pixels. The
six line orientations were .377, .427, .477, .527, .577, and .627 radi-
ans. The 18 stimuli and a numbering scheme are depicted in Fig-
ure 2a. Previous research suggests that length and orientation are
separable (e.g., Garner, 1974; Garner & Felfoldy, 1970; Shepard,
1964; however, see Ashby & Lee, 1991, Ashby & Maddox, 1990,
and Maddox, 1992). The observers were seated approximately 40 in.
from the computer screen, and each stimulus subtended a visual
angle of approximately 1°. The stimuli were computer-generated and
were displayed on a 21-in. monitor with 1,360 3 1,024 resolution in
a dimly lit room. Each line was presented in white on a black back-
ground. To minimize line jaggedness, Alfonso-Reese’s (1997) anti-
aliasing routine, developed for use with Brainard’s (1997) Psycho-
physics Toolbox, was applied.

Procedure
Matching task. The first session was considered as practice and

was excluded from further analyses. On each trial, one of the 18
stimuli was selected at random with equal probability. This served
as the standard stimulus on that trial. The center of the standard stim-
ulus was presented 150 pixels to the left of the horizontal center of
the computer screen. The vertical position of the center of the stan-
dard stimulus was normally distributed with a mean of zero and a
standard deviation of 5.5 pixels. The center of the comparison stim-
ulus was presented 150 pixels to the right of the horizontal center of
the computer screen, and the vertical center was normally distrib-
uted with a mean of zero and a standard deviation of 5.5 pixels. The
stimuli were offset vertically to minimize the possibility that the ob-
server would use a matching strategy based solely on the endpoints
of the stimuli. At the start of each trial, the comparison stimulus was
a dot. The observer’s task was to adjust the length and orientation of
the comparison stimulus until it was perceived (judged) to “match”
the standard stimulus. The mouse controlled the adjustments. Once

the observer perceived the comparison and standard stimuli to
match, he or she pressed the mouse button. The observer then pressed
a button to “accept” the match or to “reject” the match and begin
again. The observers were instructed “to be as accurate as possible.”
Each session consisted of four blocks of 90 trials, with breaks be-
tween each block.

Identification task. The first session was considered as practice
and was excluded from further analyses. On each trial, one of the 18
stimuli was selected at random with equal probability. The stimulus
was presented centered on the computer monitor for 100 msec, fol-
lowed by a pattern mask and then a 6 3 6 checkerboard response
grid. The response grid was constructed to mimic the stimulus space
with 18 valid locations, one for each stimulus, and 18 invalid loca-
tions that were blacked out. To respond, the observer moved the
mouse to one of the 18 valid locations and clicked on the mouse but-
ton. The selected location was then filled with a gray square, and the
location associated with the correct response was brightened to pro-
vide the observer with corrective feedback. Corrective feedback was
presented for 500 msec, followed by a 1,000-msec blank screen and
initiation of the next trial.

Categorization task. Each observer completed four separate cat-
egorization conditions. The first session of each categorization con-
dition was considered as practice and was excluded from further analy-
ses. The stimulus-to-category response mappings for the DSAL,
DSAO, LI, and NLI conditions are depicted in Figures 2b, 2c, 2d, and
2e, respectively. The condition orders were as follows: for Ob-
server 1, NLI, LI, DSAO, DSAL; for Observer 2, LI, NLI, DSAO,
DSAL; for Observer 3, NLI, LI, DSAL, DSAO; and for Observer 4,
LI, NLI, DSAL, DSAO. The trial-by-trial procedure was identical to
that for the identification experiment except that the checkerboard
response display was removed, and the observers responded by
pressing one of two keys on the keyboard. In addition, the checker-
board feedback display was removed, and the correct category “A”
or “B” was displayed on the screen.

Results and Theoretical Analyses

Presentation of the results and theoretical analyses is or-
ganized as follows. First, the matching data are summa-
rized and are used to derive an initial perceptual represen-
tation.Second, the matching task perceptual representation
is used along with general recognition theory to predict
quantitativelyidentificationperformance.Third, the match-
ing task perceptual representation is used along with gen-
eral recognition theory to predict quantitatively early and
later training categorizationperformance. The aim was to
determine whether the matching task perceptual repre-
sentation provides a good account of both identification
and categorizationperformance. A second aim was to test
the hypothesis that decisional selective attention tasks lead
to changes in both the perceptual representation and the
response regions, whereas decisional integration tasks
lead to changes only in the response regions. Finally, iden-
tification and categorization are compared directly by de-
riving an initial perceptual representation from identifica-
tion and then using the resulting representation to predict
categorization performance.

Matching Experiment
A perceptual representation was derived separately for

each observer by computing the sample orientation and
length means (mean vector entries) and the sample orienta-
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tionand lengthvariancesand the sample length–orientation
covariance (covariance matrix entries). Because two stim-
uli were presented simultaneously in the matching task,
these variance and covariance estimates represent the sum
of the standard and comparison stimulus variances and co-
variances (Alfonso-Reese, 1997; Maddox & Bogdanov,
2000). Assuming statistical independence between the
percepts of the standard and comparison stimuli, each
entry in the covariance matrix was divided by two.1 Each
mean vector and covariance matrix provided an estimate
of the population parameters for each bivariate normal
distributionof perceptual effects. Because length and ori-
entation are measured in different units, a method was
needed to equate these two measures. To facilitate this
goal, all orientation values (measured in radians) were
transformed via a linear transformation with slope = 80,
and intercept = 109.84.

Figures 3a–3d display the 18 equal likelihood contours
(for likelihood = .003) for Observers 1–4, respectively.
Several aspects of these plots are of interest. First, the rep-
resentations are nearly perceptually separable, although
some violations exist. Second, the contours are generally
perpendicular to the coordinate axis; this result suggests
perceptual independence. Third, variability in perceived
length showed a general (although not always monotonic)

increase as physical length increased. Fourth, the orienta-
tion dimensionappears more discriminable than the length
dimension. As we will see shortly, this resulted in better
performance in the DSAO condition than in the DSAL
condition.Finally, notice that the resultingperceptual rep-
resentations are similar across observers. The similarities
among the equal likelihoodcontoursand to those from pre-
vious research (e.g., Ashby & Lee, 1991; Maddox & Bog-
danov, 2000) suggest that the matching task provideda rea-
sonable approximationof the true perceptualdistributions.

It is important to note that these analyses provide only
a rough estimate of perceptual noise. These analyses ig-
nored the possibility that there was noise in the decision
process (termed criterial noise). Criterial noise was min-
imized by (1) using highly trained observers, (2) present-
ing the stimuli simultaneously, (3) using high-contrastdis-
plays, and (4) allowing the observer unlimited time to
perform each trial. However, there was probably some cri-
terial noise that is not being accounted for. Even so, one
advantage of estimating the perceptual representation
from one task (such as the matching task) and then using
that representation to predict performance in another task
(such as identificationor categorization)is that any changes
in perceptual and criterial noise across tasks can be esti-
mated. While it would be best if “true” perceptual noise

Figure 3. Equal likelihood contours that describe the perceptual representation de-
rived from the matching task for (a) Observer 1, (b) Observer 2, (c) Observer 3, and
(d) Observer 4.
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estimates could be garnered from the matching task, this
multiple-task approach should allow one to adequately
tease apart these two sources of noise. Of course, the
strongest test of the claim that the matching task yields rea-
sonableestimatesof the perceptualrepresentationwill come
from actually applying this representation to the identifi-
cation and categorization data.

Predicting Identification From
Perceptual Matching

Overall identification accuracies were 37.3%, 23.3%,
22.2%, and 34.9% for Observers 1, 2, 3, and 4, respec-
tively. The models were fit to the data using an iterative
search routine that minimized the sum of the squared er-
rors between the predicted and observed frequencies for
each of the 324 (18 3 18) cells in the confusion matrix.2
Several of the models have a nested structure, and so it is
possible to test whether the extra parameters of a more
general models, lead to a significant improvement in fit
over the more restricted model. Let SSEr and SSEg denote
the sum of squared errors for the restricted and more gen-
eral models, respectively. In addition, let dfr and dfg de-
note the degrees of freedom for these models. Then, under
the null hypothesis that the restricted model is the correct
model, the statistic

has an approximatelyF distributionwith dfr dfg degrees
of freedom in the numerator and dfg degrees of freedom in
the denominator (e.g., Khuri & Cornell, 1987).3

Perceptual representation assumption. The percep-
tual representation derived from the matching task was as-
sumed to be the correct perceptual representationfor iden-
tification,with one caveat.Recall that during the perceptual
matching task, the stimulus exposure duration was unlim-
ited, whereas during identification, the stimulus exposure
duration was 100 msec. Thus, the observer could obtain
more perceptual informationon each trial during thematch-
ing task, resulting in less perceptual variability (Green &
Swets, 1967;Luce, 1986;Nosofsky, 1983). In addition, the
decision problem is different in the two tasks, which will
likely lead to differences in criterial noise. Although per-
ceptual and criterial noise are nonidentifiablein matching
and identification, it was important to accommodate
changes across these two tasks. Following Maddox and
Bogdanov (2000; see also Maddox & Ashby, 1996), the
perceptual noise estimates from the matching tasks were
scaled by adding a fixed constant to each of the 18 length
variances and by adding a fixed constant to each of the 18
orientationvariances.These constantswere assumed to pro-
vide an estimate of the increase in perceptual noise and
the change in the magnitude of criterial noise in identifi-
cation. The value of the two constantswas estimated from
the identificationdata, requiring two free parameters. No-
tice that although the perceptual noise was allowed to be
different across matching and identification, the “global”

structure of the perceptual representation derived from
matching was held fixed in identification. Specifically,
the perceptualmeans and perceptual correlationswere un-
changed, and the overall relations among perceptual noise
values remained constant.This is referred to as the match-
ing perceptual representation.

Response region assumptions. Response regions can
be constructed in a number of ways (Ashby et al., 2001).
For example, the decision bounds could satisfy decisional
separability or be linear or quadratic in form. To imple-
ment the model, some assumptionsneed to be made about
the nature of the response regions. Ashby et al. offered a
neuropsychological theory of this process as applied to
identification. The anatomical details and empirical sup-
port for the theory are provided in other articles (Ashby,
Alfonso-Reese, Turken, & Waldron, 1998; Ashby & Wal-
dron, 1999;Ashby et al., 2001). In short, visual stimuli are
represented perceptually in higher level visual areas, such
as inferotemporal cortex (IT). Since as many as 10,000
cells in visual cortex project to the same cell in the stria-
tum (Wilson, 1995), it is assumed that a low-resolutionmap
of the perceptual space is represented among the striatal
units. As the observer gains experiencewith the task, each
unit becomes associated with a particular response. On
each trial, the observer determines which unit is closest to
the perceptual effect and gives the associated response.
Notice that this is equivalent to minimum distance classi-
fication (Ashby & Maddox, 1993). This is referred to as
the striatalpattern classifier (SPC). Hypothetical response
regions and units for the four stimuli in Figure 1a are dis-
played in Figure 1c. Regardlessof whether one accepts the
neuropsychologicalunderpinningsof the SPC, it has been
found to provide a good computational model of the ob-
server’s response regions in identification.

Two versions of the SPC were applied to the data. Both
assumed that a single striatal unit was associated with
each stimulus. The first, SPC(fixed), assumed that the
units corresponded to the perceptual means and required
no free parameters. The second, SPC(free), assumed that
the units were free parameters and required that the loca-
tion of each be estimated from the data (36 parameters
total).

The number of free parameters, SSE, and percent of
variance accounted for by each model for each observer
are presented in Table 1. For now, ignore the rightmost
columns headed “ID Perceptual Representation.” Recall
that the models allowed for differences in perceptual and
criterial noise across matching and identification by esti-
mating two additive scalars. An F test was conducted to
determinewhether the additionof these two parameters pro-
vided a significant improvement in fit. In all cases, allow-
ing for differences in perceptual and criterial noise across
matching and identification provided a significant im-
provement in fit [Fs(2,304)= 1,190.73,421.71,612.69, and
698.69, for Observers 1, 2, 3, and 4, respectively; ps <
.0001]. As predicted, the parameter estimates suggested
that there was an increase in perceptual and criterial noise

F
SSE SSE df df

SSE df
obs

r g r g

g g

=
- -( ) / ( )

/
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from the matching to the identificationtask. An F test was
also conducted to determine whether the additional free
parameters of the SPC(free) model provided a significant
improvement in fit over the SPC(fixed) model. For all 4
observers, the SPC(free) model provided a significant im-
provement in fit [Fs(36,268) = 23.65, 46.28, 18.74, and
31.92, for Observers 1, 2, 3, and 4, respectively; ps <
.0001]. This finding mirrors that of Ashby et al. (2001).
Notice that the SSE improvement was quite large, ranging
from threefold to sevenfold. In addition, the improvement
in percent of varianceaccountedfor was large, rangingfrom
5% to 45%.

The units and associated response regions from the
SPC(free) model for each observer are displayed in Figure 4.
Scatterplots of the observed confusionmatrix frequencies
against the predicted confusion matrix frequencies for the
same model for each observer are shown in Figure 5.

Brief summary. The analyses presented in this section
represent an attempt to predict quantitatively identifica-
tion confusions from an initial perceptual representation
estimated from the perceptual matching task, along with
reasonable assumptions regarding the response regions. A
good description of the data was provided by a model that
assumed that (1) the “global” structure of the perceptual

Figure 4. Response regions and units from the SPC(free) model of the decision
process derived from a fit of the matching task perceptual representation to the
identification data for (a) Observer 1, (b) Observer 2, (c) Observer 3, and (d) Ob-
server 4.

Table 1
Goodness of Fit (SSE) and Percent of Variance (% Var) Accounted for by Several General

Recognition Theory Models as Applied to the Identification Confusion Matrices

Perceptual Representation and Response Region Assumptions

Matching ID

SPC(fixed) SPC(free) SPC(fixed) SPC(free)

Observer SSE % Var SSE % Var SSE % Var SSE % Var

1 38,853 87.05 9,302 96.74 17,566 93.87 4,413 98.52
2 110,334 47.21 15,289 91.66 41,780 78.63 8,881 95.17
3 42,077 75.14 11,961 91.50 13,943 90.32 4,691 96.66
4 56,776 80.37 10,738 96.13 22,416 92.31 4,952 98.32

Note—SPC, striatal pattern classifier. For matching task perceptual representation, the numbers of parameters were 2 and 38
for SPC(fixed) and SPC(free), respectively. For ID perceptual representation, the numbers of parameters were 88 and 120 for
SPC(fixed) and SPC(free), respectively.
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representation remained unchanged across tasks, except
for a global increase in perceptual noise, and (2) the re-
sponse regions were characterized by the SPC. This fairly
simple model accounted (on average) for 94% of the vari-
ance in the data.

Predicting Categorization From
Perceptual Matching

Accuracy rates. The accuracy rates for the DSAL,
DSAO, LI, and NLI conditions for each observer are pre-
sented in Table 2. In an attempt to provide a preliminary
examinationof categorization learning, the categorization
data were divided into two phases: early learning (Ses-
sions 2–8) and late learning (Sessions 9–15). The results
can be summarized as follows. First, performance gener-

ally improved with learning. Second, performance was
poorest in the NLI condition.Finally,DSAO performance
was consistently better than DSAL performance. This
finding is interesting because it is predicted from the
matching task perceptual representation (see Figure 3).
Recall that the levels of orientation were more discrim-
inable than the levels of length for all 4 observers.

Model-based analyses. The data to be modeled were
the observed response frequencies (for Categories A and
B) for each of the 18 stimuli in each of four categorization
conditions, resulting in 72 degrees of freedom in the data.
The technical difficulties that precluded the use of maxi-
mum likelihoodparameter estimation in identification are
not present in the present categorizationconditions.Thus,
the model parameters were estimated using maximum

Figure 5. Scatterplot of the observed and predicted identification frequencies from the identification model that assumed the
matching task perceptual representation and the SPC(free) response regions for (a) Observer 1, (b) Observer 2, (c) Observer 3,
and (d) Observer 4.
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likelihood procedures (Ashby, 1992b; Wickens, 1982),
and the goodness-of-fit statistic was

AIC = 2r – 2lnL,

where r is the number of free parameters and L is the like-
lihood of the model given the data from the four catego-
rization conditions (Akaike, 1974; Takane & Shibayama,
1992). The AIC statistic penalizes a model for extra free
parameters in such a way that the smaller the AIC, the
closer a model is to the “true model,” regardless of the num-
ber of free parameters. Thus, to find the best model among
a given set of competitors, one simply computes an AIC

value for each model and chooses the model associated
with the smallest AIC value.

Perceptual representation assumptions. Two per-
ceptual representation assumptions were tested. The first
assumed that the initial perceptual representation esti-
mated from the matching task is the correct perceptual
representation for categorization and that this perceptual
representation is unaffected by different categorization
decision rules—that is, that there is no effect of different
categorization decision rules on the perceptual represen-
tation. The model does allow for the possibility of greater
perceptual noise in categorizationby estimating the length
and orientation scalars that were described earlier. This is
referred to as the categorizationcondition invariance hy-
pothesis because the perceptual representation is assumed
to be invariant across categorization conditions (Maddox
& Bogdanov, 2000).

The second tested the hypothesis that (1) decisional se-
lective attention conditions alter the perceptual represen-
tation by reducing the perceptual variance along the rele-
vant dimension, relative to the perceptual variance along
the irrelevantdimension,and (2) decisional integrationcon-
ditions do not alter the perceptual representation. To in-
stantiate this hypothesis, two additivescalars were applied
to the perceptual noise estimates only from the data from
the two decisional selective attention conditions. Specifi-
cally, one scalar was applied to the relevant dimension (i.e.,
the length perceptual variance in the DSAL condition and
the orientation perceptual variance in the DSAO condi-
tion), and the other was applied to the irrelevant dimen-
sion (i.e., the orientationperceptual variance in the DSAL
conditionand the length perceptual variance in the DSAO
condition).This is referred to as the decisional integration/
decisionalselective attentionhypothesis (Maddox & Bog-
danov, 2000). If this hypothesis is correct, then the scalar
along the relevant dimension should be smaller in magni-

Table 3
Goodness of Fit (AIC) and Percent of Variance (% Var) Accounted for by Several General Recognition

Theory Models as Applied to the Early and Late Training Phases of Categorization Performance

Matching ID

CI DI/DSA CI DI/DSA

Training Phase AIC % Var AIC % Var AIC % Var AIC % Var

Observer 1
Early 1,024 94.57 876 95.74 1,050 94.61 924 95.63
Late 1,432 91.56 1,026 94.74 1,354 92.61 1,006 94.90

Observer 2

Early 676 96.82 636 97.53 694 96.37 648 97.19
Late 648 97.48 612 97.84 740 95.59 724 95.90

Observer 3

Early 760 98.70 638 99.00 1,074 97.24 1,008 97.52
Late 594 99.34 548 99.52 1,072 97.66 1,060 97.73

Observer 4

Early 740 98.25 690 98.52 926 97.06 854 97.41
Late 712 98.43 686 98.52 954 96.82 886 97.20

Note—CI, categorization condition invariance; DI/DSA, decisional integration/decisional selective attention. The numbers of parameters were
19 and 21 for CI and DI/DSA, respectively.

Table 2
Accuracy Rates for Each Categorization Condition

Categorization Condition

Training Phase DSAL DSAO LI NLI

Observer 1
Early 71.9 76.9 75.4 68.9
Late 74.7 81.0 76.6 69.6

Observer 2
Early 68.9 76.1 72.4 53.7
Late 72.7 73.5 71.0 57.3

Observer 3
Early 83.3 91.9 85.3 75.1
Late 85.2 93.0 85.5 76.3

Observer 4
Early 81.9 81.4 81.5 70.3
Late 80.2 83.1 80.5 70.3

Average
Early 76.5 81.6 78.7 67.0
Late 78.2 82.7 78.4 68.4

Note—DSAL, decisional selective attention to length; DSAO, deci-
sional selective attention to orientation; LI, linear integration; NLI, non-
linear integration.
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tude than the scalar along the irrelevant dimension. Be-
cause these scalars are assumed to measure perceptual
processes, it is imperative that one obtain a separate, and
unique,estimateof criterialnoise.Aseries of decisionbound
models derived from general recognition theory has been
developedthat allows one to estimate separately the effects
of perceptual and criterial noise (for details, see Ashby,
1992a, and Maddox & Ashby, 1993).

Response region assumptions. Decision bound mod-
els assume that there will be trial-by-trial fluctuations in
the memory for the location of the decision bounds, and,
in many cases, this criterial noise is identifiable. Although
the decision bound could take any mathematical form,
most applicationsof the model have assumed either linear
or quadratic decision bounds. In many cases, the response
regions predicted by decision bound models are identical
or are very similar to the response regions predicted by the
SPC. For example, the SPC with one unit assigned to each
category is mathematically equivalent to a linear decision
boundmodel (Ashby & Waldron,1999;Ashby et al., 2001).
In addition, with only a few units assigned to each cate-
gory, the SPC can approximate a wide range of quadratic
decision bounds.

Two sets of response region assumptions were exam-
ined. The first assumed that linear decision bounds were
used in the two decisional selective attention conditions
(DSAL and DSAO) and that quadratic decision bounds
were used in the two dimensional integration conditions
(LI and NLI). Each linear bound required that a slope and
intercept be estimated, and each quadratic decision bound
required that five quadratic equation coefficients be esti-
mated for a total of 14 decision bound parameters. In ad-
dition, three criterial noise parameters were estimated: one
for the NLI condition, one for the LI condition, and a sin-
gle criterial noise parameter was estimated simultaneously
for both DSAL and DSAO conditions. The criterial noise
parameter had to be “yoked” across the two DSA condi-

tions to make it identifiable from perceptual noise. The
second assumed that quadratic decision boundswere used
in all four conditions.This did not lead to a significant im-
provement in fit and will not be discussed further.

The number of free parameters, AIC, and percent of vari-
ance accounted for by the categorization condition invari-
ance and decisional integration/decisional selective atten-
tion models are presented in the two leftmost columns of
Table 3. The decisional integration/decisional selective at-
tention model was superior to the categorizationcondition
invariance model for all 4 observers during early and late
learning. This replicates the finding of Maddox and Bog-
danov (2000) but extends it in two ways. First, Maddox
and Bogdanov examined a decisional selective attention
to length condition, whereas the present study examined
a decisional selective attention to length and decisional se-
lective attention to orientation conditions. Second, the
present study provided a preliminary investigation of the
decisional selective attention effect on the perceptual rep-
resentation across early and late training, which will be
discussedshortly. Importantly, the fit of the modelwas quite
good, with the percent of variance accounted for ranging
from 95% to 99% during both early and late learning.Thus,
it appears that the matching task perceptual representation
provides a good method for deriving an initial perceptual
representation for both identification and categorization.

Figures 6 and 7 display scatterplotsof the observed and
predicted categorization probabilities from the decisional
integration/decisional selective attention model for each
stimulus by conditionand observer for early and late train-
ing, respectively.

The decisional integration/decisional selective atten-
tion model assumed that decisional selective attention re-
duces the perceptualvariancealong the decisionallyrelevant
dimension, relative to the decisionally irrelevant dimen-
sion. Table 4 displays the perceptual noise scalar values
for the relevant and irrelevant dimensionsby trainingphase
(early vs. late) for each observer. In support of the hypothe-
sis, the scalar along the relevant dimension was always
smaller than the scalar along the irrelevant dimension, ex-
cept for Observer 3 during early learning. One might rea-
sonably postulate that the magnitude of this effect would
increase with training—that is, the difference between the
relevant and irrelevant scalar values might increase with
training. This pattern held for Observers 1, 2, and 3, but it
did not hold for Observer 4.

The model assumed also that decisional selective at-
tention categorization problems are solved by applying
linear decision bounds. Given the need for decisional se-
lective attention, the linear decision bounds should be
nearly orthogonal to the relevant dimension axis. Table 5
displays the slope of the linear bound for the DSAL and
DSAO conditions separately for each training phase by
observer. In the DSAL condition, a zero slope implies per-
fect decisional selective attention.As the absolutevalue of
the slope approaches zero, decisional selective attention
improves. In the DSAO condition, an infinite slope im-
plies perfect decisional selective attention.As the absolute

Table 4
Perceptual Noise Scalar Values Along the Relevant and

Irrelevant Dimension for the Decisional Integration/Decisional
Selective Attention Model Assuming the Matching Task

Perceptual Representation

Dimension

Training Phase Relevant Irrelevant
Observer 1

Early 12.91 18.01
Late 5.50 33.48

Observer 2
Early 15.46 18.69
Late 7.77 52.17

Observer 3
Early 4.99 22.44
Late 22.44 48.93

Observer 4
Early 2.16 26.83
Late 8.06 22.45
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value of the slope approaches infinity, decisional selective
attention improves. A slope of 1 implies equal decisional
attention to both dimensions. Two results stand out. First,
in every case, more decisional selective attention is being
paid to the relevant dimension. In other words, the ab-
solute value of the DSAL slopes are all less than 1, and the
absolute value of the DSAO slopes are all greater than 1.

Second, there was general support for the hypothesis that
the magnitude of decisional selective attention improved
with training. Observers 1, 2, and 3 showed better deci-
sional selective attention late in training for both DSAL
and DSAO categorization conditions. Observer 4 showed
the same pattern, but only for the DSAO condition. The
learning effects are clearly preliminary and need to be fol-

Figure 6. Scatterplot of the observed and predicted early training categorization probabilities from the decisional integra-
tion/decisional selective attention model assuming the matching task perceptual representation for (a) Observer 1, (b) Observer 2,
(c) Observer 3, and (d) Observer 4.
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lowed up with future studies. Even so, they are interesting
and suggest that experience has consistent and quantifi-
able effects on perceptual and decisional processes.

Brief summary. The analyses presented in this section
represent an attempt to predict quantitativelythe data from
a number of categorization conditions from an initial per-
ceptual representation derived from perceptual matching

data. The analyses suggested that decisional selective at-
tention categorization problems reduce the perceptual
variance along the relevant dimension, relative to the per-
ceptualvariancealong the irrelevantdimension.This model
provided a good account of the data, accounting for 97%
of the variance in the data on average. In addition, the
model suggested that experience had some interesting ef-

Figure 7. Scatterplot of the observed and predicted late training categorization probabilities from the decisional integration/
decisional selective attention model assuming the matching task perceptual representation for (a) Observer 1, (b) Observer 2,
(c) Observer 3, and (d) Observer 4.
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fects on perceptual and decisionalprocesses. In particular,
as the observer gained experience with the task, the mag-
nitudeof the perceptual variance reduction and decisional
selective attention generally increased.

Predicting Categorization From Identification
The previous two sections outlined attempts to predict

identification and categorization from an initial percep-
tual representation estimated from the matching task. As
an additional test of the validity of the matching task as a
method for estimating the perceptual representation and
to more fully examine the identification–categorization
relationship, in this section an attempt is made to predict
quantitativelycategorization performance from a percep-
tual representation estimated from identification.

Modeling identification. We begin by deriving an ini-
tial perceptual representationfrom identification.Because
the goal was to derive the best perceptual representation,
we fit a version of general recognition theory that allowed
all of the perceptual distribution parameters to be freely
estimated. This required 36 perceptual distribution mean
parameters, 36 perceptualvarianceparameters, and 18 per-
ceptual covariance parameters. This is referred to as the
identification perceptual representation. The SPC(fixed)
and SPC(free) decision process models were examined.
The number of parameters, SSE, and percent of variance
accounted for are displayed in the two rightmost columns
of Table 1. For all 4 observers, the SPC(free) provideda sig-
nificant improvement in fit over the SPC(fixed) [F(32,186)=
17.32, 21.53, 11.46, and 20.50, for Observers 1, 2, 3, and
4, respectively; ps < .00001]. Notice that the SSE im-
provement was quite large, ranging from threefold to five-
fold. In addition, the improvement in percent of variance
accounted for was large, ranging from 5% to 17%. These
values are in line with those for the SPC(free) and

SPC(fixed) comparison when the matching perceptual
representation was assumed.

Because the SPC(free) that assumed the matching task
perceptual representation is nested under the SPC(free)
that assumed the identification perceptual representation,
F tests can be performed. For all 4 observers, estimating
the perceptual representation from the identificationdata
provided a significant improvement in fit over the case in
which the matching task perceptual representation was
used to predict identification performance [Fs(82,186) =
2.51, 1.64, 3.52, and 2.65, for Observers 1, 2, 3, and 4, re-
spectively; ps < .01]. Although statistically significant, it
is worth noting that the improvement in fit was relatively
small (approximatelya twofold SSE improvementand a 3%
improvement in percent of variance accounted for). Per-
haps more importantly, this small improvement in fit was
obtained by adding 86 parameters, whereas the much
larger improvement in fit for the SPC(free) over the
SPC(fixed) required only 36 additionalresponse region pa-
rameters. In addition, the absolute deviationsbetween the
perceptual representation parameters from the ID model
and those for the matching model were small. Specifi-
cally, averaged across the 4 observers, the absolute devia-
tions between the orientation means and standard devia-
tions,measured in radians,were .036and .031, respectively.
The average absolutedeviationsbetween the lengthmeans
and standard deviations, measured in pixels, were 1.963
and 1.604, respectively. Finally, the average absolutedevi-
ations between the correlations were .044. Taken together,
these analyses suggest that the matching task does provide
a good initial perceptual representation for identification,
nearly as good as the perceptual representation freely es-
timated from identificationconfusions.4

Predicting categorization from the identification
perceptual representation. In this section, we attempt to
predict early and late categorization performance in each
of the four categorization conditions from the identifica-
tionperceptual representation.Both the categorizationcon-
dition invariance hypothesis and the decisional integration/
decisional selective attention hypothesis were examined.
In addition, both hypotheses regarding the response re-
gions were examined (recall that one assumed linear de-
cision bounds in the DSA conditions, whereas the other
assumed quadratic decisionbounds). In linewith the analy-
ses presented earlier, quadratic decision bounds in the
DSA conditionsdid not provide a significant improvement
in fit.

The number of free parameters, AIC, and percent of
variance accounted for by the categorizationcondition in-
variance and decisional integration/decisional selective
attention models for each observer are presented in the
two rightmostcolumnsof Table 3. Several results stand out.
First, the decisional integration/decisional selective atten-
tion models provided a better account of the data than the
categorization condition invariance model for all 4 ob-
servers during early and late learning. This replicates the
finding of Maddoxand Bogdanov(2000) and the previous

Table 5
Slope of the Linear Decision Bound From the Decisional

Integration/Decisional Selective Attention Model Assuming
the Matching Task Perceptual Representation for the DSAL

and DSAO Conditions

Condition

Training Phase DSAL DSAO

Observer 1
Early 0.51 1.90
Late 0.35 2.71

Observer 2
Early 0.38 2.11
Late 0.24 2.92

Observer 3
Early 0.16 6.97
Late 0.12 8.74

Observer 4
Early 0.21 2.19
Late 0.23 2.86

Note—DSAL, decisional selective attention to length;DSAO, decisional
selective attention to orientation.
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analyses and extends this finding to the identification–
categorization relationship. The perceptual noise scalar
estimates and linear decision bound slopes from this
model were very similar and showed a similar pattern
across learning to those outlined in Tables 4 and 5 that
were estimated assuming the matching task perceptual
representation. Second, the matching task perceptual rep-
resentation generally provided a better account of catego-
rization performance than did the identification task per-
ceptual representation. Specifically, for the decisional
integration/decisional selectiveattentionmodel, the match-
ing task perceptual representation yieldeda better account
of the data for all 4 observers during early and late train-
ing, with one exception (Observer 1, late training). Even
so, both perceptual representations provided good ac-
counts of the data accounting (on average) for 97.68% and
96.69% of the variance in the categorization data for the
matchingand identificationperceptual representations, re-
spectively. Thus, both tasks provide good methods for de-
riving an initial perceptual representation, although there
appears to be a slight advantage for the matching task.

DISCUSSION

The present study appliedgeneral recognitiontheory to
account simultaneously for perceptual matching, identifi-
cation, and categorization performance. General recogni-
tion theory assumes that perceptual processing is noisy
and probabilistic and is defined by parameters that are
separately identifiable from those associated with deci-
sion processes. Two specific hypotheseswere tested. First,
the (often implicit) assumption that changing task de-
mands affect decision processes while leaving the percep-
tual representation unchangedwas examined. Second, the
hypothesis that decisional selective attention tasks alter
both decision processes and perceptual processes by re-
ducing the perceptual variance along the attended dimen-
sion whereas decisional integration tasks alter only deci-
sion processes was tested.

A perceptual representation for 18 line stimuli was de-
rived from the perceptual matching data. This representa-
tion was then held fixed in an attempt to model data from
the identification and categorization tasks. The matching
perceptual representationwas compared with a perceptual
representation that was freely estimated from the identifi-
cation data in their ability to account for the identification
and categorizationdata. Not surprisingly, the identification
perceptual representation was superior to the matching
perceptual representation in accounting for the identifica-
tion confusions. On average, the identificationperceptual
representation accounted for approximately 97% of vari-
ance in the data, as compared with the matching task per-
ceptual representation that accounted for approximately
94% of the variance in the data. However, this relatively
small improvement in fit for the identification perceptual
representation came about at the expense of 86 additional
free parameters. In addition, the parameters of the result-

ing perceptual representations were quite similar. Clearly,
the matching task perceptual representation is providing a
good account of the data. More remarkable, though, is the
excellent fit of the matching task perceptual representa-
tion to the categorization data. In fact, in seven of eight
cases (4 observers 3 2 trainingphases), the matching task
perceptual representation provided a better account of the
categorization data than did the identification perceptual
representation.This is likely the strongest evidence to date
that the perceptual representation remains relatively un-
changed across these different, but related, tasks.

The hypothesis that decisional selective attention tasks
alter both perceptual and decisionalprocesses whereas de-
cisional integration tasks affect only decisional processes
found support. Specifically, decisional selective attention
problems led to the use of decision bounds that placed
more weight in the decision on the relevant dimension and
decreased the perceptual variance along the attended di-
mension, relative to the unattended dimension. The mag-
nitudeof both effects was found to increase as the observer
gained experience with the tasks. This is an important
finding because it suggests that some decision problems—
in particular, those that require selective attention—can
alter both the decision strategy applied and the nature of
the underlyingperceptual representation.This also adds to
the growing body of empirical support for the notion that
attention can operate at both perceptual and decisional
levels (Johnston, McCann, & Remington, 1995; Pashler,
1989, 1991,1993;Posner, 1993;Posner, Sandson,Dhawan,
& Shulman, 1989) and extends these results to catego-
rization (see also Maddox, Ashby, & Waldron, 2000).

These results convergewith current thinking in the cog-
nitive neurosciences, and a recently proposed neuropsy-
chological theory of categorization.Ashby, Alfonso-Reese,
et al. (1998) proposed a neuropsychologicaltheory of cat-
egorization that postulates two separate and competing
categorization systems: one dominated by explicit cate-
gorization rules, and the other dominated by implicit cat-
egorization rules. The implicit system bases its decision
on a perceptual representation computed in some visual
area (IT or lower), whereas the verbal system presumably
uses a representation from object-based working memory
(thought to be in ventrolateralprefrontal cortex; Baddeley,
1995). Current theories of visual selective attention pos-
tulate separate attentionaleffects in visual areas, in IT, and
in ventrolateral prefrontal cortex (e.g., LaBerge, 1995).
Thus, the perceptual representation used by the explicit
system receives different (but overlapping) attentional
processing than the representation used by the implicit
system. In the present study, it is reasonable to suppose
that the decisional selective attention conditions are each
dominated by an explicit rule (e.g., in the DSAL condi-
tion, the observer should respond “A” if the length is small
and respond “B” if the length is long), whereas the linear
and nonlinear integrationconditionsare dominatedby the
implicit system (since no explicit rule exists that could ad-
equately solve these categorization problems). Because
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the perceptual representations for the explicit and implicit
systems receive different (but overlapping) attention pro-
cessing, it is possible that the representationswould be af-
fected differently. Clearly, this reasoning is tentative and
requires more rigorous empirical testing. Even so, these
data and the present approach provide an interestingcross-
roads between traditional studiesof categorizationand the
growing interest in cognitive neuroscience.

Future Directions
Despite the wealth of informationgained from the pres-

ent empirical and theoretical investigation, this study rep-
resents only a first step along a potentially fruitful path of
inquiry. An obvious next step would be to replicate the
present study with highly integral-dimensionstimuli, such
as color patches that vary in saturation and brightness. A
large body of research suggests that the efficiency of at-
tention is different for integral- and separable-dimension
stimuli (e.g., Garner, 1974). In particular, it is argued that
selective attention is easy with separable-dimensionstim-
uli but is difficult with integral-dimension stimuli (Gar-
ner, 1974; McKinley & Nosofsky, 1996; Nosofsky, 1987;
however, see Ashby & Maddox, 1994, and Maddox,
1992). It is possible that the attention effects observed in
the present study might not obtain (or might operate less
efficiently) with integral-dimensionstimuli. Another, per-
haps more intriguing, possibility is that decisional pro-
cesses will be relatively unchanged across separable- and
integral-dimension stimuli but that the effects of deci-
sional selective attention on the nature of the perceptual
representation will be absent with integral-dimensionstim-
uli.Another interesting line of future research would be to
investigate learning effect more fully. The results for the
early and late phases of categorization learning are sug-
gestive,but future research should examine the time course
of learning across more than two learning phases. In addi-
tion, an examinationof possible perceptual and decisional
learning effects in identification could also be fruitful. Fi-
nally, applicationsto other complex tasks are conceivable.
For example, the formal model of feature binding in ob-
ject perception developed by Ashby, Prinzmetal, Ivry, and
Maddox (1998; see also Maddox, Prinzmetal, Ivry, &
Ashby, 1994) could be generalized by relaxing the all-or-
none feature perception and feature sampling indepen-
dence assumptions (see Ashby, Prinzmetal, et al., 1998,
for details). In addition, perceptual matching and/or iden-
tification data could be collected to provide an initial es-
timate of the perceptual representation. Several other ap-
plicationsare possible.For example,Geisler andChou(1995)
took a similar approach to the study of the visual search
task.

In conclusion, the present study applied a unified theo-
retical framework—general recognition theory—to the re-
lations among perceptual matching, identification, and
categorization.General recognitiontheory separatespercep-
tual from decisional processes. Excellent accounts of the
identification and decisional integration categorization
data were obtained by assuming changes in the response

regions across tasks but a fixed perceptual representation
derived from perceptualmatching.Decisional selective at-
tention categorization tasks led to the use of a decision
strategy that placed more weight in the decision on the rel-
evant dimension and decreased the perceptual variance
along the attended dimension, relative to the unattended
dimension. Both of these effects generally increased in
magnitude with learning.
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NOTES

1. The independence assumption is likely incorrect, but, in the pres-
ent situation, it should lead to a constant error across stimuli. Since the
model-based analyses of the identification and categorization data will
allow for an additive constant to be applied to the perceptual variances,
this “error” should not adversely affect our ability to interpret the data.

2. The preferred method of parameter estimation is maximum likeli-
hood. Unfortunately, for technical reasons, this was not possible in the
present study (or in other applications of general recognition theory to
identification confusions; Ashby & Lee, 1991; Ashby et al., 2001; Mad-
dox & Ashby, 1996). To estimate the probability of responding j when
stimulus i is presented, one must integrate the stimulus i perceptual dis-
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tribution over the response region assigned to j. Theoretically, this prob-
ability can never be zero with normal distributions,but, when fitting the
models, numerical integration is required. When the response j region is
far from the stimulus i perceptual distribution, these numerical integra-
tion procedures will yield a predicted response probability equal to zero.
Predicted probabilities equal to zero yield infinite fit values from the
method of maximum likelihood.This problem could be alleviated by re-
placing predicted response probabilities of zero with some small value
such as .001 or .0001, but the specific value selected would change dras-
tically the fit value. Instead of selecting some arbitrary value, the least
squares approach taken by previous researchers was utilized (Ashby &
Lee, 1991; Ashby et al., 2001; Maddox & Ashby, 1996). In addition, a
major problem in model fitting is to avoid “local minima.” Local min-
ima result when the parameter estimation algorithm identifies a set of pa-
rameters that are “locally” superior (i.e., provide the best fit) but are not
“globally” superior. Although one can never be certain that the global
minima have been obtained, procedures should be followed to minimize
this possibility. Along these lines, multiple starting parameter values
were utilized. In addition, since many of the models were nested, the pa-
rameters from a more restricted model were used as starting values for a

more general model. These procedures likely improve one’s chances of
identifying the global minima.

3. The results of this test must be interpreted with caution, since it as-
sumed that the confusion matrix frequencies are independent, which is
likely not the case. Even so, Ashby and Lee (1991, 1992) showed that
these F tests generally agree with tests based on a maximum likelihood
approach that does not assume independence.

4. One might argue that it is no surprise that models of this complex-
ity with so many free parameters provide good accounts of the identifi-
cation data. Unfortunately,model complexity is a difficult issue that has
not been adequately defined (however, see Myung & Pitt, 1997). How-
ever, two points are worth mentioning. First, these models are all falsifi-
able—that is, they have fewer free parameters than degrees of freedom
in the data, which is not a property of many popular models (e.g.,
ANOVA). Second, these models have fewer parameters than the bench-
mark model of identification—namely, the Luce–Shepard similarity (bi-
ased) choice model (Luce, 1963; Shepard, 1957).
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