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People often learn about and interactwith instances in an
unfamiliar domain. In the process, knowledge is built up
about the instances, their typical features, and the applica-
tion of the domain knowledge in a variety of tasks. The re-
sult is often an organization of domain knowledge into a
category hierarchy that reflects the uses to which the know-
ledge is applied (Boster & Johnson, 1989; Medin, Lynch,
Coley, & Atran, 1997;Ross & Murphy, 1999). In this paper,
we will explore the manner in which people learn such hier-
archies.Of specific interest are factors affecting how people
learn multiple hierarchies simultaneously.

When interacting with category instances, people fre-
quentlyorganize domain knowledge into several related hi-
erarchies. For example, a person learning to train working
dogs for a variety of tasks might form distinct subcategories
of dogs, such as trackingdogs and service dogs. In working
with animals from each category, this person might fur-
ther subdivide the categories into more specific subcate-
gories. For example, they might subdivide the service dogs

category into vision dogs and hearing dogs. At the same
time they might also be subdividing the tracking dogs cat-
egory into people-tracking dogs and narcotics dogs.

Research has supported the proposal that task-related
subdivisions of domain knowledge occur in a wide range
of domains. For instance, Ross and Murphy (1999) iden-
tified salient organizationsof the food domain knowledge
of college students resulting from the need to plan and eat
several meals a day (e.g., breakfast foods). Tree experts and
fish experts have been shown to possess subdivisions of
domain knowledge reflecting goal-directed interactions
with members of those domains (e.g., weed trees and game
fish; Boster & Johnson, 1989; Medin et al., 1997). In
short, the use of category knowledge frequentlyhas the re-
sult that information relevant for that use becomes orga-
nized and grouped into goal-relevant subcategories.

Unfortunately, we know little about how people form
multiple, goal-relevantcategory hierarchies. In the research
mentioned above, the organization of domain knowledge
in well-establisheddomains was examined.Consequently,
it does not tell us how people initially learn to classify in-
stances at multiple levels within a domain on the basis of
their interactions with category members. The research in
which the formation of class-inclusion hierarchies actu-
ally has been examined typically has done so for a single
superordinate.The focus of these studies often has been on
the factors affecting the ease with which category subdi-
visions are determined (e.g., types of dogs, types of but-
terfly; Waxman, Lynch, Casey, & Baer, 1997). One conse-
quence of examining subclassification within a single
superordinate is that the focus is on within-category fac-
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tors that affect learning. As a result, we know little about
possible between-category factors that could affect the
ease with which multipleclassificationsystems are learned.

It is important to investigatehow people learn multiple
classification hierarchies, because people rarely learn cat-
egory hierarchies in isolation. Sometimes, we learn cate-
gories that bring to mind related categories and learning
situations. At other times, we need to learn to distinguish
between multiple categories simultaneouslyand make fur-
ther goal-driven distinctions within those categories. In
the example described previously, the dog trainer learns
multiple use-relevant hierarchies. Distinctions at each hi-
erarchical level depend on decisions concerning the types
of tasks to which each dog is best suited. If a dog is too ag-
gressive to be a service dog, perhaps it will make a better
trackingdog.A dog docileenoughto be a service dog might
be too small to be an effective vision dog but would make
a very good hearing dog.

As the example illustrates, an important part of forming
a category hierarchy within a domain is identifying the di-
mensions important for classification at each level of the
hierarchy. In the preceding example, values on the tem-
perament dimension (i.e., aggression) allow the trainer to
distinguish between service dogs and tracking dogs. For
service dogs, values on the dimension of size determine
the most effective use of the dog and allow the trainer to
make distinctions between types of service dogs (vision
dogs vs. hearing dogs).

Identifying the dimensions on which divisions within a
hierarchycan bemade is facilitatedwhen thosedivisionscan
be made on the basis of contrastive information (Billman,
1996; Waxman et al., 1997). Contrastive information refers
to an aspect of category structure in which the same dimen-
sions matter across the category. When values on the same
dimensionallow a person to distinguishbetween categories
at the same level of a hierarchy, learning is facilitated. This
is true whether one is learning to distinguish between
basic level categories (Kaplan, 2000;Lassaline& Murphy,
1998) or learning to make subordinate level distinctions
within a category (Billman, 1996; Waxman et al., 1997).
It has been assumed that this facilitation reflects assump-
tions made on the part of the learner about the structure of
the categoriesbeing learned. However, as will be discussed
shortly, such facilitation may be a by-product of the de-
signs used to study the phenomenon. Given the evidence
that similarities in category structure facilitate classifica-
tion learning at several hierarchical levels, it is extremely
important to investigate the source of this facilitation.

The present study extends the work reported in Sifonis
and Ross (1999) demonstrating that between-category
similarities in the dimensions important for the use of cat-
egory knowledge facilitate the learning of multiple classi-
ficationsystems. The source of this facilitationwas explored
in two experiments. In the first experiment, we examined
whether facilitation is due to the number of dimensions
needing attention in order to make subordinate level cate-
gory distinctions. In the second experiment, we examined
whether the facilitation is a product of the psychological
complexity of the learning task.1

In the present work, we chose the domain of bank loan
applications for two reasons. It is a complex domain that is
similar to some real-world category learning, and it also al-
lows the learningof multiple, goal-driven category distinc-
tions.When presentedwith a memberof the domain (a loan
application form), participantsdecided whether or not the
applicantwould receive the loan. This initial decisionestab-
lished the superordinate categories within which the partic-
ipants learned to make further goal-relevant category dis-
tinctions. After the loan application was categorized into
one of the two superordinate categories, the participants
decided what type of financial advice to give the applicant
and/or what consultant to assign to the applicant.The par-
ticipants learned two hierarchies, each containing subor-
dinate categories derived from the uses to which category
knowledge was applied (deciding financial advice and/or
consultant).

Structural Alignment
Some of the work in which the effects of contrastive in-

formation on classification learning were examined has
used the concept of structural alignment to predict and ex-
plain classificationperformance (Goldstone,1994;Kaplan,
2000; Lassaline & Murphy, 1998). Structural alignment
theory assumes that category representations encode such
informationas the dimensionsassociatedwith the category,
the features typically instantiated by those dimensions,
and the relationships between dimensions. Between-
category comparisons involve aligning these represen-
tations to find the most structurally consistent match
between them (Gentner, 1983).The alignmentprocesshigh-
lights structural consistenciesand inconsistenciesbetween
representations. Structural consistencies known as com-
monalities involve between-category matches on both di-
mensions and features. For example, if both loan-suitable
and loan-unsuitable companies advertise in magazines,
this would be a commonalityin their representations.There
is a between-categorymatch on dimension (method of ad-
vertising) and feature (magazine). Differences in represen-
tational structure can be either alignable or nonalignable.
Alignable differences involve a match on dimension but a
mismatch on features. Loan-suitable and loan-unsuitable
companies would have alignable differences if the loan-
suitable company advertised by television, whereas the
loan-unsuitable company advertised by newspaper. Non-
alignable differences, on the other hand, are independent
of the common structure. Differences of this type involve
dimensions that have no corresponding dimension for
the other entity.For instance, perhaps includedon the loan
application of a grocery company are dimensions repre-
senting shippingcosts and distribution.These dimensions
would not be applicable to companies specializing in
Web developmentand would not be included on their loan
applications.

Alignable Differences and Learning
Use-Relevant Classification Systems

The distinctionbetween alignableand nonalignabledif-
ferences has proven useful for predicting classification
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learning at both basic (Kaplan, 2000, Experiments2 and 3;
Lassaline & Murphy, 1998) and subordinate (Waxman
et al., 1997) levels in a hierarchy. It also predicts the ease
with which multiple classification systems are learned
(Billman, 1996; Sifonis & Ross, 1999). Of particular inter-
est to the present study is the demonstration that between-
category consistencies in the use of category knowledge
affect the formation of use-relevant subordinate cate-
gories2 (Sifonis & Ross, 1999).

As in the present study, Sifonis and Ross (1999) had
participantsmake several classificationdistinctionsbased
on information in bank loan application forms. The par-
ticipants initially classified the loan applications into the
superordinate categories of applications that received
loans (loan category) and those that did not receive loans
(no-loan category). The participants then had to make fi-
nancial advice decisions based on superordinate category
membership (loan/no-loan) and information found in the
applications. The between-category alignability of the di-
mensionsnecessary for predictingfinancial advicewas var-
ied between conditions. In the alignable-use condition, the
same dimension (i.e., type of sales) predicted financial ad-
vice for both superordinatecategories of loan applications.
In the nonalignable-use condition, the dimensions pre-
dicting financial advice differed between superordinates
(i.e., type of sales for applications receiving a loan and
method of advertising for applications that did not receive
a loan). It was found that when the relationship between a
dimension and its use was consistent between categories,
learning the classification hierarchies was facilitated.

Sifonis and Ross’s (1999) study demonstrated that
between-category consistencies in the dimensionspredic-
tive of subclassification within a hierarchy affect the ease
with which multiple classificationhierarchies are learned.
It also avoided an important confound of previous studies
in which alignment effects on classification were exam-
ined. Specifically, in Sifonis and Ross’s study, there were
no differences between conditions in the category repre-
sentations learned by participants.

Typically, experiments in which alignment effects on
classification learning have been examined have manipu-
lated alignabilityin terms of whether contrastivecategories
possess alignableor nonalignabledimensionspredictiveof
category membership (Kaplan, 2000, Experiments2 and 3;
Wisniewski & Markman, 1997, Experiments 1 and 2). By
necessity, the contrast category representationsand the ex-
emplars experienced by participants during learning dif-
fered between conditions.By examininghow people learn
use-relevant subclassificationswithin multiplehierarchies,
it becomes possible to manipulate the alignability of the
dimensionsimportant for category use between conditions
while holding the alignability of the category representa-
tions constant.

In Sifonis and Ross’s (1999) study, the category repre-
sentations learned by participants were identical between
conditions.Both categories of loan applicationspossessed
the same dimensions in both the alignable-use and the
nonalignable-useconditions.The participants in both con-
ditions experienced exactly the same category exemplars.

As a result, the facilitated learning seen in the alignable-
use condition of that study could not be attributed to dif-
ferences between conditions in the category representa-
tions learnedby the participants.However, it is still possible
that the facilitation arose from a source other than the
alignabilityof the dimensions predictive of subclassifica-
tion within each hierarchy.

To date, all the studies in which multiple classification
system learning has been examined have ensured that the
number of features needed to make the classification and
subclassification decisions were equated across condi-
tions. However, the same cannot be said for the number of
dimensionsassociated with those features (Billman, 1996;
Sifonis & Ross, 1999). Consequently, it is possible that the
alignability effects exhibited in previous studies resulted
from differences between conditions in the number of di-
mensions needed to make classification decisions. By de-
finition, a single classification decision made on the basis
of alignable differences between categories requires at-
tention to a single dimension (e.g., type of sales: retail/
type of sales: wholesale). In contrast, decisions made on
the basis of nonalignable differences between categories
require attention to several dimensions(type of sales: retail/
method of advertising: magazine). In order to determine
the independent contribution of alignability to the learn-
ing of multiple classification systems, it is necessary to
separate alignability from the number of dimensions nec-
essary for making category distinctions.

EXPERIMENT 1

Experiment1 eliminatedthe confoundbetweenalignabil-
ity and the number of attendeddimensionsby requiring that
participants learn to make two use-relevant distinctions
within each superordinate category. As in Sifonis and Ross
(1999), the participants reviewed bank loan application
forms and classified the applicationsat both the superordi-
nate and the subordinate levels. However, in the present ex-
periment, the participants in both the alignable-use and the
nonalignable-use conditions were required to pay attention
to two dimensions in order to classify at the subordinate
level. The alignabilityof these dimensionswas manipulated
by varying the uses predicted by the dimensions in each of
the two superordinate categories. In the alignable-use con-
dition, the same dimensionwas used to predict the same use
in both superordinate categories of applications (i.e., Di-
mension1 predictedUse 1 and Dimension2 predictedUse 2
for both the loan and the no-loan categories). In the non-
alignable-use condition, the uses predicted by the dimen-
sions changed for each superordinate (i.e., Use 1 was pre-
dicted by Dimension 1 and Use 2 by Dimension 2 for the
loan category, and Use 1 was predictedby Dimension 2 and
Use 2 by Dimension 1 for the no-loan category). Conse-
quently, and in contrast to previousstudies (Billman,1996),
alignabilityreferred to thealignabilityof theuse-relevantdi-
mensions between superordinates, rather than between the
categories sharing a superordinate, in the present study.

To the extent that between-category regularities in the
use of category knowledge are a factor in learning multi-
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ple classification hierarchies, the alignability of use-
relevant dimensions should affect how quickly these hier-
archies are learned. When alignable dimensions predict
subclassificationin both hierarchies, we predict that learn-
ing those hierarchies will proceed more quickly and with
fewer errors than when the dimensionsare nonalignable.If
the alignability effects seen in previous experiments were
due simply to the number of dimensions needing attention
in order to learn how to use the category, there should be
no effects of alignability in the present experiment.

Method
Participants . The participants consisted of 48 University of Illi-

nois students, who participated for experimental credit or pay. The
sessions lasted from 1 h to 1 h and 50 min.

Materials and Design. The materials were constructed to look like
bank loan application forms (see Figure 1). Included on the forms
were four, four-featured dimensions: Sales (wholesale, retail, mail
order, or Internet), advertising (television, radio, magazine, or news-
paper), product (electronics, drugs, food, or home furnishings), and
international market (Asia, South America, Europe, or Australia).

Thirty-two loan applications were constructed, 16 in each cate-
gory. Table 1 shows the abstract structure for the two categories of
loan applications for each condition. Each dimension on the appli-
cation (D1–D4) contained one of four possible features, denoted in
the columns as values ranging from one to four. The features of two
dimensions (D1 and D2) were perfectly predictive of superordinate
category membership (superordinate-relevant dimensions).

Both of the superordinate-relevant dimensions were also predic-
tive of the use of the category (use-relevant dimensions). One of the
two use-relevant dimensions (indicated in bold type in Table 1) was
predictive of the financial advice given to the applicant. The other

Figure 1. Loan application form.
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dimension (indicated in italics in Table 1) was predictive of the con-
sultant decision. The two remaining dimensions did not predict
membership in either the superordinate or the subordinate level cat-
egories.

Take, for example, the alignable-use condition in Table 1. Values on
both the sales dimension (D1) and the advertising dimension (D2)
predicted membership in the superordinate category. If the feature of
sales was wholesale (indicated by a 1) or retail (indicated by a 2) or
the feature of advertising was television (indicated by a 1) or radio
(indicated by a 2), the applicant received the loan. If the feature of
sales was mail order (indicated by a 3) or Internet (indicated by a 4)
or the feature of advertising was magazine (indicated by a 3) or
newspaper (indicated by a 4), the applicant did not receive the loan.

In this example, sales and advertising were also use-relevant di-
mensions, predicting subclassification within each superordinate. In
the loan category, if the value of sales was wholesale , the financial
advice given was product development (indicated by a 1 in the Use1
column). If it was retail, the financial advice was expand line of mer-
chandise (as indicated by a 2 in the Use1 column). Similarly, if the
value of advertising was television , the consultant was Ward (indi-
cated by a 1 in the Use2 column). If the value of advertising was
radio, the consultant was Smith (indicated by a 2 in the Use2 col-

umn). In the no-loan category, sales (mail order or Internet) also pre-
dicted financial advice (sell some stock or focus on specialized mar-
ket), and advertising (magazine or newspaper) predicted the consul-
tant decision (Jones or Brown).

As can be seen in Table 1, the exemplars for the loan and the no-
loan categories were identical in both the alignable-use and the
nonalignable-use conditions. The superordinate-relev ant and the use-
relevant dimensions were also identical. The difference between
conditions was in the alignability of dimensions predictive of each
use of the category. In the alignable-use condition, one superordinate-
relevant dimension predicted financial advice for both categories,
and the other predicted the consultant for both categories. In the
nonalignable-use condition, the dimension predictive of financial
advice for one category predicted the consultant for the contrast cat-
egory. For example, for the nonalignable-use condition, the loan cat-
egory might be as above, but the no-loan category would switch di-
mensions predictive of the uses, with advertising predicting financial
advice and sales predicting consultant.

To ensure that any learning differences between conditions was not
due to the particular dimensions and their features, the use-relevant
dimensions predictive of each use were counterbalanced over par-
ticipants.

Table 1
Experiment 1: Design

Loan Category Exemplars No-Loan Category Exemplars

Item D1 D2 D3 D4 Use1 Use2 D1 D2 D3 D4 Use1 Use2

Exemplars for the Alignable-Use Condition
1 1 1 1 4 1 1 3 3 1 4 3 3
2 1 2 2 3 1 2 3 4 2 3 3 4
3 1 1 3 2 1 1 3 3 3 2 3 3
4 1 2 4 1 1 2 3 4 4 1 3 4
5 1 1 2 3 1 1 3 3 2 3 3 3
6 1 2 3 2 1 2 3 4 3 2 3 4
7 1 1 4 1 1 1 3 3 4 1 3 3
8 1 2 1 4 1 2 3 4 1 4 3 4
9 2 1 3 2 2 1 4 3 3 2 4 3

10 2 2 4 1 2 2 4 4 4 1 4 4
11 2 1 1 4 2 1 4 3 1 4 4 3
12 2 2 2 3 2 2 4 4 2 3 4 4
13 2 1 4 1 2 1 4 3 4 1 4 3
14 2 2 1 4 2 2 4 4 1 4 4 4
15 2 1 2 3 2 1 4 3 2 3 4 3
16 2 2 3 2 2 2 4 4 3 2 4 4

Exemplars for the Nonalignable-Use Condition
D1 D2 D3 D4 Use1 Use2 D1 D2 D3 D4 Use1 Use2

1 1 1 1 4 1 1 3 3 1 4 3 3
2 1 2 2 3 1 2 3 4 2 3 4 3
3 1 1 3 2 1 1 3 3 3 2 3 3
4 1 2 4 1 1 2 3 4 4 1 4 3
5 1 1 2 3 1 1 3 3 2 3 3 3
6 1 2 3 2 1 2 3 4 3 2 4 3
7 1 1 4 1 1 1 3 3 4 1 3 3
8 1 2 1 4 1 2 3 4 1 4 4 3
9 2 1 3 2 2 1 4 3 3 2 3 4

10 2 2 4 1 2 2 4 4 4 1 4 4
11 2 1 1 4 2 1 4 3 1 4 3 4
12 2 2 2 3 2 2 4 4 2 3 4 4
13 2 1 4 1 2 1 4 3 4 1 3 4
14 2 2 1 4 2 2 4 4 1 4 4 4
15 2 1 2 3 2 1 4 3 2 3 3 4
16 2 2 3 2 2 2 4 4 3 2 4 4

Note—D1–D4 indicate exemplar dimensions and their features. Feature values of 1 or 2 for Dimensions D1 or D2 are pre-
dictive of the loan category. Values of 3 or 4 for Dimensions D1 or D2 are predictive of the no-loan category. Use1 indicates
the financial advice decision. Use2 indicates the consultant decision. The dimensions in bold correspond to and predict the
financial advice in bold. The dimensions in italics correspond to and predict the consultant advice in italics.
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Procedure. The participants were told that the experiment ex-
amined how people learn to classify items and then use that infor-
mation to make decisions related to the category. They were in-
structed to imagine that they were junior bank loan executives
learning how to classify loan applications into those that would re-
ceive business expansion loans and those that would not. Classifi-
cation would be based on the information in the company’s loan ap-
plication form. After classifying the loan application, they would
then use the information in the application to determine what finan-
cial advice to give the applicant. For companies that received a loan,
the advice referred to how the loan money was to be spent (expand
the line of merchandise or product development). For companies that
did not receive a loan, the advice referred to how the company could
generate revenue (sell some stock or focus on specialized market).
Following the financial advice decision, they would then use the in-
formation in the application to determine which consultant would
further process the loan. As with financial advice, the consultant de-
cision consisted of four choices (two for each superordinate cate-
gory) predicted by the variables in the loan application. Two of the
choices were appropriate for applications receiving a loan (Smith or
Ward), and two choices were appropriate for applications that did
not receive a loan (Jones or Brown).

A sheet with the loan categories (loan/no-loan) and the correspond-
ing financial advice and consultant decisions was visible throughout
the experiment. The participants were given an example of the loan
application form with Xs replacing the features for the four dimen-
sions. Their attention was then directed to those dimensions, and
they were told that they would use the information contained in those
dimensions to make the loan, financial advice, and consultant deci-
sions.

On each study trial, the participants received a loan application
form containing values on the four dimensions and made three re-
sponses. First, they classified the item (received a loan/did not re-
ceive a loan). Second, using the correct category, the participants
then responded with one of the financial advice decisions. Finally,
the participants responded with one of the consultant decisions. Fol-
lowing each response, the experimenter provided feedback about the
correctness of each classification. The participants were given as
much time as they wished to study the application before the next ex-
emplar was presented.

Each block consisted of the random presentation of 16 applica-
tions (8 loan and 8 no-loan). Consequently, it took 2 complete blocks
for the participant to see all 32 loan applications. All the participants
engaged in learning trials until they made no more than two mis-
takes on a block (out of 48 responses) or until they had completed
12 blocks.

For the analysis of blocks taken to learn both the superordinate 3

and the subordinate category distinctions, the participants who had
not learned the loan/no-loan distinction, the financial advice, and/or
the consultant decisions were recorded as having learned them by
the 13th block. This was done as a conservative estimate of the next
block at which they could have reached criterion had they been al-
lowed to continue. To examine the effects of alignability on sub-
classification learning, we averaged the number of blocks it took to

learn each use-relevant subordinate category distinction, to produce
a combined blocks-to-learn-use score. We did the same with the
number of errors before both uses were learned to produce an errors-
to-learn-use score.

Results and Discussion
If between-category alignability facilitates learning

subordinate level distinctions, learning should have been
facilitated in the alignable-use condition, because the
same dimensionspredicted subclassification in both hier-
archies. Earlier research had shown an advantage for this
conditionwhen it was confoundedwith fewer attended di-
mensions. Would we still see facilitated learning in the
alignable-useconditionwhen the conditionswere equated
on the number of attended dimensions?

The distributionsof scores were positivelyskewed, so log
transformationswere performed.There was also significant
variability introducedwithin each conditionby the counter-
balancingmanipulation.To remove this source of variance
for between-conditionanalyses, the log-transformed scores
in the two counterbalancings within each condition were
adjusted to have the same mean as the overall condition
mean. This adjustment reduced the variabilitywithin each
condition without affecting the condition means. Back-
transformed means and standarddeviationswill be reported.

When the dimensions predictive of use-relevant sub-
classifications within a hierarchy were alignable between
hierarchies, learning was facilitated. As can be seen in Ta-
ble 2, the participantsin the alignable-useconditionlearned
the use-relevant subcategories for each hierarchy in fewer
blocks and with fewer errors than did participants in the
nonalignable-usecondition [t(46) 5 2.67, p , .01; t(46) 5
2.12, p , .05]. So, even when the number of attended di-
mensionswas equated, the alignable-useconditionshowed
an advantage in learning.

This learning advantage also held for each individual
subclassification. The participants in the alignable-use
condition learned the financial advice decisions in fewer
blocks (5.9 vs. 8.7) and made fewer errors (28.3 vs. 44.8)
than did those in the nonalignable-usecondition [t(46) 5
2.77, p , .01; t(46) 5 2.38, p , .05]. The same was true
when the consultant decisions were learned [alignable,
blocks 5 5.2, errors 5 26.8; nonalignable, blocks 5 8.0,
errors 5 42.5; t(46)5 2.54,p , .05; t(46)5 1.90,p 5 .06].4

To summarize, between-category consistencies in the
dimensions predictive of subclassification within a cate-
gory facilitated the learning of multiple, use-relevant clas-

Table 2
Experiment 1: The Effects of Alignable Uses on Learning Multiple Classification Systems

Use Blocks Use Errors Loan Blocks Loan Errors

Align Nonalign Align Nonalign Align Nonalign Align Nonalign

M 5.7 8.3 29.5 45.0 3.1 4.2 8.3 11.2
SD 3.1 3.7 21.8 29.9 2.4 3.0 10.4 14.7

Note—Align indicates the scores for the alignable-use condition. Nonalign indicates the scores for the
nonalignable-usecondition.Use Blocks/Errors indicate the mean number of blocks/errors to learn both the fi-
nancial advice and consultant decisions (averaged across both uses). Loan Blocks/Errors indicate the mean
number of blocks/errors to learn the loan/no-loan decision.
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sification systems. Even when the number of dimensions
needed for subclassification was held constant between
conditions, we still saw alignability effects on learning.
When the dimensionsimportant for subclassificationwere
alignablebetween superordinates, learning was enhanced.

Experiment 1 controlled variables left to vary in other
studies in which the effect of alignment on classification
learningwas examined.As in Sifonis and Ross (1999), the
present experiment eliminated differences between con-
ditions in the category representations. Most important, it
separated alignabilityfrom the number of dimensions im-
portant for making distinctionswithin a category. Demon-
strating alignability effects while controlling for differ-
ences between conditions in the category representations
and the number of attended dimensions suggests that such
effects do not appear to be solely an artifact of the exper-
imental designs used to study them.

Even though the alignabilityeffects observed in Exper-
iment 1 can no longer be attributed to the number of at-
tended dimensions, it is possible that such effects arose
from somethingother than the between-categoryalignabil-
ity of the dimensions predictive of subclassification. An
alternative explanation is that the alignable-use condition
required the learning of functions that were less complex
than those in the nonalignable-use condition.5 There are
different ways in which one can think about the complex-
ity of the functions in Experiment 1. One possibility is to
consider it at the level of the mapping between features
(e.g., sales: wholesale) and the particular use values (e.g.,
financial advice: product development). The number of
mappings between feature and use values was the same
for each condition (eight). In addition, the difficulty of
classification at the superordinate level (loan/no-loan)
was exactly the same for the two conditions. So, if people
were simply learning the mappings between features and
use values, there was no difference in complexity.

Another possibility, however, is to consider complexity
in terms of how dimensions, not features, related to uses.
In the alignable-use condition, the association between a
dimension and its use remained the same in both category
systems, whereas in the nonalignable-use condition, the
associationbetween dimension and use changed as a func-
tion of superordinate category membership. Thus, by this
view of complexity, the alignable-use condition was less
complex. Even though the number of dimensions needed
for category use was held constant between conditions, the
manner in which those dimensionswere used between cat-
egory systems varied by condition. The complexity argu-
ment maintains that this difference required that something
additionalbe learned in the nonalignable-usecondition,so
learning was more difficult.

It is difficult to separate this type of complexity argu-
ment from the alignability argument, because the differ-
ence in the relation between the dimensions and the uses
is both a complexity and an alignability difference. The
important point about the complexity argument is that it
does not view any particular complexity as critical, just
that overall complexitywill determine learning. In contrast,

the alignability account claims that overall complexity is
not the primary determinantof ease of learningbut, rather,
that one type of complexity, alignability, is especially im-
portant. In other words, the argument is one of how com-
plexity relates to psychologicalcomplexity.The complex-
ity view is that psychologicalcomplexity(e.g., as measured
by difficulty in learning) is a function of overall objective
complexity. The alignability view is that some types of
complexity—in particular, alignability—are especially in-
fluential. We do not dispute that, keeping everything else
constant, variations in alignabilitywill lead to differences
in complexity. We believe that between-category consis-
tencies in how dimensions are used are a component of
what it means for categories or classification systems to
be alignable.Our claim is that the large differences in learn-
ing in Experiment 1 were due to this relatively subtle dif-
ference in a particular complexity, alignability. Despite
the fact that alignability is usually confounded with over-
all complexity, this does not mean that the two views are
indistinguishable.The purpose of Experiment 2 was to in-
vestigate whether overall complexity is sufficient for un-
derstanding the learning facilitation in the alignable-use
condition.

EXPERIMENT 2

Experiment 2 compared learning in a complex alignable
condition to learning in a less complex, nonalignablecon-
dition.The nonalignableconditionwas made less complex
than the alignableconditionby requiringonly half as many
category use decisions, as compared with the alignable
condition. The participants in the alignable-use condition
were treated exactly as in Experiment 1 (see the top half
of Table 3). They had to learn the loan/no-loan superordi-
nate category distinctionsand bothuse-relevantsubordinate
level distinctions. The participants in the nonalignable-
use condition learned only a subset of what was required
in Experiment 1 (see the bottom half of Table 3). They had
to learn the same loan/no-loan superordinatecategory dis-
tinctionsas the participants in the alignable-usecondition.
However, they had to learn only one of the two use-relevant
subordinate leveldistinctions(e.g., financialadvice, but not
consultant).Because subclassificationin the nonalignable-
use condition was a subset of subclassification in the
alignable-use condition, the complexity was reduced rel-
ative to the alignable-use condition. The participants had
fewer distinctionsto learn at one timeand four fewer feature-
to-use mappings to establish. Note that the conditions
remained equivalent in terms of the category representa-
tions and the number of dimensions needed to make use-
relevant distinctionswithin each category. The conditions
differed only in the alignabilityof the dimensions predic-
tive of category use and the complexity of the learning
task.

Although one can argue about how to equate complex-
ity of alignability with the complexity of feature–value
mappings, our approach was to make the nonalignable-
use condition less complex in terms of the feature–value
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mappings (four instead of eight), as can be seen from a
comparisonof the two conditionsin Table 3. If overall com-
plexity was the reason behind the results of Experiment 1,
one would expect facilitated learning in the less complex,
nonalignable condition of Experiment 2. The participants
should learn to make use-relevant category distinctions in
fewer blocks and with fewer errors in the nonalignable-
use condition than in the alignable-usecondition. If, how-
ever, differences between conditions in alignability pro-
duced the results in Experiment 1, even this large reduction
of objectivecomplexity in the nonalignable-usecondition,
relative to that in the alignable-use condition, might not
be enough to overcome the alignabilitydifferences. Thus,
even with only one use to learn (and far fewer mappings),
the participants in the nonalignable-use condition might
not learn the classification systems in fewer blocks or

make fewer errors than the participants in the alignable-
use condition.

Method
Participants. The participants consisted of 64 Oakland Univer-

sity students, who participated as volunteers or for experimental
credit. The data from 8 participants were excluded because they failed
to learn the classification distinction (loan/no-loan) within 16 blocks
or because time ran out before they were able to finish all the learn-
ing blocks.6 The data from the remaining 56 participants were ana-
lyzed. The sessions lasted from 1 h to 1 h and 50 min.

Materials and Design . The study materials were the same as
those in Experiment 1. The design was similar to that used in Ex-
periment 1 (see Table 3). Complexity was manipulated in terms of
the number of category use decisions the participants needed to learn
in each condition. In the alignable-use condition, the participants
had to learn both the financial advice and the consultant decisions.
In design, the alignable-use condition of the present experiment was

Table 3
Experiment 2: Design

Loan Category Exemplars No-Loan Category Exemplars

Item D1 D2 D3 D4 Use1 Use2 D1 D2 D3 D4 Use1 Use2

Exemplars for the Alignable-Use Condition
1 1 1 1 4 1 1 3 3 1 4 3 3
2 1 2 2 3 1 2 3 4 2 3 3 4
3 1 1 3 2 1 1 3 3 3 2 3 3
4 1 2 4 1 1 2 3 4 4 1 3 4
5 1 1 2 3 1 1 3 3 2 3 3 3
6 1 2 3 2 1 2 3 4 3 2 3 4
7 1 1 4 1 1 1 3 3 4 1 3 3
8 1 2 1 4 1 2 3 4 1 4 3 4
9 2 1 3 2 2 1 4 3 3 2 4 3

10 2 2 4 1 2 2 4 4 4 1 4 4
11 2 1 1 4 2 1 4 3 1 4 4 3
12 2 2 2 3 2 2 4 4 2 3 4 4
13 2 1 4 1 2 1 4 3 4 1 4 3
14 2 2 1 4 2 2 4 4 1 4 4 4
15 2 1 2 3 2 1 4 3 2 3 4 3
16 2 2 3 2 2 2 4 4 3 2 4 4

Exemplars for the Nonalignable-Use Condition
D1 D2 D3 D4 Use D1 D2 D3 D4 Use

1 1 1 1 4 1 3 3 1 4 3
2 1 2 2 3 1 3 4 2 3 4
3 1 1 3 2 1 3 3 3 2 3
4 1 2 4 1 1 3 4 4 1 4
5 1 1 2 3 1 3 3 2 3 3
6 1 2 3 2 1 3 4 3 2 4
7 1 1 4 1 1 3 3 4 1 3
8 1 2 1 4 1 3 4 1 4 4
9 2 1 3 2 2 4 3 3 2 3

10 2 2 4 1 2 4 4 4 1 4
11 2 1 1 4 2 4 3 1 4 3
12 2 2 2 3 2 4 4 2 3 4
13 2 1 4 1 2 4 3 4 1 3
14 2 2 1 4 2 4 4 1 4 4
15 2 1 2 3 2 4 3 2 3 3
16 2 2 3 2 2 4 4 3 2 4

Note—D1–D4 indicate exemplar dimensions and their features. Feature values of 1 or 2 for Dimension D1 or D2 are predic-
tive of the loan category. Values of 3 or 4 for Dimensions D1 or D2 are predictive of the no-loan category. For the alignable-
use condition, Use1 indicates the financial advice decision, and Use2 indicates the consultant decision. For the nonalignable-
use condition, Use indicates either the financial advice or the consultant decision. The dimensions in bold correspond to and
predict the financial advice in bold. For the alignable-use condition, the dimensions in italics correspond to and predict the
consultant advice in italics.
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identical to the alignable-use condition of Experiment 1. As in Ex-
periment 1, category use decisions were alignable between cate-
gories, in that the same dimensions predicted the same use in both
superordinate categories.

Complexity was reduced in the nonalignable-use condition, relative
to the alignable-use condition, by having the participants learn only one
category use decision. Half the participants in the nonalignable-use
condition learned the financial advice decision, whereas the other half
learned the consultant decision. Category use decisions were non-
alignable between categories, in that different dimensions predicted
category use within each superordinate. The design of the present
experiment was such that the number of dimensions needing atten-
tion in order to learn the use of both categories remained the same
between conditions.

Procedure. The procedure for the alignable-use condition was
identical to that used in Experiment 1, except that the criterion for
completion was extended to 16 blocks. The procedures for the par-
ticipants in the nonalignable-use condition were similar to those for
the participants in the alignable-use condition, with the exception
that the participants learned only one of the two category use deci-
sions. The nonalignable-use condition study criterion was no more
than one mistake on a block (out of 32 total responses) or comple-
tion of 16 blocks. When the participants in either condition failed to
learn the correct use(s) of the category by the 16th block, they were
counted as having learned by the 17th block for analysis purposes.
This was done as a conservative estimate of the next block at which
they could have reached criterion had they been allowed to continue.

As in Experiment 1, we averaged the number of blocks and errors
it took to learn each use in the alignable-use condition. For the par-
ticipants in the nonalignable-use condition, there was only the one
use (either the financial advice or the consultant decision).

Results and Discussion
The critical issue is determining whether the alignability

effects exhibited in Experiment 1 resulted from between-
category consistencies in structure predictive of category
use or were due to reduced complexity in the alignable-
use condition. Because the nonalignable-use condition
was less complex than the alignable-use condition in the
present experiment, a complexity view would predict that
learning use-relevant distinctions within each category
system should be facilitated, as compared with learning
in the alignable-usecondition.As in Experiment 1, transfor-
mations were necessary to correct for negatively skewed
distributionsand variability introduced by the counterbal-
ancing manipulation. Back-transformed means and stan-
dard deviations will be reported.

Learning to make use-relevantdistinctionsin a less com-
plex, nonalignable-useconditionwas not facilitated relative
to that seen in a more complex, alignable-use condition.
There were no significant differences between conditions

with respect to either blocks to learn subclassification
within both hierarchies [t(54) , 1, n.s.] or errors made dur-
ing learning [t(54) , 1, n.s.; see Table 4].7 Even though
the participants in the alignable-use condition had to learn
more than the participantsin the nonalignable-usecondition,
the means indicate a nonsignificant advantage for learn-
ing in the alignable-use condition on all variables.

Although it is always difficult to interpret null results,
the trends in the category learning means suggest that it is
unlikely that the alignability effects seen in Experiment 1
were due to reduced complexity in the alignable-use con-
dition. In the present experiment, the participants in the
alignable-use condition had to overcome a strong disad-
vantage in complexity, as compared with the participants
in the nonalignable-use condition, yet they performed
equivalently. Effect size estimates of the differences be-
tween conditions (.27 for blocks, .12 for errors; Cohen,
1988) and the superior performance in the alignable case
suggest that overall complexity is not the main determi-
nant of performance difficulty.

GENERAL DISCUSSION

Experiments 1 and 2 demonstrated the importance of
between-category structural regularities in category use
for the learning of multiple, use-relevant category hierar-
chies. Experiment 1 showed that between-category consis-
tencies in the dimensions predictive of subclassification
facilitate the learningof multiplecategoryhierarchies. This
facilitation was not due to differences between conditions
in the category representations learned by participants or
in the amount of information needed for subclassification
in the hierarchies. Because we divorced alignability from
the number of dimensions needed to use category knowl-
edge in Experiment 1, the only difference between condi-
tions lay in the structural regularities important for the use
of the categories.When the valuespredictinguse-relevant,
subordinate level distinctions within a category were as-
sociated with the same dimensions in both hierarchies,
learning was facilitated.

Experiment 2 demonstrated that the alignability effects
observed in Experiment 1 could not be explained by dif-
ferences between conditions in the overall complexity of
the learning task. Reducing the complexityof the relations
to be learned in a nonalignablecategory hierarchy, relative
to an alignablehierarchy, did not result in facilitated learn-
ing. In fact, rather than performing better than the partic-

Table 4
Experiment 2: The Effects of Complexity on Learning Multiple Classification Systems

Use Blocks Use Errors Loan Blocks Loan Errors

Align Nonalign Align Nonalign Align Nonalign Align Nonalign

M 7.3 8.4 44.8 49.0 4.2 5.7 15.0 25.5
SD 3.2 4.9 25.6 42.3 2.7 4.6 14.8 29.3

Note—Align indicates the scores for the alignable-use condition. Nonalign indicates the scores for the
nonalignable-use condition. Use Blocks/Errors indicate the mean number of blocks/errors to learn both the fi-
nancial advice and consultant decisions (averaged across both uses). Loan Blocks/Errors indicate the mean
number of blocks/errors to learn the loan/no-loan decision.



ALIGNMENT AND MULTIPLE CATEGORY LEARNING 1157

ipants in the alignable-use condition of Experiment 2, the
participants in the less complex, nonalignable-use condi-
tion took somewhat longer and made slightly more errors
learning the category hierarchies. This is especially note-
worthy given the fewer associations they were required to
learn, relative to those in the alignable-use condition.

To summarize, when subordinateleveldistinctionswithin
category hierarchies can be made on the basis of alignable
differences between those hierarchies, learning is facili-
tated. This is true even when the representations and the
number of dimensions needed for subclassification are
held constant between conditions. Even when the overall
complexityof a nonalignablecondition is less than that of
an alignable condition,we fail to see facilitated classifica-
tion learning.

The results of Experiments 1 and 2 suggest that align-
ment effects on classification learning are not simply the
result of differences between conditions in the objective
complexityof the learning task. Rather, they reflect a com-
mitment on the part of the learner to a type of psycholog-
ical complexity—that of alignment. Part of this commit-
ment to alignment is the belief that the structure relevant
to the use of one category system will also be relevant to
the use of a comparable system. In terms of learning mul-
tiple classification hierarchies simultaneously, a commit-
ment to alignability involves the assumption that dimen-
sions important for making use-relevant distinctions
within one hierarchy will also be important for making the
same types of distinctions within the other hierarchy. In
the present study, the similarity of the category represen-
tations in both hierarchies (differing only in the instantia-
tion of shared dimensions) and the uses to which they
were applied probably encouraged such an assumption.
When this assumption is warranted, as it is in the alignable-
use condition, learning is facilitated over situations in
which the assumptionis not justified(as in the nonalignable-
use condition).

Learning Multiple Classification Systems
Examining the learning of multiple classification sys-

tems has both provided a better understanding of how
multiple categories are learned together and extended our
understanding of structural alignment in category learn-
ing. More specifically, the present study suggests that the
commitment to alignability is not confined to classifica-
tion distinctionsmade within a single superordinate. It ex-
tends to whole systems of relations, such as those acquired
when learning multiple, use-relevant category hierarchies.

Prior to the present study, research in which alignment
effects on classification learning was examined restricted
its focus to the effect of between-categoryconsistenciesand
inconsistencies in the dimensions predictive of classifica-
tion in categories sharing a superordinate. This research
demonstrated that classification predicted by alignable
differences between categories is easier to learn than clas-
sificationbasedon nonalignabledifferences (Billman,1996;
Kaplan, 2000, Experiments 2 and 3; Lassaline & Murphy,
1998;Waxmanet al., 1997).Two constructs,consistentcon-

trast and structural alignment, have been used to explain
this alignment effect in classification learning.

Consistentcontrast refers to a principleof category learn-
ing in which people are biased to learn sets of categories
that contrast in the same way across the categories (Bill-
man, 1996). In such categories, the same dimensions dis-
tinguish between categories within the same contrast set
(mutually exclusive categories within a superordinate).
Because the principle of consistent contrast is restricted to
categories sharing a superordinate,whether or not the same
dimension can be used for subclassification in multiple
classification systems shouldnot affect learning (Billman,
1996). Demonstrating that the learning of multiple classi-
fication systems is affected by between-category similar-
ities in category structures suggests that the degree to
which consistent contrast explains classification learning
needs to be examined further. For example, the results of
the present study can be explained by consistent contrast
if both the loan and the no-loan categories are considered
subordinatesof the superordinatecategory companies ap-
plying for a loan. An interesting avenue for future research
would be to determine the level in a hierarchy at which cat-
egories need to share a common superordinate in order for
consistent contrast to apply.

In comparison, the principleof structural alignment the-
ory is such that it can easily be applied to predict and ex-
plain the formation of multiple classification systems. A
structural alignment account of classification learning as-
sumes that, during learning, category representations are
compared in order to identify the elements of category
structure important for distinguishing between category
members. Part of this process involves alignment of the
representations to find the maximal structurally consistent
match between them (Gentner, 1983). If the representa-
tions being compared share much of their structure, the
principle of structural alignment causes the learner to
infer that the structure important for the use of one repre-
sentation will be so for the other representation as well.
This is true whether one is classifying category members
into categories sharing a superordinate or learning multi-
ple, use-relevant classification hierarchies.8

The present study demonstrated that multiple classifi-
cation hierarchies are not learned independentlyfrom each
other. Learning was facilitated when the structure impor-
tant for subclassification within one hierarchy was also
important for subclassification within the other. If a prin-
ciple such as structural alignment is operating during clas-
sification learning, it can be suggested that we must ex-
tend the scope of the commitment to alignabilityto include
whole systems of relations, such as those acquired when
learning multiple, use-relevant category hierarchies.

Learning the Use of Multiple Categories
The results of the present study also inform us about the

manner in which people learn to use multiple categories
simultaneously. Ample evidence suggests that there is a
close relationship between category use and classifica-
tion. The use of category knowledgehas been shown to re-
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sult in use-relevant subdivisions of domain knowledge
(Boster & Johnson, 1989;Medin et al., 1997;Ross & Mur-
phy, 1999). Category use has also been shown to affect
classificationperformance (Ross, 1996,1997, 1999,2000).

In the category use literature, a feature prediction para-
digm, such as that used in the present study, has frequently
been employed to examine the effects of category use on
category representation.These studies have demonstrated
that the features important for satisfying category goals
(use-relevant features) become more central to category
representation. These features are generated more fre-
quently in listing tasks, are judged to have occurred more
frequently, and support more accurate classification than
do features not important for the use of the category (Ross,
1996, 1997). Importantly, these category use effects have
also been demonstrated in tasks that do not involve feature
prediction (Ross, 1999). This suggests that the results of
the present study might very well apply to situations in
which people are required to learn the use of two categories
simultaneously. If so, between-category structural regu-
larities in the use of category knowledgewill be important
when learning to use multiple categories simultaneously.
The implication is the same as that with classification
learning: Learning to apply category knowledge is not an
entirely within-categoryphenomenon.When learning the
use of multiple categories simultaneously, we attend to
between-category structural regularities in the use of cat-
egory knowledge. When the same structural regularities
are important for the use of similar contrastingcategories,
learning is facilitatedover situationsin which the structure
important for category use differs between categories.

CONCLUSION

These experiments demonstrate the importance of
between-category structural regularities in learning to
make use-relevantdistinctionswithinmultipleclassification
systems. Because between-category consistencies in the
use of category knowledge affect classification learning,
it can be suggested that multiple classification systems are
not learned independentlyof one another. The present ex-
periments also demonstrate that the objective complexity
of the learning task is not the sole explanation for the ef-
fects of such consistencies on classification learning.
Rather, the results appear to reflect assumptionsabout the
psychological complexity of the learning task. Specifi-
cally, they reflect the assumption that the category struc-
ture relevant for the use of one category system will also
be relevant for the use of a similar system being learned at
the same time.
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NOTES

1. It is important to state that even though we are studying the forma-
tion of use-relevant category hierarchies, we are not making any claims
as to the manner in which use-relevant category hierarchies are learned,
as compared with taxonomic hierarchies. Examining the role of con-
trastive information in learning use-relevant hierarchies will extend our
knowledge of the subject. Whether or not taxonomic category hierar-
chies are learned in the same fashion will not be addressed in the pres-
ent paper.

2. Even though Sifonis and Ross’s (1999) study was designed to ex-
amine category use learning, their participants could be said to be learn-
ing multiple classification hierarchies. Deciding which of two types of
financial advice to provide an applicant can be viewed as a classification
task in which the loan/no-loan categorization is further divided into one
of two subcategories (Anderson, 1991). For each category, one subcate-
gory receives one type of financial advice, with the other receiving the
other type of advice. Even though there is some evidence suggesting that
the manner in which a task is presented (e.g., as either classification or
feature prediction) affects task performance (Yamauchi & Markman,
2000), it is possible for participants to view the prediction as a subclas-
sification. To facilitate discussion of the issues in the present study, we
will continue to refer to Sifonis and Ross’s study as one examining sub-
classification, rather than category use.

3. The focus of the present study is on the effects of alignability in the
dimensions predictive of subordinate level distinctionson the learning of
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multiple classif ication systems. Although we will report the means for
classification learning, we will not discuss alignability effects on learn-
ing these distinctions in the present paper. We will present statistics in the
notes, for interested readers.

4. There were no significant alignability effects on learning the su-
perordinate level distinctions in either the number of blocks needed to
learn the classification [t(46) 5 1.40, n.s.] or the number of errors made
during learning [t(46) 5 0.86, n.s.].

5. We would like to thank an anonymousreviewer for this explanation
of the results.

6. The participants for Experiment 2 were drawn from a different pool
than those from Experiment 1. Pretesting indicated that the number of
blocks to reach criterion would have to be increased to allow the partic-
ipants from this pool time enough to learn the classification hierarchies.

7. There were no significant alignability effects on learning the su-
perordinate level distinctions in either the number of blocks needed to
learn the classification [t(54) 5 0.89, n.s.] or the number of errors made
during learning [t(54) 5 0.86, n.s.].

8. Structural alignment theory does not specifically predict whether or
not multiple classification systems will be learned independently.How-
ever, if comparisons are made between systems during learning, struc-
tural alignment theory allows for structural consistencies and inconsis-
tencies between systems to affect learning.

(Manuscript received September 30, 1999;
revision accepted for publication July 11, 2002.)
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