
People judge variety in a wide range of everyday tasks. 
We judge the variety of products on a store shelf, racial 
diversity in our workplace, and restaurant fare in our com-
munity. Psychological scientists have found that people 
exhibit preferences for certain levels of variety (Berlyne, 
1960; Munsinger, 1966; Munsinger & Kessen, 1966), and 
marketing researchers have found that perceived variety 
has a strong effect on decisions of where to shop (e.g., 
Baumol & Ide, 1956; Broniarczyk, Hoyer, & McAlister, 
1998; Hoch, Bradlow, & Wansink, 1999). As well, nonhu-
man animals are sensitive to variability when they forage 
for food (Caraco, 1981; Caraco, Martindale, & Whittam, 
1980) or choose mates (McGregor, Krebs, & Perrins, 
1981; Searcy, 1984). Yet, despite the clear importance 
of variability discrimination to adaptive behavior, only 
recently have researchers begun to explore how we and 
other species make such discriminations.

Improving our understanding of variability discrimina-
tion may change people’s behavior. A grocer who knows 
that customers’ shopping preferences are affected by 
perceived variety can organize store shelves or choose 
particular flavor combinations to increase the apparent 
variety of merchandise. The director of an art museum 
has multiple dimensions of variability to manage (e.g., 
artist, style, color, and type) and might choose the works 
to display and their spatial organization in order to maxi-
mize perceived variety and thereby avoid ennui in patrons. 

Given that overeating is more likely with greater variety in 
food choice (Kahn & Wansink, 2004), a school cafeteria 
might opt to increase the variety of fruit and vegetable 
options and to reduce the variety of dessert options. Per-
ceived variability may also underlie judgments of creative 
behavior (e.g., paintings, music, or fashion), pleasantness, 
and relevance (highly variable stimuli contain more in-
formation). For example, judgments of creativity may be 
highest for moderate degrees of variability, and the opti-
mal level of variability may increase as a function of ex-
perience (cf. Munsinger & Kessen, 1966).

Historically, psychological scientists have focused on a 
species’ ability to filter out variability in both stimuli and 
responses. The goal of learning was believed to be the iso-
lation of environmental regularities (variability is noise) 
and the production of consistently reinforced behavior. 
Some theorists, however, have emphasized the impor-
tance of both recognizing and producing variability. For 
example, Skinner (e.g., 1981) stressed the involvement of 
response variability in selection by consequences. Other 
theorists (Ashby & Gott, 1988; Fried & Holyoak, 1984) 
have stressed the importance of perceived variability to 
optimal categorization.

In a recent review, Neuringer (2004) examined the 
production of variability; this work focused on the actor. 
Our own line of research has examined the observer’s dis-
crimination of variability, variability that may be inher-
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ent in the environment or produced by other organisms. 
Successfully determining the amount of variability in a 
set of stimuli (including, potentially, observed behavior) 
can improve an organism’s foraging, categorization, judg-
ments of creativity, and decision making. Interestingly, the 
ability to discriminate variability is present in species as 
diverse as pigeons, baboons, and people (for a review, see 
Wasserman, Young, & Cook, 2004).

Our discrimination tasks require organisms to extract a 
statistical property, variability, from collections of items 
that differ along one or more categorical or continuous 
dimensions and to actively ignore other stimulus attri-
butes, such as average size, color, and shape. Recent work 
by Ariely (2001) and Chong and Treisman (2003, 2005) 
required humans to extract a different statistical property, 
average, from collections of circles that varied in size. 
Subjects judged the average size of simultaneously pre-
sented 4- to 16-item collections of circles. These collec-
tions varied in the average size of the circles in the display 
and the variability of those sizes. Subjects could rapidly 
estimate the average size of the circles in a display, but 
their behavior was systematically biased by the vari-
ability of sizes (more variability produced less accurate 
judgments of the average). These results document the 
ability of humans to rapidly assess a statistical property, 
average, of a collection of items that vary along a single 
continuous dimension (size) while actively ignoring an-
other property, variability (see Parkes, Lund, Angelucci, 
Solomon, & Morgan, 2001, for an analogous effect).

Figure 1 shows two examples of typical displays used 
in the research of Young, Wasserman, and colleagues. 
These displays exhibit the minimal and maximal degrees 
of variability that are possible in collections of 16 items. 
Not only do pigeons, baboons, and people all respond dis-
criminatively to these two endpoints of the variability di-
mension (i.e., they learn to choose one response for same 
arrays and a second response for different arrays), but also 
their responding to intermediate values of variability is a 
monotonic function of display variety.

Young and Wasserman (1997) found that the informa-
tion theoretic measure of categorical variability, entropy, 
nicely captures the functional relationship between stimu-
lus variability and discriminative responding. To quan-
tify entropy (measured as bits of information required for 
minimal coding), Shannon and Weaver (1949) used the 
following equation:

 H A p pa a
a A

log ,2  (1)

where H(A) is the entropy of categorical variable A, a is 
a category of A, and pa is the proportion of observed val-
ues within that category. When a display has 16 identical 
icons, there is only one category (the single icon) with 
a probability of occurrence of 1.0. Because log2(1.0)  
0.0, the entropy of a same display is 0.0. A different dis-
play consists of one occurrence of each of 16 icons (i.e., 
16 shape categories), yielding an entropy of .0625  
log2(.0625)  16, or 4.0. Displays with intermediate de-
grees of variability have intermediate levels of entropy.

Although entropy provided an excellent first fit of pi-
geons’ discriminative performance, a modulating effect 
of item location was discovered in a later study involv-
ing a positional variant of entropy (Wasserman, Young, 
& Nolan, 2000). When identical items were clustered to-
gether (left side of Figure 2), pigeons were slightly more 
likely to choose the same report option than when identical 
items were more widely distributed (right side of Figure 2). 
Wasserman et al. (2000) proposed a measure of positional 
entropy, in which individual entropy scores were calcu-
lated for all possible contiguous subsets (e.g., all nine pos-
sible groups of contiguous items in a 2  2 arrangement) 
and later averaged. This positional variant of entropy ac-
counted for the effect of the organization of same and dif-
ferent items in mixtures like those shown in Figure 2.

In more recent work, Young and Ellefson (2003) found 
that the degree of difference is important to discrimina-
tion performance, not just whether two items are identi-
cal or nonidentical. In nearly every published study, the 

Figure 1. Examples of the 16-icon arrays used during training in many of the studies by Young, 
Wasserman, and colleagues. These arrays consisted of 16 icons chosen from a set of 24 to create same 
and different arrays with these 16 chosen icons randomly located in a 5  5 grid.

Same Different
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multiple-stimulus displays have involved variability in 
shape (brightness and approximate size have been held 
constant). Young and Ellefson used displays in which the 
items varied in shape and color (the same set of shapes 
shown in Figure 1, but involving a palette of 20 distinct 
colors). After receiving training that required discrimi-
native responding to same and different arrays, college 
student subjects were tested with displays in which 
one of the dimensions was held constant (e.g., a color- 
constant display would involve 16 different items of the 
same color). Although people could be trained to largely 
ignore variability in a dimension such as color or shape 
(Experiment 2 of that study), reaction times (RTs) con-
tinued to be affected by variability in the irrelevant di-
mension, thus implicating multidimensional similarity in 
variability discrimination.

These effects of similarity on discrimination perfor-
mance pose problems for the original entropy account. 
Entropy, as calculated by Equation 1, requires that items 
are either in the same category or not; there is no provision 
for degree of category membership.

A NEW THEORETICAL ACCOUNT: 
FINDING DIFFERENCES

Although we could have continued to search for other 
possible extensions of entropy (e.g., by positing a multi-
dimensional, positional entropy), we opted to approach 
the problem from an altogether different perspective. Per-
haps visual variability discrimination leverages stimulus 
information that has proven to be useful in performing 
other discrimination tasks. Rather than proposing a new 
mechanism that is dedicated specifically to detecting vari-
ability, we considered the possibility that a redescription 
of the stimulus that has been used in the service of another 
common task, visual search, might provide the foundation 
for variability discrimination.

In a typical visual search task, a rich array of items is 
presented: One item is the target of the search, and the 
rest are distractors. For example, the subject might receive 
instructions to find a T among Ls or to find a red X among 
red Os and blue Xs (e.g., Treisman & Gelade, 1980). The 
similarity of the target to the distractors strongly affects 
the efficiency of the search: The more similar the target 
is to the distractors, the harder it is to find (Duncan & 
Humphreys, 1989).

Wolfe (1994) proposed that each item in the array is 
active to various degrees. An item’s level of activation es-
tablishes the degree to which it stands out from its neigh-
bors, thus determining the difficulty of finding it during a 
search task. In Wolfe’s model, Guided Search 2.0 (GS2), 
each item receives two sources of activation: bottom up 
and top down. Bottom-up activation is produced by the 
array items themselves; those items that are different from 
their neighbors will be more active (i.e., stand out). Top-
down activation is produced by expectations usually in-
duced by task demands or instructions. For example, if 
an observer is reinforced for finding red items or is told 
to search for a red item, color will receive extra atten-
tion; greater attention to color (a top-down influence) will 
make bottom-up color differences more salient.

In GS2 (Wolfe, 1994), the bottom-up sources of activa-
tion are captured in an activation map, which includes an 
activation score for each item in the display. Those items 
that differ from their neighbors receive greater activation 
than do those items that are similar to their neighbors. 
This redescription of the original display thereby captures 
local differences. For a visual search task, the location of 
salient differences helps to direct attention to those items 
that stand out from the background.

In our explorations of this theory, we noted that the aver-
age activation in GS2’s activation map provides a plausible 
index of the degree of variability in a collection of visual 
items. If the map contains many highly active items, the 

Figure 2. Examples of the clustered displays (identical items clustered together) and distributed 
displays (identical items widely distributed) used in Wasserman, Young, and Nolan (2000). These 
arrays involved eight identical items and eight different items.

Organized Disorganized 
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display must comprise items that are different from their 
neighbors (i.e., it involves high variability). On the other 
hand, if the map contains few active items, the display 
must comprise items that are very similar to their neigh-
bors (i.e., it involves low variability). We were attracted to 
the parsimony of using Wolfe’s (1994) activation map for 
both visual search (where the particular locations of differ-
ences are important) and variability discrimination (where 
only the average level of activation is important). No ad-
ditional entropy detection mechanism need be posited, 
and the broader applicability of GS2 is  established—an 
important step toward theoretical parsimony.

This approach has three other potential benefits as a 
theoretical account of performance in visual variability 
discrimination tasks. First, Wolfe’s (1994) activation map 
computes activation on the basis of local differences, thus 
providing a possible account of the effect of organization 
on variability discrimination (see Figure 2). Second, the 
similarity of an item to its neighbors is computed in pro-
ducing the map, thereby providing a mechanism for the 
degree of similarity to affect discrimination performance. 
Third, the role of top-down processes in GS2 allows the 
modeling of differential dimensional salience to be pro-
duced by perceptual or task demands (e.g., if subjects 
were reinforced for responding to color variability, but not 
to shape variability, differences in color should be empha-
sized, thereby producing the greatest activation for those 
items that differ in color from their neighbors; Young & 
Ellefson, 2003).

Given the promise of GS2’s activation map as a basis for 
variability discrimination, we have developed a new model 
that can capture these functional relationships. Here, we 
explore whether the model can account for variability dis-
crimination performance in pigeons and people, and we 
compare this finding differences model with the positional 
entropy model offered by Wasserman et al. (2000).

Finding Differences Model
The activation maps used in our simulations were either 

4  4 or 5  5 matrices, each value of which represented 
the activation (i.e., differentness) of a particular item in 
the original display. The activation map represents a com-
putational redescription of the display that provides sig-
nificant utility for modeling the functional relationships 
between the properties of the stimulus and the behavior 
of the observer.

The activation of an item is a function of two fac-
tors: (1) the degree of difference between it and each of 
its neighbors and (2) the distance between it and each of 
its neighbors. Wolfe (1994) posited that nearby differ-
ences should be more influential than distal differences. 
We agree. He incorporated this hypothesis by computing 
an item’s activation as a function of feature differences 
between it and its “neighbors,” where the neighborhood 
was prespecified (e.g., only adjacent items). Rather than 
define an item’s neighborhood as only those items that 
are adjacent to or within some prespecified distance, we 
scaled the degree of difference between items as a func-
tion of their Euclidean distance in space. Thus, we posited 
that the organism would be more influenced by nearby dif-

ferences than by distal differences and that this influence 
would be graded (as a function of Euclidean distance), 
rather than all-or-none (in the neighborhood or not). Other 
than this change, the activation map that we have used in 
the finding differences model is isomorphic to that pre-
sented by Wolfe.

To measure the degree of difference between items x 
and y, we used an extended version of the Minkowski 
power model:

 d x yi i

r

i

q r/

,  (2)

where x and y are vectors of features, d is the degree of 
difference between the vectors, and r and q are free param-
eters that determine the shape of the difference function. 
We adopted a city block metric (r  1), because our items 
were composed of separable dimensions (Shepard, 1991). 
Large values of q would accentuate large differences be-
tween array items (e.g., with a q of 1, two stimuli that dif-
fer in four dimensions would be twice as different as two 
items that differ in only two dimensions, but four times as 
different with a q of 2). In the absence of variability ex-
periments specifically identifying the best-fitting q value, 
we set q to 1 for simplicity. Thus, Equation 2 reduces to

 d x yi i
i

= −∑ .  (3)

For our tasks, the difference between array items x and y, 
was, therefore, the sum of their feature differences. In our 
simulations, we assumed that differences in size, bright-
ness, shape, or orientation each produced a difference score 
of 1.0. For example, when comparing a large, black square 
with a vertical bar with a small, black circle with a vertical 
bar (see Figure 3 for examples), the resulting difference 
score, d, is 2.0. These two stimuli thus should be judged to 
be more similar than that same large, black square with a 
vertical bar is to a small, white circle with a horizontal bar 
(difference score, d, of 4.0). Equation 3 also incorporates 
degrees of difference within each dimension (a white circle 
should be more similar to a gray than to a black circle).

To incorporate differences in salience among the dimen-
sions (due to bottom-up or top-down influences) requires 
a small modification of Equation 3 (Nosofsky, 1986):

 d s x yi i i
i

,  (4)

in which si is the salience of dimension i. Differences in 
salience may be due to the prior reinforcement contingen-
cies, the perceptual abilities of the observer, or the instruc-
tions provided to the observer (in human studies).

When these difference scores are aggregated for an item 
and scaled by the Euclidean distance between the item and 
its neighbors, we get the activation score for a particular 
item, x, in the display:

 a e s x yx
c l l

i i i
iy N

x y

x

dist ,
,  (5)

where lx and ly represent the spatial locations of items x 
and y, dist(lx, ly) represents the Euclidean distance between 
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these locations (i.e., the square root of the sum squared 
positional differences along the vertical and horizontal 
axes), c represents the effect of spatial distance (a large 
c value produces less influence of distant neighbors; see 
Figure 4 for an example), Nx represents the neighborhood 
of x (in our simulations, the neighborhood incorporated 
every item in the display other than x), and ax represents 
the activation of item x in the display.

After the original display was redescribed as an activa-
tion map (see Figure 5 for an illustrative stimulus array 
and its corresponding activation map), we simply aver-
aged across the ax values in the map to produce an ag-
gregate measure (a ) of differences present in the array 
(note that in arrays comprising fewer items, these items 
will have fewer neighbors and, thus, generate lower activa-

tions). This measure could then be mapped to a response 
through the reinforcement contingencies of the task. This 
measure functions as the predictor of performance.

Finally, the probability that an observer judges the dis-
play to be different is given by

 P R u
e

l
m a b

different
1

,  (6)

in which m and b are free parameters that determine the 
sharpness of the response function and the point of subjec-
tive equality, respectively, and l and u alter the asymptotes 
of the sigmoid (l is the lower asymptote, and u is the upper 
asymptote minus l). This same equation will be used later 
to map positional entropy to the probability of a response, 
so it is not a distinctive feature of the new model. We 
needed the four-parameter version of the logistic primar-
ily to capture response biases in the pigeon data.

It should be noted that ours is not the first model that 
has tried to account for the effects of mixture, organiza-
tion, and similarity in a variability discrimination task. 
Hoch et al. (1999) examined people’s judgments of prod-
uct variety on store shelves and offered a model that bears 
a family resemblance to the finding differences model. 
Their approach was quite different from ours, however, 
since it used a model with many more free parameters 
to empirically determine (1) the shape of the generaliza-
tion function, (2) the class of functions that might model 
the effect of spatial distance, and (3) the utility of assum-
ing uniform or varied saliences across dimensions. Given 
the limited data from their single study, Hoch et al. could 
make only broad conclusions concerning these functional 
relationships. Our preference was to base many of our 
modeling decisions on prior research, thus opting for a 
city block distance metric, exponential effects of spatial 
distance, and varied dimensional salience (Hoch et al., 
1999; Nosofsky, 1986). Furthermore, Hoch et al. used a 
dichotomous measure of spatial distance (contiguous vs. 

Figure 3. Examples of the same and different displays used in Young, Castro, and Wasserman 
(2002). These arrays involved up to 16 possible items created from all possible combinations of two 
levels of brightness, size, orientation, and shape (2  2  2  2  16).

Same Different 

Figure 4. The effect of spatial distance on similarity when c is 
.65. For an icon located in the center of this figure, the effect of a 
difference between it and a distant icon decreases as the distance 
between the icons increases. Distance was measured on the basis 
of row and column position. Thus, adjacent items in the same row 
or column are 1.00 unit apart, and diagonally adjacent items are 
1.40 units apart. The greatest possible distance in our 5  5 arrays 
was between items at opposite corners, 5.70 units. We used posi-
tive and negative distance values in the figure to designate left/
right and above/below.
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not), but they did acknowledge that Euclidean distances 
should be explored as an alternative. Although their model 
is not a superset of ours, their model and the finding dif-
ferences model share a number of features; each model 
could be generalized to encompass the other.

FITTING THE DATA

After a decade of conducting experiments across a 
variety of situations and species, we sought to develop 
a theoretical account that captures most, if not all, of the 
effects that we have observed on variability discrimination 
in people and pigeons. In this section, we will evaluate our 
proposed finding differences model against the seminal 
studies on variability discrimination and will compare it 
with an extant model. In comparing models, it is impor-
tant to consider two factors: (1) the fit of the model to the 
data and (2) the complexity of the model (Myung, 2000; 
Pitt, Myung, & Zhang, 2002).

The basic entropy formula contains no free parameters. 
However, in order to fit the data disclosing an influence 
of spatial organization on discrimination behavior (Was-
serman et al., 2000), a “window of attention” had to be 
introduced with two free parameters, the height and width 
of the window, to yield the positional entropy model. The 
finding differences model captures the effect of localized 
differences through the use of a single parameter, c, that 
scales the influence of distance on similarity.

The finding differences model also includes a set of 
additional free parameters for the salience of each dimen-
sion. Salience is relevant only for experiments involving 
multiple dimensions of variability, so it is not used (i.e., 
it is held constant) in most of our simulations. A new, 
multidimensional entropy formula would be needed for 
experiments involving several dimensions of variability 
and, hence, would require its own set of unspecified pa-

rameters. Equation 6 represents the mapping of the ex-
tracted variability to an actual response and is common to 
both models.

To optimally compare the complexity of two models, 
it would be necessary not only to compare the number of 
free parameters, but also to compare the complexity of the 
functions that each parameter could generate (e.g., their 
minimum description length, or MDL; Myung, 2000). 
Our simulations, however, clearly revealed numerous situ-
ations in which the positional entropy model was simply 
unable to account for performance by people and pigeons. 
Rather than complicating the presentation by providing 
specious comparisons of the two models, we will present 
only the results of our fits of the finding differences model 
to demonstrate both its strengths and its weaknesses. De-
tailed results of likelihood ratio analyses comparing the 
two models are available from the first author.

In the present examination of the utility of the finding 
differences model, we will focus on fitting the model to a 
series of data sets obtained in several separate studies of 
variability discrimination by pigeons and people, as well 
as to new data sets presented here. Six results will be ex-
amined: (1) As display variability increases, pigeons and 
people are more likely to make different report responses 
(Young & Wasserman, 1997, 2002); (2) when identical 
items are clustered together (compare the left and right 
columns in Figure 6), pigeons and people may report the 
display to be less variable than when the items are distrib-
uted (Wasserman et al., 2000, and the new data presented 
here); (3) when similar but not identical items are clus-
tered together, people report the display to be less vari-
able than when the items are distributed, and this effect 
is magnified when the items are very similar (new data); 
(4) discriminative performance decreases as the number of 
items decreases, but only for different displays (Young & 
Wasserman, 2001a; Young, Wasserman, & Garner, 1997); 

Figure 5. An example array (“8D/8S” designates a display with eight different items and eight 
same items) and its corresponding activation map, in which white designates high activation, black 
designates low activation, and shades of gray designate intermediate levels of activation.
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Figure 6. Examples of distributed versus clustered 4D/12S, 8D/8S, and 12D/4S displays. D, different;  
S, same.
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Distributed Clustered
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(5) when the display comprises multidimensional items 
of the sort shown in Figure 3, as the items are made more 
similar (e.g., by holding brightness constant), the dis-
plays are more likely to be reported same (Castro, Young, 
& Wasserman, 2002, and new data presented here); and 
(6) when the items are made less distinguishable through 
blurring, the displays are more likely to be reported same 
(new data presented here).

The spatial organization effects reported by Wasserman 
et al. (2000) represent the only published data requiring 
the deployment of the positional entropy model, instead 
of the original entropy model. Wasserman et al. (2000) re-
ported evidence showing that a 2  3 attentional window 
provided the best fit by the positional entropy model. To 
determine the optimal c value for pigeons in the finding 
differences model, we ran simulations of Wasserman et al. 
(2000). Subsequent simulations of pigeons’ performance 
in other experiments used this optimal c value to fit data 
from the other studies; we assumed that the effect of dis-
tance was constant across studies. Likewise, the optimal c 
for humans was determined using a human analogue (new 
data presented later in this article). Although treated here 
as a constant, the value of c may vary as a function of the 
size of the items, their proximity, practice with the task, 
and distracting stimuli, inter alia.

Because of the very large number of possible con-
figurations of items in some of the displays, we ran 100 
simulations for each display type to sample the range of 
configurations; we then computed the average positional 
entropy and average activation for these 100 configu-
rations. These averages served as the predictors for the 
model fits. Optimal parameter values of Equation 6 were 
determined by maximum likelihood estimation (MLE). 
Although we would have preferred analyzing individual-
subject estimates of the parameters, these estimates were 
often unstable (e.g., if a subject showed a step function 
discrimination, a range of bisection points are equally de-
scriptive of the performance). Conversely, fitting only the 
average subject results in small sample sizes. We made a 
strong assumption by treating subjects as exact replica-
tions and fit the entire data set using a single set of param-
eters. In those situations in which clear individual differ-
ences were revealed by a cluster analysis (see below), we 
fit the major clusters separately.

Although R2 values are commonly used to describe the 
quality of a fit, they can be inflated by extreme values. In 
lieu of R2, we will show figures of the means and standard 
errors of the pigeon and human data and superimpose the 
fitted value on these figures. Only the finding differences 
model’s fits will be shown, because this model was nearly 
always superior and adding the positional entropy fits 
merely obscured the figures to no purpose.

Spatial Organization
Pigeons. The first set of simulations involved a system-

atic exploration of the optimal value of c that was neces-
sary to fit the data from Experiment 2 in Wasserman et al. 
(2000). We ran a series of simulations across a range of c 
values from .20 to 1.00 in steps of .10.1 Smaller c values 
indicate little effect of spatial distance, whereas larger c 

values indicate greater effects of spatial distance. The op-
timal value for c was .65. Figure 4 illustrates the effect of 
spatial distance for this value; at this value, items that are 
more than three “units” apart have little influence on each 
other (adjacent items in the same row or column are one 
unit apart; items in the same row or column with one item 
between them are two units apart, etc.).

The finding differences model captured the overall ef-
fect of clustering the identical items together (clustered dis-
plays); these displays were rated as more same than were 
those displays in which the same collection of items in-
volved no clustering (distributed displays). Although small 
details of these pigeon data were not fully captured by either 
model, the overall fits were good (see the top of Figure 7).

People. To obtain data on the effect of spatial distance 
on people’s discrimination of variability, we performed a 
new experiment in which subjects learned to discriminate 
arrays with low variability (entropy of 1.0) from those with 
high variability (entropy of 3.0), rather than same (entropy 
of 0.0) from different (entropy of 4.0), in order to prevent 
the use of a simple strategy in which arrays of identical 
items were distinguished from arrays in which any items 
were different (Young & Wasserman, 2003).

After initial training, we evaluated the effect of item 
proximity on people’s variability discrimination by intro-
ducing various mixture arrays in which identical items 
were either distributed or clustered (Figure 6). These test-
ing arrays involved same and different icons of various 
mixtures: 4S/12S, 8S/8S, 4D/12S, 8D/8S, and 12D/4S, 
where S indicates a group of identical items and D indi-
cates a group of nonidentical items.

People were increasingly likely to report different as the 
entropy of the display increased (cf. Young & Wasserman, 
2001a). The mixture displays involved entropies of 0.8 
(4S/12S), 1.0 (8S/8S), 1.3 (4D/12S), 2.5 (8D/8S), and 3.5 
(12D/4S). Averaged across the distributed and clustered 
displays of this visual information, the percentage of trials 
with a different response progressively rose: 14%, 17%, 
18%, 58%, and 82%, respectively.

Changing the organization of the display produced reli-
able changes in the subjects’ responding (see the left side 
of the bottom of Figure 7). Clustering the identical items 
together produced more same responses, although the 
magnitude of this effect differed reliably across mixtures. 
Apparently, identifying similarities is made easier by spa-
tial proximity. The clustering effect was largest for the 
mixture that produced an intermediate different response 
probability. This effect may be due to the greater sensitiv-
ity of behavior that is further from the floor or ceiling.

Organization effects were also revealed in the mean log 
RT data (right side of the bottom of Figure 7; a logarith-
mic transform was used to normalize the RT distribution). 
For those displays with low entropy (4S/12S, 8S/8S, and 
4D/12S), organizing the display (i.e., making it appear 
to have even less entropy; see the left side of the bottom 
of Figure 7) produced shorter RTs. For the display with 
high entropy (12D/4S), organizing the display (i.e., again 
making it appear to have less entropy; see Figure 7) pro-
duced longer RTs. And, for the display with an intermedi-
ate degree of entropy (8D/8S), the RTs were not reliably 
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altered by changes in display organization. Here, effects 
of organization that were not evident in choice responding 
were evident in RTs.

The simulations involved a systematic exploration of 
the optimal value of c that is necessary to fit this data 
set. We again ran a series of simulations across a range of 
c values from .20 to 1.00 in steps of .10, optimizing the 
parameters of Equation 2 using MLE for each run. The 
optimal value for c was .50, suggesting that people were 
less affected by the distance between items than were the 
pigeons. However, likelihood ratio tests of the fit of the 
finding difference model as a function of the c parameter 
revealed that a moderately broad range of c values pro-
duced similar fits. The finding differences model captured 
the overall effect of clustering the identical items together 
(see the bottom of Figure 7).

Spatial Organization and Continuous Similarity 
(People Only)

To compute entropy, items in the display are judged to 
be in the same category or in different categories. To deter-
mine the extent to which relative similarity plays a role in 
categorical variability judgments, we tested people’s clas-
sification performance, using displays comprising items 
that varied along a continuous stimulus dimension, either 
size or color, and revisited the issue of display organiza-
tion using these stimuli (see Figure 8). Displays involving 
different but very similar items should generate higher 
error rates and longer RTs than will displays involving 

different dissimilar items, despite the fact that the entropy 
of these displays is identical (3.0). We also expected to 
replicate the effects of spatial organization, but with the 
proximity of similar, not identical, items producing an in-
crease in same responses. Furthermore, we predicted the 
effect of spatial organization to be larger when the items 
were more similar, because grouping together very similar 
items should produce small difference scores; in contrast, 
grouping together the most similar items in a display of 
dissimilar items should still result in adjacent items pro-
ducing relatively large difference scores.

In the different displays, we studied (similar–near, 
 similar–far, dissimilar–near, and dissimilar–far; see Fig-
ure 8), the 16 items comprised two copies of each of 8 
items. Near displays (in which the most similar items were 
adjacent) were programmed to appear in the following 
configuration: 1122/3344/5566/7788 (in which the num-
ber designates stimulus rank along the relevant dimension 
in each row of the display; see Figure 8). The configu-
ration was randomly rotated 90º, 180º, or 270º to create 
four possible configurations (e.g., 2468/2468/1357/1357 
is a 90º rotation of the configuration above). Far displays 
simply randomized the location of each item within the 
display (although it is possible that this randomization 
procedure could produce a display in which similar items 
are proximal, this outcome would be very rare and would 
reduce our effect sizes). The range of sizes and colors was 
relatively narrow for similar displays and relatively broad 
for dissimilar displays. For the same displays, an item was 

Figure 7. Spatial organization. Mean percentage of different responses for the pigeon study (top) 
and mean percentage of different responses and log10 reaction times (RTs) for the human study (bot-
tom). The diamonds indicate the fitted values from the finding differences model.
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randomly chosen from the legal items for the appropriate 
condition (size or color varying) and replicated 16 times.

We performed two analyses of discriminative perfor-
mance: The first examined accuracy on the different tri-
als, and the second examined RTs on the different trials. 
The variables of distance between similar items and their 
similarity were irrelevant for same trials. Performance on 
same trials was uniformly strong (M  92%).

The results are shown in Figure 9. Generally, the data 
followed the anticipated ordering from the most varied dif-
ferent display (the leftmost bar in each graph corresponds 
to displays containing generally dissimilar items, with the 

most similar items located far apart) to the least varied dif-
ferent display on the right (which corresponds to displays 
containing generally similar items, with the most similar 
items located near each other). Judged variability generally 
decreased and mean log RTs increased as predicted judged 
variability decreased. The effect was stronger for the task 
involving variability in size than for the task involving 
variability in color. The subjects seemed to show gener-
ally lower accuracy for the color-varying displays, but with 
shorter RTs; there was no reason to suspect that the sub-
jects would sacrifice accuracy for speed in this condition.

The positional entropy model has no basis for predicting 
the effects of similarity observed in Figure 9, because each 
of the different displays has the same entropy (3.0). To test 
the finding differences model, we coded the size and color 
values of each stimulus as a point on a continuous scale 
between .30 and 1.00 in .10 steps for dissimilar items and 
between .65 and 1.00 in .05 steps for similar items. Note 
that this coding presupposes a linear ordering of differ-
ences along color and size, but other scales (e.g., a loga-
rithmic scale and a scale in which values were estimated 
from the data) produced similar fits. As long as the coding 
roughly matched the ordinal value of the observations, the 
fit was good. The simulations clearly indicate that the find-
ing differences model can capture the relationship between 
similarity along continuous dimensions and discriminative 
behavior in a variability discrimination task (see Figure 9 
to compare fitted and observed values).

Sensitivity to Mixtures
Pigeons. The original study documenting an effect of 

item mixture (how many of each kind of item was pres-
ent within a display) on discrimination behavior involved 
several different types of icon mixtures across three dif-
ferent experiments (Young & Wasserman, 1997). A more 
recent study involved 11 different mixtures within a single 
experiment that spanned an even larger entropy range than 
did the original study (Young & Wasserman, 2002). We 
used the data from the more recent study to test the gen-
erality of the two focal models. The displays were 5  5 
arrays in which 9 of the 25 locations were empty (and 
thus were not involved in the calculations, except by alter-
ing the distance between items). The finding differences 
model reproduced the overall effect of increasing stimu-
lus variability (see the top of Figure 10). The fit was very 
strong given that the value of c was derived from a differ-
ent set of data.

People. We used the data from Experiment 1 of Young 
and Wasserman (2001a) to test the effect of mixtures. That 
study showed significant individual differences in two 
major clusters of subjects as a function of the number of 
items in the display. The larger cluster (categorical) evi-
denced little effect of number for either same or different 
arrays; the smaller cluster (continuous) evidenced an ef-
fect of number for different arrays, but not for same arrays. 
When separately fit to the two clusters of subjects, the find-
ing differences model captured the effect of icon mixture 
in both clusters (see the bottom of Figure 10), although the 
“4444” stimulus (four icons of each of four types) in the 
continuous cluster was significantly underpredicted.

Figure 8. Examples of the stimuli used in the size-varying (left 
column) and color-varying (right column) conditions. The actual 
size-varying items were a shade of blue, and the color- varying 
stimuli were shades of blue, green, and various blue/green 
mixtures.

Same 

Similar–Near 

Similar–Far 

Dissimilar–Near

Dissimilar–Far 
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Number of Items
Pigeons. The next set of simulations involved fitting 

the data from Experiment 1 of Young et al. (1997), which 
investigated the effects of varying the number of items on 
same and different trials. After initial training with 16-item 
same and different displays, pigeons’ responding to same 
displays was unchanged across a range of smaller display 
sizes, whereas different displays were increasingly likely 
to be reported as same as the number of items was re-
duced, with 2-item different displays consistently reported 
as same. This unanticipated asymmetry was captured by 
the entropy model, and is worthy of revisiting in the pres- 
ent context. The simulation procedure was identical to 
that used for the mixture simulations, because Young et al. 
(1997) also used 5  5 arrays, in which the icons were 
randomly placed.

The finding differences model captured the asymmetry 
in the effect of item number on same and different arrays 
(see the top of Figure 11). The asymmetrical effect of item 
number on entropy occurs because entropy is based on the 
distribution of category probabilities. Increasing the num-
ber of items in a same display does not affect the probabil-
ity distribution, whereas increasing the number of items 
in a different display increases the number of categories 
that are present. The asymmetrical effect of number on 
the finding differences model is the product of a choice in 
the construction of the underlying GS2 model. The model 
accumulates evidence of differentness, not sameness, for 
each item in the display. With fewer items, there are fewer 
possible differences to identify.

People. The simulations of human performance in-
volved fitting the data from Experiment 1 of Young and 
Wasserman (2001a), in which we investigated the effects 
of varying the number of items on same and different tri-
als. Recall that Young and Wasserman (2001a) found two 
clusters of subjects based on their response to item num-
ber: The continuous group behaved like the pigeons by 
showing a strong asymmetry in the effect of number on 
same and different trials, whereas the categorical group 
showed a much weaker effect of number. We indepen-
dently fit the model to these two clusters of subjects. The 
simulation procedure was otherwise identical to that used 
for the number simulations involving pigeons. The find-
ing differences model captured the overall asymmetry of 
the effect of item number on same and different arrays for 
both clusters of subjects (see the bottom of Figure 11).

Multidimensional Similarity (Four-Dimension 
Studies)

All of the studies considered thus far involved items 
that were categorically different in shape or varied along 
a single continuous dimension (size or color). In the next 
set of experiments, we systematically varied the relative 
similarity of items that were composed of four separable 
dimensions (brightness, shape, color, and planar orienta-
tion; see Figure 3) and manipulated the relative similarity 
of the items in a display by holding one or more of these 
dimensions constant.

Pigeons. In a pair of experiments, Young, Castro, and 
Wasserman (2002) trained pigeons to discriminate the vari-

Figure 9. Spatial organization and continuous similarity. Mean percentages of accurate responses 
and log10 reaction times (RTs) for the size-varying (top) and color-varying (bottom) conditions. The 
diamonds indicate the fitted values from the finding differences model.
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ability of displays like those shown in Figure 3. The pigeons’ 
behavior was controlled primarily by differences in bright-
ness, with little effect of the other dimensions. These results, 
however, are still problematic for the original entropy ac-
count, because the entropy of all of the displays was iden-
tical (3.0). The positional entropy model falls prey to the 
same problem, because entropy is based on identity versus 
nonidentity; there is no provision for degrees of similarity.

In fitting these data with the finding differences model, 
we initially chose to use a systematic but arbitrary group 
of salience parameters that were intended to reflect the rel-
ative ordering of salience, not the particular differences: 

1.00, .90, .80, and .70, for brightness, size, orientation, 
and shape, respectively. Fits involving other values had 
no discernible impact on the fit as long as the brightness 
dimension received the highest salience value. Although 
the finding differences model provided an excellent fit, 
discriminative performance was almost entirely deter-
mined by brightness, thus giving only limited evidence 
of sensitivity to multidimensional variability by pigeons 
(i.e., the data primarily show evidence of sensitivity to 
unidimensional variability).

People. To examine multidimensional similarity in peo-
ple, we conducted a new experiment with the same 4-D 
stimuli as those used in the pigeon study. The human exper-
iment, however, used a design that required attention to all 
four dimensions in order to optimize discriminative perfor-
mance. The subjects were assigned to one of two conditions: 
same versus others or different versus others. In the same 
versus others condition, half of the displays were same ar-
rays, and the other half were displays in which one (mixture) 
or zero (different) dimensions were held constant while the 
others varied. In the different versus others condition, half 
of the displays were different arrays, and the other half were 
displays in which one (mixture) or four (same) dimensions 
were held constant while the others varied (see Figure 12). 
We were concerned that same versus others training might 
prove too easy and result in ceiling effects, so we included 
different versus others training for half of the subjects to 
provide a second test of the effect of similarity.

The same versus others discrimination was indeed 
much easier; during the 144 trials of discrimination 
training, the subjects averaged 88% and 66% correct in 
the same versus others and different versus others condi-
tions, respectively. This finding parallels that of Young 
and Wasserman (2002), who reported that subjects eas-
ily discriminated displays with an entropy of 0.0 (same) 
from displays with an entropy of 0.5 or more, but subjects 
found it difficult to discriminate displays with an entropy 
of 4.0 (different) from those with an entropy of 3.5 or 
less. The profiles of performance in each condition are 
shown in Figure 13.

The subjects’ behavior indicated that the salience of the 
four dimensions was ordered from size (least salient), to 
orientation, to shape, to brightness (most salient). This or-
dering can be inferred from the observation that, when a 
low salience dimension was held constant (e.g., in the size 
mixture), the subjects in the same versus others condi-
tion predominately classified the array as different (with a 
negligible increase in mean log RT relative to the different 
arrays; see the top of Figure 13), whereas the subjects in 
the different versus others condition had the greatest dif-
ficulty classifying the array as same (see the bottom of 
Figure 13). Similarly, when a high salience dimension was 
held constant (e.g., in the brightness mixture), the subjects 
in the same versus others condition were more likely to 
misclassify the array as same (with a significant increase 
in RT; see the top of Figure 13), whereas the subjects in 
the different versus others condition predominantly clas-
sified the array as same (with little increase in RT rela-
tive to the same arrays; see the bottom of Figure 13). Be-
cause of the clear behavioral disparities produced by the 

Figure 10. Sensitivity to mixtures. Mean percentages of dif-
ferent responses for the pigeon study (top) and the human study 
(bottom). The diamonds indicate the fitted values from the find-
ing differences model (FDM). The 3d13s types of notation desig-
nate a display including 3 different random icons (e.g., a compass, 
document, and phone) and 13 identical icons (e.g., 13 copies of 
a train). The 4444 display included 4 copies of each of four icon 
types, whereas the 22222222 display included 2 copies of each of 
eight icon types.
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observers of these displays are performing the equivalent of 
a texture discrimination task. If visual variability discrimi-
nation is mediated by low spatial frequencies, blurring the 
icons should have little or no effect on responding, because 
blurring degrades higher spatial frequencies and should re-
tain the basic texture of these displays.

Young and Wasserman (2001b) obtained evidence that 
the pigeon’s variability discrimination performance is not 
due to low spatial frequency discrimination by showing 
that factors that altered the lower spatial frequencies had 
no effect on behavior. The present experiments take the 
opposite tack by determining whether factors that affect 
the higher spatial frequencies (while leaving low frequen-
cies intact) do alter discriminative behavior (cf. Nothdurft, 
1991, in which spatial frequency filtering had different 
effects on item detection and texture segregation).

In contrast to a spatial frequency account, the finding 
differences model predicts that blurring will make the in-
dividual items more similar and thus produce more same 
responding on trials involving nonidentical items. Note 
that this effect of blurring should be decidedly asymmet-
ric; different displays should look more same-like, whereas 
same displays should be unaffected because the items are 
already identical. As well, this asymmetry should increase 
as the level of blurring is increased.

Pigeons. To blur the stimuli, each icon was loaded into 
Adobe Photoshop and subjected to a Gaussian blur. The 
original size of each icon “box” (32  32 bits) was main-
tained during the blurring process, so that the icons were 
never so large as to abut one another. The blurring levels 
(1.0, 2.0, 3.0, and 4.0, in terms of pixel widths) were cho-
sen to represent a range of readily discernible differences. 
Because of the large effects of blurring that we observed 
in pigeons in our first phase of testing, we performed a 
second testing phase involving more subtle blurring. 
The stimuli included the originally tested values plus the 
subtler levels (0.3 and 0.6); a sample complete profile is 
shown in Figure 14.

Discrimination of same from different trials during the 
5 days directly preceding testing averaged 90% for the 4 
birds. All the pigeons underwent 8 days of Phase 1 testing 
and 4 days of Phase 2 testing. During Phase 1, blurring 
the icons had a profound effect on the pigeons’ discrimi-
nating same from different arrays (Figure 15, solid bars). 
Although accuracy to same and different training arrays 
was uniformly high (M  86%), accuracy to blurred ar-
rays was near chance (M  53%). Importantly, the effect 
of blurring was asymmetrical; the same arrays were unaf-
fected by blurring, whereas the different arrays were con-
sistently classified as same when blurred.

During Phase 2, the behavioral effects of the smaller 
blurring levels were considerably attenuated (Figure 15, 
hashed bars). Although accuracy to same and different 
training arrays was uniformly high (M  85%), accuracy 
to the blurred arrays decreased as the blurring level in-
creased (M  67%, 56%, and 51% for blurring levels of 
0.3, 0.6, and 1.0, respectively). Again, the effect of blur-
ring was asymmetrical; the same arrays were unaffected 
by blurring, whereas the different arrays were classified as 
same when blurred.

new design, these data present a greater challenge to our 
models. Although the positional entropy model does not 
predict the similarity effects observed here, the finding 
differences model provided a good fit for the different 
versus other group and for the same versus other group 
(see Figure 13).

Blurring
In our final two experiments, one with pigeons and one 

with humans, we examined the effect of stimulus blurring on 
responding. These experiments served two purposes: (1) to 
determine whether responding in our task is due to a low 
spatial frequency discrimination and (2) to provide a second 
assessment of the effect of item similarity on performance. 
A low-spatial-frequency account of our data suggests that 

Figure 11. Number of items. Mean percentages of different re-
sponses for the pigeon study (top) and the human study (bottom). 
The diamonds indicate the fitted values from the finding differ-
ences model (FDM).
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near chance throughout training on all of the displays); 
given that the training discrimination was quite easy, the 
poor performance of these nonlearners may have been due 
to external college demands at this time in the semester. 
A total of 15 of the 20 subjects met the 70% criterion; all 
subsequent analyses exclude the nonlearners. During the 
last block of training trials, the retained subjects averaged 
90% correct. This high level of accuracy on the training 
displays was maintained in testing (M  95%). Testing 
stimuli comprised only the 0.0, 1.0, 2.0, 3.0, and 4.0 blur-
ring levels shown in Figure 14.

During testing, the subjects showed poorer discrimina-
tion as the blurring level increased; the effect was much 
larger for different trials than for same trials (left side of 
Figure 16). The mean log RTs showed a similar trend, with 
a significant increase in RTs with increased blurring for 
the different trials but little evidence of an increase for 
same trials (right side of Figure 16). The finding differ-
ences model again provided a good fit, reproducing the 
asymmetrical effects of blurring quite well.

Summary
For three of the six data sets, both focal models could 

account for most of the variance in mean discriminative 
performance. The clearest differences in the predictive 

Like the results from the 4-D studies, these results are 
problematic for the positional entropy model because 
there is no provision for degree of similarity. In fitting 
these data using the finding differences model, we chose 
to grade differences as a function of the degree of blur-
ring. The grading values were somewhat arbitrary but 
were initially chosen to reflect a linear relationship be-
tween similarity and the level of blurring and to appreciate 
that the blurred items were still discriminable. Differences 
in the model were multiplied by 1.00, .97, .94, .90, .80, 
.70, and .60, for blurring levels of 0.30, 0.60, 1.00, 2.00, 
3.00, and 4.00, respectively. When we tested a logarithmic 
scaling of blurring levels, the fit was largely unaffected. 
The finding differences model again provided a good fit 
(see Figure 15). The simulations clearly indicated that the 
model can capture the ordinal relationship between simi-
larity (as affected by stimulus blurring) and discriminative 
performance in a variability discrimination task—most 
important, the observed asymmetry in the effects of blur-
ring to same and different displays.

People. The subjects initially received 60 trials of 
same–different discrimination training using intact stim-
uli. We established a training criterion of 70% correct 
for the last 10-trial block, because a few of the subjects 
showed complete inattentiveness to the task (performing 

Figure 12. Examples of the 4-D mixture arrays. These arrays were created by hold-
ing one of the four dimensions (brightness, size, orientation, or shape) constant while 
allowing the others to vary. This procedure resulted in four types of arrays, depending 
on which dimension was held constant.

Brightness

Orientation Shape 

Size 
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choice to create a single, unified  account—the finding dif-
ferences model—as a new explanation of the wide array of 
behavioral data that we have previously reported with both 
pigeons and people as subjects of study. The new model did 
a creditable job of accounting for the existing data; as well, 
the results of the new experiments reported here filled gaps 
in the literature, and the experiments also included investiga-
tions of item similarity that provided unique support for our 
latest account of the observed behavior.

Importantly, this breakthrough was accomplished with-
out positing a new model developed expressly to explain 
variability discrimination; we simply adapted a well-
validated model of a very different cognitive task, visual 
search. This approach avoids adding yet another model 
to the pantheon of task-specific models that populate the 
field of cognitive psychology. As will be demonstrated 
below, we also believe that this model can be applied to 
still more tasks in the comparative cognition domain.

power of the models were disclosed in fitting the similar-
ity (4-D and continuous) and blurring data sets. Only the 
finding differences model could incorporate the effects of 
degree of similarity and the differential salience of each 
dimension. The finding differences model provided fits 
that are generally as good as those provided by the po-
sitional entropy model for stimuli that differed categori-
cally, but it offers something more: the ability to fit new 
data sets that are problematic for the original model.

DISCUSSION

After over a decade of empirical research on variability 
discrimination in pigeons and people (Wasserman et al., 
2004), the limitations of the informational concept of entropy 
as a complete account of our results have become strikingly 
apparent. In the present article, we have integrated cogni-
tive models from the realms of attention, categorization, and 

Figure 13. Multidimensional similarity. Mean percentages of different responses and log10 reaction 
times (RTs) during the testing phase of the same versus others condition (top) and the different versus 
others condition (bottom). The diamonds indicate the fitted values from the finding differences model.
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studies of multidimensional similarity, blurring, and con-
tinuous dimension similarity.

Conversely, we would infer that any manipulation that 
does not affect discriminative performance in our vari-
ability task also does not affect perceived similarity. As 
one noteworthy example, Young and Wasserman (2001b) 
discovered that intermixing the identical items in same 
displays at multiple planar orientations (e.g., jugglers 
presented at 0º, 90º, 180º, and 270º of rotation) had no 
discernible effect on the pigeon’s discrimination of vari-
ability. This result leads us to conclude that pigeons deem 
such items to be identical despite obvious differences in 
planar rotation (Delius & Hollard, 1995, however, re-
ported that pigeons could be trained to discriminate items 
as a function of their planar orientation).

Because of its reliance on similarity, the finding differ-
ences model can be applied to any set of stimuli for which a 
principled measure of similarity exists. Thus far, our stimuli 
have differed along separable categorical and continuous 
dimensions. Yet stimulus dimensions are not confined to 
those that are separable (Shepard, 1991). Different measures 
of similarity may be necessary for integral dimensions, but 
we predict that the general model will still apply.

We suggest that the contribution of our new model to 
an understanding of variability discrimination is consid-
erable. The model suggests new investigations involving 
(1) the consequences of prior training in which similar-
ity is behaviorally mediated (e.g., through the creation of 
stimulus equivalence classes), (2) the separable versus in-
tegral nature of stimulus dimensions, (3) features that vary 
in a correlated fashion (e.g., size and color vary together) 
or uncorrelated fashion (e.g., size and color vary inde-
pendently), and (4) the effect of differently shaped distri-
butions of dimensional value (e.g., uniform vs. normal) 
on discrimination. The model may also help to resolve 
other key issues in the literature by providing an account 
of the similarities and differences between our variability 
discrimination task and the oddity discrimination tasks of 
Cook and his colleagues, described next.

Oddity Discrimination
In an oddity discrimination task, pigeons must dis-

criminate displays that contain odd items or areas from 
displays that are uniform and do not contain odd items 
or areas (Cook, Cavoto, & Cavoto, 1995; Cook, Katz, & 

The present project served to evaluate a model from the 
same general class as Wolfe’s (1994) GS2 and to contrast 
it with entropy-based models. The parameter details of the 
Minkowski metric, exponential decay as a function of dis-
tance, and dimensional salience were not systematically 
explored. Although answering questions about the precise 
nature of these parameters is worth pursuing, our simula-
tions showed that the majority of the variance in behavior 
can be predicted without appeal to these particulars. The 
performance of the finding differences model suggests 
that this type of model captures the stimulus features that 
control discriminative responding in our family of tasks: 
the number and degree of localized differences in a col-
lection of items.

Entropy had been successful as an account of discrimi-
native performance because the collections involved items 
that did or did not match one another along a single di-
mension. The new model is not so constrained; degrees 
of difference are central to the new model, and they can, 
in principle, be assessed through any measure of similar-
ity. Thus, any manipulation that affects the similarity of 
the presented items is predicted to affect discriminative 
performance. This notion was confirmed in the present 

Figure 14. Examples of the effect of Gaussian blurring on two of the icons used in the arrays. Blurring 
levels of 0.0, 1.0, 2.0, 3.0, and 4.0 were used in the human experiment, and all blurring levels were used in 
the pigeon study.

0.0 0.3 0.6 1.0 2.0 3.0 4.0 

Figure 15. Blurring. Mean percentages of different responses 
during Phases 1 (unhashed bars) and 2 (hashed bars) in the pigeon 
study. The legend indicates the level of blurring (note that Gauss-
ian blurs of 0.0 and 1.0 occurred in both phases). The diamonds 
indicate the fitted values from the finding differences model.
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tion levels tend to remain relatively constant, the odd item 
stands out more, relative to its background. Thus, the find-
ing differences model may provide a way to reconceptual-
ize the variability and oddity discrimination tasks by using 
the same underlying activation map. Pigeons may simply 
be learning to respond to different aspects of that map.

Final Thoughts
We propose that it is highly adaptive for organisms to 

find differences, whether in the service of a visual search 
task (e.g., locating the tiger in the grass), an oddity dis-
crimination task (e.g., finding the nonconformists in your 
organization), or a variability discrimination task (e.g., 
identifying which flock has the greater variety in potential 
mates). Furthermore, with rather little effort, people find 
differences when they shop (assessing product variety), 
look at an audience (assessing racial or age diversity), or 
visit an art museum (assessing the represented variations 
in styles, artists, and exhibits). Understanding this vital 
discrimination process will surely affect how marketers 
and museum curators organize and package their wares in 
order to manipulate our perceptions, but it can also inform 
the development of contemporary theories of the out-group 
homogeneity effect (Kashima & Kashima, 1993), per-
ceived creativity (Eisenman, Hannon, & Bernard, 1966), 
and variability preference (Munsinger & Kessen, 1966).

Given that “variety is the very spice of life,” perhaps 
efforts to increase perceived variability suit our own pre-
dispositions. “The deep, inexorable variability of the nat-
ural world attracts us. We don’t tire of watching a fire or 
a sunset because it’s always different. . . . it is because na-
ture is always different that we find it fascinating” (Yoerg, 
2001, p. 193).
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