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Several lines of evidence from episodic memory research 
support the view that remembering is facilitated by similari-
ties between encoding and retrieval occasions. For instance, 
the encoding specificity principle (Tulving & Thomson, 
1973) states that memory is improved when contextual 
information available at encoding is also available at re-
trieval. Similarly, according to the transfer appropriate pro-
cessing account, memory performance is improved when 
processes used during study are captured by the task used 
at test (Blaxton, 1989; Kolers, 1973; Roediger, Weldon, & 
Challis, 1989). For example, Kolers (1973) emphasized the 
importance of overlap between encoding and retrieval op-
erations: “Recognition is achieved by virtue of the correla-
tion between the operations carried out on two encounters 
with a stimulus event. The more similar the operations, the 
readier the recognition” (Kolers, 1973, p. 348). 

Although reinstatement of encoding and retrieval op-
erations is a general principle of episodic memory, the 
underlying mechanisms of reinstatement are not explicitly 
(or implicitly) formulated in these general views on opti-
mal episodic memory retrieval. The empirical support for 
these principles is extensive (Godden & Baddeley, 1975; 
Morris, Bransford & Franks, 1977; Tulving, 1983; see 
also Smith, 1988), but neither the empirical studies nor the 
underlying theoretical frameworks inform us about how 
information is reinstated during the course of recognition 
performance. Specifically, neither the encoding specificity 
principle nor the transfer appropriate processing account 
indicate whether reinstatement is an incidental effect of 
the agent being in the same (vs. different) environment or 
whether reinstatement is driven by the agent’s reconstruc-

tive retrieval process. That is, whether the agent actively 
seeks to reinstate encoding conditions during retrieval, or 
reinstates those conditions incidentally by perceiving the 
environment in the same way.

Jacoby and Craik (1979) proposed a more specific mech-
anism of retrieval reinstatement. They suggested that when 
the stimulus itself is insufficient to provide direct access to 
a representation, the agent undertakes a more elaborated 
reconstructive process: “We assume that such further pro-
cessing is a ‘bootstrapping’ operation with the creation of 
very general, plausible contexts occurring first; if one such 
general context is associated with an increase in recogni-
tion familiarity, then the reconstructive operations will be 
refined in this direction until either full recognition occurs 
or the reconstructive efforts lead to no further increase in 
familiarity” (Jacoby & Craik, 1979, p. 7). In this view, the 
agent actively reinstates the memory event in a reconstruc-
tive manner, guided by information acquired over the course 
of the recognition task.

The primary aim of this study was to elucidate whether 
explicit recognition memory is characterized by active re-
instatement or is better described as an incidental effect 
of returning to the same environment. If the agent’s goal 
is to actively increase study–test compatibility in order to 
facilitate retrieval (see Jacoby & Craik, 1979), then these 
internal processes might have overt behavioral indicators. 
It is reasonable to assume that an online registration of re-
instatement behavior would inform us about how retrieval 
is achieved in a recognition task. A general difficulty with 
this notion is that the behavioral indicators of reinstatement 
are not easily defined. However, systematic analyses of eye 
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Loftus, 1972, 1976, 1981). In that case, scene representa-
tions would be based on the perceptual consequence of 
eye movements (i.e., the distribution of fixations) but not 
on the sequential order of those fixations, or eye move-
ments per se. Therefore, reinstatement of content (rather 
than the order of fixations; i.e., the scan path) should con-
stitute a sufficient index of memory performance in scene 
recognition (see also Mäntylä & Holm, 2006).

A similar idea was implemented in two visual recognition 
models by Deco and Schürmann (2000a, 2000b). Their mod-
els involved an iterative hypothesis testing cycle deploying 
attention to diagnostic visual regions with continuous evalu-
ation against a memory trace. It is conceivable that such a 
process would involve a control of eye movements (Deco & 
Schürmann, 2000b). Although this view seems like a fruitful 
start in theoretical development of episodic memory, there is 
little direct evidence for the suggestion to date.

Following this line of reasoning, we hypothesized that 
reinstatement in visual recognition is guided by previously 
encoded event information, and that episodic event infor-
mation contributes to reconstructive retrieval operations 
by guiding eye movements toward diagnostic regions in 
a hypothesis testing manner. Therefore, episodic memory 
should influence gaze control, or “the process of direct-
ing fixation through a scene in real time in the service 
of ongoing perceptual, cognitive and behavioral activity” 
(Henderson, 2003, p. 498).

A possible reason for the limited effects of eye move-
ments on memory performance in past research (see, e.g., 
Fisher et al., 1983) is that episodic memory has been as-
sessed in terms of overall recognition performance, rather 
than in more specific components such as levels of con-
fidence or recollection and familiarity. Several lines of 
evidence indicate that recognition memory reflects two 
distinct states of awareness (Jacoby, 1991; Mandler, 1980; 
Tulving, 1983; see also Yonelinas, 2002, for a review). One 
line of evidence for this dual-component view of recogni-
tion comes from studies that have adopted an experiential 
approach to memory and awareness (Tulving, 1985; see 
also Gardiner & Java, 1993; Rajaram & Roediger, 1996, 
for reviews). According to this approach, an event is rec-
ognized when its occurrence brings to mind some spe-
cific experience in which the event was originally encoded 
(“remembering”). Alternatively, an event is recognized, 
not because of specific images or experiences, but be-
cause of feelings of familiarity that can be attributed to 
it (“knowing”). That is, the individual is able to tell that 
a given item is familiar, but does not remember actually 
seeing the item, or have a conscious recollection of it.

The underlying mechanisms of remember and know 
judgments are yet unclear (see, e.g., Wixted, 2007, for a 
discussion). However, this controversy relates to the expla-
nations of remember and know judgments in terms of recol-
lection and familiarity, respectively, not to whether a divi-
sion of recognition judgments based on two qualitatively 
different experiences is subjectively meaningful. In addi-
tion, remember responses generally reflect the output of a 
strong memory (Wixted 2007; Yonelinas, 2002) and should 
constitute a more sensitive measure of episodic or source 
memory than know responses, which are assumed to reflect 

movements in the context of scene recognition might pro-
vide an avenue for examining the reconstructive process 
of reinstatement. Specifically, the consistency of eye fixa-
tion distributions might constitute one potential index of 
the processes underlying retrieval reinstatement (Mäntylä 
& Holm, 2006), with similar patterns of fixations during 
study and recognition test reflecting successful retrieval.

As mentioned earlier, the encoding specificity principle 
and the transfer appropriate processing account are general 
principles of memory (Blaxton, 1989; Kolers, 1973; Roedi-
ger et al., 1989; Tulving & Thomson, 1973), but few studies 
have acknowledged the implications of those principles by 
comparing encoding and retrieval operations in terms of 
overt behavioral measures. One departure from this state of 
affairs within visual recognition memory was presented by 
Noton and Stark (1971). Following the ideas of Hebb (1949, 
1968), they claimed that viewing a scene elicits a specific 
scanpath, and that recognition is characterized by the se-
quential reinstatement of the scanpath in that eye move-
ments tend to follow the same pattern established during 
the initial viewing of the stimulus scene. Noton and Stark 
did not present any objective measures in support of their 
claim, but based their conclusions on a descriptive analysis 
of the scan patterns produced by their participants.

Several attempts to replicate their findings with more 
stringent methods have failed (Fisher, Karsh, Breitenbach, 
& Barnette, 1983; Locher & Nodine, 1974; Walker-Smith, 
Gale, & Findlay, 1977). Indeed, findings by Melcher and 
Kowler (2001) suggest that increased scene familiarity 
has no consequences on eye movements. Their partici-
pants were shown several scenes repeated over blocks, 
and they were instructed to report the objects presented in 
the scenes immediately after each trial. Despite increased 
scene content memory (i.e., number of objects recalled), 
participants were as likely to fixate new objects as objects 
viewed during earlier presentations. According to Melcher 
and Kowler, eye movements were best described as a ran-
dom walk between salient areas (i.e., objects) upon subse-
quent scene presentations in their study.

Contrary to Melcher and Kowler, several studies of 
visuospatial memory (Brandt & Stark, 1997; Laeng & 
Teodorescu, 2002; Spivey & Geng, 2001) have shown that 
eye movements during encoding are reinstated during free 
recall, indicating that eye movements are represented to-
gether with their perceptual consequence. Furthermore, 
Laeng and Teodorescu (2002) found that the reinstatement 
of prior scan patterns was beneficial for immediate free 
recall of picture content. However, these studies involved 
very simple stimuli consisting of checkerboard configu-
rations or single objects on uniform backgrounds. Such 
stimuli might have optimized conditions for eye move-
ment reinstatement. Therefore, the generality of these 
findings to everyday scene recognition is rather limited.

A more flexible way of representing scenes would be 
by content and content location, rather than content loca-
tion and content (i.e., fixation) order. Specifically, com-
plex scenes might be represented in terms of gist and as-
sociated details (Bar, 2004; Bar et al., 2006; Brockmole, 
Castelhano, & Henderson, 2006; Brockmole & Hender-
son, 2006; Davenport & Potter, 2004; Hollingworth, 2006; 
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rather than presentation time. Therefore, controlling for 
number of fixations would also serve the purpose of keep-
ing the mnemonic consequences of scene study constant.

In this study, we constrained number of study fixations 
by using a gaze-contingent procedure (Experiments 1 
and 3) and a moving-dot paradigm (Experiment 2). In ad-
dition, we limited the analysis of test data to the first three 
participant selected fixations. This procedure made levels 
of refixations in memory judgments comparable within 
and between experiments.

Another difficulty with the consistency measure is that 
salient scene attributes might attract the viewers’ attention 
during study and test, and produce a high degree of eye 
movement consistency. For instance, a perceptually out-
standing feature such as a bright moon on a homogeneous 
night sky might influence a participant to direct his or her 
gaze to the moon during the two different presentations, 
and hence receive a high level of consistency. This kind of 
consistency might facilitate recognition, but gaze control 
could not be uniquely attributed to episodic memory (see 
Mäntylä & Holm, 2006).

In Experiment 2, we controlled for stimulus saliency by 
constraining participants’ eye movements during study. 
Specifically, participants studied one of two sets of simi-
larly salient scene regions indicated by a moving dot. All 
participants saw the same scenes, but they studied them 
differently, depending on which set of regions were in-
dicated. In a later recognition test, participants were al-
lowed to move their eyes freely. If recollection involves 
reprocessing of highly resolved stimulus information, 
regions fixated during study should be favored over simi-
larly salient regions during a recognition test with free eye 
movements. Alternatively, if recollection is not related to 
perceptual reinstatement, fixations should be evenly dis-
tributed between equally salient regions.

Finally, in Experiment 3, we addressed the question of 
active reconstruction in scene recognition by investigating 
whether scene memory would influence eye movements 
during recognition. Specifically, if memory for a previously 
studied scene is causally, rather than incidentally, related 
to gaze control, this episodic information might contrib-
ute to reconstructive retrieval operations by guiding eye 
movements toward diagnostic regions of the test scene. We 
reasoned that, if scene recognition can be characterized by 
such iterative hypothesis testing (see Deco & Schürmann, 
2000b), then manipulating the validity of that hypothesis 
should influence gaze control during recognition. Specifi-
cally, prior information about what view to expect should re-
activate participants’ event representations. If those episodic 
representations influence eye movements in a confirmatory 
way, one would expect a higher degree of eye movement 
reinstatement, compared to nonconfirmatory cases. This ap-
proach would constitute a direct test of Jacoby and Craik’s 
(1979) “bootstrapping” notion of reconstructive retrieval.

EXPERIMENT 1

Method
Participants. Twenty-three Umeå University undergraduates (14 

male, 9 female) participated in the experiment for payment (approxi-

the output of weaker source memory. Therefore, we rea-
soned that remember (rather than know) responses would 
be systematically related to consistency of eye movements. 
This hypothesis was based on the notions that explicit recol-
lection (in terms of remember judgments and source recall; 
see Johnson, Hashtroudi, & Lindsay, 1993, for a review) 
reflects encoding of distinctive event attributes (Jacoby & 
Dallas, 1981; Johnson et al., 1993; Mäntylä, 1997; Raja-
ram, 1996), and that encoding of specific details requires 
focal attention (i.e., fixations, see Hollingworth & Hender-
son, 2002). Furthermore, perceptual congruency between 
study and test has been shown to affect the incidence of 
remember, rather than know, responses (Rajaram, 1996).

Mäntylä and Holm (2006) provided partial support for 
the hypothesis that consistency of fixations differentiates 
recollective experiences in the context of face recognition. 
In their study, participants indicated their recognition expe-
rience by making remember/know judgments. Eye move-
ment consistency was defined in terms of proportion of 
test fixations landing within approximately two degrees 
of any study fixation of a stimulus scene. This dependent 
measure should be adequate, considering that the general 
recognition task involves differentiating new items from 
old ones. Therefore, similarity in the overall distribution 
of fixations between study and test might not be crucial, as 
long as the limited set of reinstated details provide suffi-
cient discriminative information to identify the scene (see 
also Brainerd, Reyna, & Mojardin, 1999; Loftus, 1976). 
Furthermore, if higher cognitive functions, such as re-
trieval from episodic memory, influence gaze control, one 
might not expect this influence to work on a tight fixation 
to fixation basis, because these processes can be expected 
to operate on different time scales (Ballard, Hayhoe, Pook, 
& Rao, 1997). It would be more reasonable to expect re-
fixations to be interleaved by fixations of new regions even 
for subsequently recognized scenes. In addition, multiple 
refixations of the same region during a test trial might sug-
gest that the second refixation constitutes a confirmation 
of a memory hypothesis formed after the first refixation 
of that region. Therefore, a dependent measure assigning 
equal importance to any test refixation should be favorable 
over say an intuitively reasonable measure of number of 
different study regions refixated at test.

One difficulty with the consistency measure is its close 
relation to number of fixations. Specifically, because 
the area covered by fixations increases as a function of 
number of fixations, increasing the area covered by study 
fixations also increases the likelihood of a subsequent 
test refixation. Similarly, the refixation measure should 
decrease with number of test fixations, because entropy 
increases with the series length, and each additional test 
fixation is hence associated with a reduced probability of 
matching a study fixation. Mäntylä and Holm (2006) did 
not control for number of study and test fixations in their 
analysis of eye movement consistency.

To examine the relation between eye movements and 
memory performance in terms of eye movement con-
sistency it is therefore necessary to control for number 
of fixations. In addition, Loftus (1972) found that scene 
memory was determined by number of study fixations 
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bered” or “knew” an item. The participants were also told to indi-
cate their old/new judgments by pressing a button and subsequently 
provide their verbal responses. Once the button was pressed (which 
also terminated stimulus presentation), or after the deadline of four 
test fixations, the participants provided a self-paced  remember/
know response. Finally, the participants were asked whether they 
had experienced differences in the presentation rate. Although a few 
participants noted differences, none reported having discovered the 
connection between fixation frequency and presentation time.

Fixation detection and measurement. Fixation was defined 
online by a computer algorithm employing acceleration ( 800º/
sec2), velocity ( 30º/sec), and motion criteria ( 0.15º) calculated 
over a cycle of four samples. Fixation information was fed back to 
the computer supporting the stimulus presentation for use in the 
gaze-contingent procedure. In addition to the mentioned criteria, 
only fixations with durations above 100 msec were considered. 
We used an “end of fixation signal” to adjust the count toward the 
threshold number of fixations in the gaze-contingent procedure. This 
procedure introduced a delay from the last fixation end to stimulus 
offset by an average of 27 msec (SD  3.6).

Results and Discussion
Memory performance. One participant was excluded 

due to poor tracker calibration. Overall recognition perfor-
mance for the remaining participants was .64 hits and .29 
false alarms (FAs), producing an average sensitivity score 
(d ) of 0.97, SD  0.35. Decomposing hits into underlying 
components yielded the average values of .33 and .30 for 
remember and know responses, respectively (due to few 
observations, guess responses were eliminated from subse-
quent analyses). The corresponding FAs were .06 and .21 
for remember and know responses, respectively. Because 
the FA levels were fairly high, we also analyzed the data 
separately by excluding seven participants lacking discrim-
ination with respect to their know responses. A prerequi-
site for differentiating response types with eye movement 
consistency measures, is that participants demonstrate rea-
sonable memory discriminability for both response types. 
The remaining analyses of Experiment 1 are based on this 
reduced sample, but the overall pattern of results is similar 
for the whole sample. For this reduced sample, overall rec-
ognition performance was .61 hits and .24 FAs, and an av-
erage d  of 1.06 (SD  0.37). Decomposing the overall hit 
data into components of recollective experience, remember 
responses constituted .27 and know responses .32, whereas 
guess responses made up .03 of hits. The corresponding FA 
rates were .05, .18, and .02 for remember, know, and guess 
responses, respectively.

Recognition and eye movements. Recognition re-
sponses with less than four test fixations (i.e., fast rec-
ognition responses) were eliminated, reducing data by 
2%. Proportion of refixations was based on the number 
of test fixations landing on regions viewed during study.1 
The measure was calculated by summing the number of 
test fixations within 44 pixels (approximately 2º of visual 
angle) of any study fixation. The sum was then normal-
ized by dividing with the total number of test fixations, 
thus yielding a relative measure of test refixations.

The first fixation would not contribute to the sensitivity 
of the refixation measure, because it invariantly constituted 
a refixation, being directed toward the center of the scene. 
In addition, the first fixation region was not selected by 

mately US$6). They were between 19 and 27 years old, and had no 
prior experience of similar experiments.

Materials. The stimulus materials comprised 76 digital landscape 
pictures of paintings (by the artist Jane Wooster Scott) in color, includ-
ing eight filler and practice items. The stimuli were selected from a 
Web-based picture gallery (www.woosterscott.com), which provided 
relatively similar paintings of landscapes (see Figure 1). The pictures 
were divided in two sets of 36 items. Each subset appeared equally 
often as targets and distractors. At test, participants were presented 
with 36 studied pictures intermixed with 36 nonstudied pictures. In 
addition, 4 practice items were shown at the beginning of the test, 
yielding 76 items. In the present setting, the stimulus picture corre-
sponded to approximately 40 30 degrees of visual angle. Stimulus 
size conditions remained the same in Experiments 2 and 3.

Apparatus. An EyeLink I eyetracker (SR Research Ltd.) was 
used to monitor participants’ eye movements during study and test. 
The sampling rate of the system was 250 Hz and the spatial accu-
racy was between 0.5º and 1º of the visual angle. The pictures were 
presented in 800 600 pixel resolution on a 19-in. computer screen 
with an 85 Hz refresh rate.

Procedure. Each individually tested participant was seated ap-
proximately 60 cm from a computer screen. A chinrest was used to 
maintain a constant viewing distance and reduce head movements. 
The participants were informed that a series of pictures were to 
be studied in preparation for a later recognition test, but the gaze-
 contingent nature of the experiment was not mentioned. The study 
phase was preceded by an eyetracker calibration procedure which 
lasted approximately 5 min. During study, each stimulus picture was 
presented for 18 fixations. Once the threshold of 18 fixations was 
reached, a frame consisting of a central black dot on a gray back-
ground replaced the stimulus picture. The subsequent stimulus item 
was presented once the participant fixated the dot. Test followed 
immediately after the study phase without an intervening eyetracker 
calibration. The experimenter informed the participants that some of 
the previously presented pictures would appear along with new pic-
tures, and that they should decide whether a given test item was old 
or new. The participants were also instructed to describe their recol-
lective experience by answering “remember,” “know,” or “guess,” 
respectively, for each recognized item (see also Mäntylä & Holm, 
2006). A remember response was described as a recollection of any 
thoughts associated to the time when the picture was presented. 
A know response was described as a feeling of familiarity with-
out any recollection of episodic details. To reduce the dependency 
between the remember/know judgments, the participants were told 
to respond “guess” if they could not decide whether they “remem-

Figure 1. An example of a stimulus picture used in all experi-
ments. Original stimulus pictures were in color. Picture adapted 
and reprinted with permission of the artist, Jane Wooster Scott.
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refixations. Such idiosyncrasies might reduce the amount 
of variability left to be associated with episodic memory. 
In Experiment 2, we attempted to increase the sensitivity 
of the refixation measure by limiting the influence of id-
iosyncratic scene preferences. To this end, we induced ex-
perimental control over fixation distribution during study 
by adopting the follow-the-dot paradigm of Hollingworth 
(2004). In this paradigm, a dot is flashed sequentially at 
different regions in the stimulus picture, and participants 
are instructed to view the scene by focusing on the regions 
indicated by the moving dot.

As noted earlier, number of study fixations is positively 
related to the likelihood of a subsequent test refixation. An 
implication of this is that the sensitivity of the refixation 
measure would be reduced with a large number of study 
fixations. To increase the sensitivity of the consistency 
measure, the number of study regions (i.e., dot locations) 
was reduced to five in Experiment 2. Furthermore, to in-
crease discriminability in recognition performance, each 
stimulus item was repeated three times during study, and 
the response deadline at test was set to 5 sec.

Method
Participants. Sixteen Umeå University undergraduates (7 male, 

9 female) participated in the experiment for payment (approximately 
US$6). They were between 19 and 29 years old and had no prior 
experience of similar experiments.

Materials. The study fixation data of Experiment 1 were used to 
extract locations for the moving dot. First, all fixation coordinates 
of each stimulus picture were grouped to 10 clusters each by using 
a k-means cluster algorithm (see Figure 2). The minimum distance 
between any two cluster centers was always in excess of 5º. The clus-
ters were then divided in two sets of five for each stimulus item. The 
salience of each set was assessed by comparing the proportion of 
fixations from Experiment 1 data within 2º of any cluster center. Two 
study versions were created from these cluster centers, each version 
consisting of items with similarly salient subsets of regions, receiv-
ing an average proportion of fixations of .21 and .22, respectively. 
The difference in terms of subset preference among participants of 
Experiment 1 was not significant [t(21)  1.29, p  .21]. Thus the 
salience of the versions was fairly similar. Furthermore, a prior like-
lihood of about .21 indicated that the regions were rather attractive, 
considering that they only covered about 2% of the picture area, and 
should hence constitute memorable content.

The same pictures were used as in Experiment 1, and each item 
appeared equally often as targets and distractors. Furthermore, half 
of the participants studied each stimulus item by following the move-
ment of one subset of dots, whereas the other half followed the other 
subset. The dots always appeared in the same order for a given item.

Procedure. Participants were instructed to memorize a series of 
scenes for a subsequent memory task by moving their gaze between 
specific scene regions. They were informed that a moving green 
dot would indicate these scene regions, and that they should follow 
the movement of the dot. Each dot was located on a cluster center. 
The radius of the dot was 25 pixels and appeared for 150 msec, im-
mediately followed by a smaller dot (radius  10 pixels) with the 
same center for another 150 msec. Total amount of time that the dot 
masked a region was thus 300 msec. It seems unlikely that this would 
interrupt foveal processing of the indicated region much, because 
saccade onset latency toward a flashed region would be expected 
to be around 200 msec (Deubel & Schneider, 1996). In addition, 
extending the duration the dot was presented beyond the expected la-
tency would increase the chance that participants accurately targeted 
the dot (i.e., allowed for corrective saccades to target). Participants 
were instructed to keep fixating the center of the indicated region 
until the next dot succession appeared, 1,000 msec later. Earlier 

the participant, and could therefore not involve any mne-
monic influence. Therefore, the first test fixation was omit-
ted from further analysis. This procedure was employed 
throughout this study, the line of reasoning being similar for 
Experiment 2 and Experiment 3 (see also Mäntylä & Holm, 
2006). Furthermore, because we were primarily interested 
in eye movements preceding the recognition response, only 
the first three test fixations (i.e., three first fixations after 
the initial central fixation) were used in the eye movement 
analyses. Because entropy increases with series length, the 
expected proportion of refixations would decrease with se-
ries length, and therefore comparisons between series of 
different lengths would be unequal. In addition, keeping 
the number of test fixations constant made comparison be-
tween recognition judgments within each experiment easier 
to interpret. This procedure also made the refixation data 
comparable between Experiments 1 and 3. However, an 
analysis of all test fixations preceding a response showed 
the same pattern of results in all experiments of this study.

The average proportions of refixations were .60, .54, 
and .51 for remember, know, and misses, respectively. 
These numeric differences seem rather moderate, but it 
should be noted that a baseline2 value of refixations for 
nonsimilar paired study and test items was .34. There-
fore, the differences between response types left to vary 
after controlling for a baseline suggest that relative differ-
ences among response types was fairly high. A repeated 
ANOVA on the refixation data yielded a significant effect 
of response type [F(2,28)  3.43, MSe  .009, p  .046]. 
The effect size of response type was 2  .19. Subsequent 
contrast tests showed that remember responses were not 
associated with a significantly higher level of refixations 
than know responses [F(1,14)  3.11, MSe .020, p  
.10] but significantly higher than misses [F(1,14)  7.94, 
MSe  .015, p  .014]. In turn, the difference between 
know responses and misses was not reliable (F  1).

Taken together, the results of Experiment 1 support the 
notion that eye movement consistency is systematically 
related to the nature of recollective experience, even when 
numbers of study and test fixations were controlled for 
by using a gaze-contingent procedure. These findings are 
consistent with Mäntylä and Holm (2006) in that eye move-
ment consistency differentiated recognition judgment, with 
explicit recollection reflecting a greater degree of overlap 
between study and test fixations than misses. In contrast to 
Mäntylä and Holm, the numeric difference in consistency 
between remember and know was not statistically signifi-
cant. This discrepancy might reflect differences in stimulus 
materials and target–distractor similarity.

EXPERIMENT 2

Although the results of Experiment 1 suggested that 
eye movement consistency is related to scene recognition, 
it remains unclear to what extent this consistency could 
be attributed to episodic memory or idiosyncratic scene 
preferences consistent across scene repetitions (Mannan, 
Ruddock, & Wooding, 1997). Specifically, a participant 
might be inclined to direct his gaze toward for example, 
flowers in every picture, and hence increase the amount of 
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fixations were analyzed (i.e., fixations number 2–4). The 
fixation data were analyzed by including both the whole 
set of fixations and only three test fixations (as in Experi-
ment 1). These analyses yielded similar patterns of results, 
and therefore, only the latter analyses are reported here.

The average proportions of refixations were .32, .23, 
and .19 for remember responses, know responses and 
misses, respectively. The refixation data was analyzed in 
a repeated measures ANOVA, yielding a significant main 
effect of response type [F(2,30)  10.87, MSe  .007, 

2  .42, p  .001]. Subsequent contrast tests yielded 
significant differences between remember and know re-
sponses [F(1,15)  6.68, MSe  .019, p  .021]. In turn, 
know responses were not associated with reliably higher 
levels of refixations than misses [F(1,15)  3.12, MSe  
.010, p  .10]. The random baseline proportion of refix-
ation was calculated in the same way as in Experiment 1. 
This analysis yielded an average of .14. It should be noted 
that the difference between false rejections and the ran-
dom baseline was only 5%.

To assess the effects of scene salience, we also exam-
ined whether test fixations toward studied regions was 
prioritized over a baseline of similarly salient regions. 
This additional analysis would provide a purer measure 
of reinstatement. If recollection reflects reinstatement of 
perceptual information, one might expect a higher propor-
tion of the saccades to be directed toward the set of studied 
regions over the similarly salient alternative set of regions. 
Alternatively, if recollection is not related to perceptual 
reinstatement, eye movements should be distributed evenly 
between similarly salient regions prior to recollection.

To this end, we obtained a preference index. First, we 
acquired the proportion of test fixations within 2º of any 
region from the nonstudied set of regions. Subsequently, 
we divided the proportion of refixations with the sum of 
the proportion of refixations of studied and nonstudied re-
gions. In this index, values above .5 indicated a preference 
for studied over nonstudied regions. For the first three test 
fixations, this measure yielded an average of .57, .43, and 
.37 for remember, know, and misses, respectively. The 
sphericity assumption was not reached (Huynh–Feldt  
.68), but a repeated measures ANOVA with adjusted de-
grees of freedom (lower bound method) produced a sig-
nificant effect of response type [F(1,15)  7.76, MSe  
.047, p  .014]. Individual comparisons indicated that 
remember responses were related to a higher preference 
for studied regions than were know responses [t(15)  
2.23, p  .042] and misses [t(15)  3.87, p  .002]. The 
difference between know responses and misses was not 
significant [t(15)  1.47, p  .16]. Importantly, separate 
comparisons of response types to a baseline preference 
index of .5 showed that remember responses yielded a sig-
nificantly greater value [t(15)  2.79, p  .014]. In addi-
tion, know responses were not associated with a reliably 
lower preference for studied regions [t(15)  1.32, p  
.21]. Finally, misses were associated with a significantly 
lower preference value than the expected .5 [t(15)  3.75, 
p  .002]. In other words, only remember responses were 
related to an increased probability of fixating studied re-
gions over equally salient nonstudied regions.

pilot studies had shown that an initial large dot was easier to detect 
with peripheral vision, whereas the smaller subsequent dot helped 
to reduce fixation variability within the indicated region. The dots 
appeared at five different locations for each stimulus picture. Par-
ticipants practiced this procedure by observing four items repeated 
twice before study. None of the participants reported any problems 
in following the dot. A frame including a green dot on a gray back-
ground intervened between every stimulus item. Participants were 
told to fixate the dot and initiate the presentation of the next stimulus 
picture by pressing a key. The dot corresponded to one of the cluster 
centers in the following stimulus item, hence contrary to Experi-
ment 1, the initial position varied according to each stimulus item 
in Experiment 2. At test, which followed immediately after study, 
participants were instructed to respond in the same way as in Experi-
ment 1, while their eye movements were registered.

Results and Discussion
Memory performance. Overall recognition perfor-

mance was .68 hits and .16 FAs. The average sensitiv-
ity score (d ) was 1.63 (SD  0.47). Decomposed into 
response types the hit proportions were .47 and .21 for 
remember and know responses, respectively, and FA rates 
were .04 and .13 for remember and know responses, re-
spectively. Due to few observations, guess responses were 
eliminated from subsequent analyses.

Recognition and eye movements. Recognition re-
sponses with less than four test fixations (i.e., fast recogni-
tion responses) were eliminated, reducing data by a total 
of two trials across all participants and trials. The refix-
ation measure was calculated by relating each participant’s 
test fixations to the moving dot pattern presented during 
study. Any test fixation within 2º of its nearest study fixa-
tion (i.e., the dot position) was considered as a refixation. 
As in Experiment 1, the first test fixation was removed 
from further analyses. Furthermore, to make the procedure 
more consistent with Experiment 1, only the next three test 

Figure 2. A stimulus scene with an overlaid saliency map based 
on participants’ fixations in Experiment 1. Each fixation is rep-
resented by a Gaussian light intensity distribution with a stan-
dard deviation of 1º (see also Pomplun, Ritter, & Velichovsky, 
1996). The dots indicate the 10 cluster centers derived from the 
participants’ fixations (dark dots, Set 1; light dots, Set 2). Note 
that only one dot was shown at a time during the experiment and 
participants were never presented with an overlaid saliency map. 
Picture adapted and reprinted with permission of the artist, Jane 
Wooster Scott.
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of the previously associated scene regions are reactivated 
(i.e., “Shythorpe” reinstates portions of the corresponding 
scene representation). This reinstatement of event infor-
mation was expected to have systematic (causal) effects on 
subsequent eye movements during the course of recogni-
tion. Specifically, for matching scenes, one would expect 
the participant to refixate previously fixated regions to a 
higher extent, compared to the case where the scene does 
not correspond to the name, but is equally familiar due 
to its presentation during study. Alternatively, if memory 
does not affect eye movement distribution, there should be 
no difference between the conditions.

Method
Participants. Twenty-four Umeå University undergraduates 

(8 male, 16 female) participated in the experiment for payment (ap-
proximately US$13). They were between 20 and 37 years old and 
had no prior experience of similar experiments. Participants had nor-
mal or corrected-to-normal vision (contact lenses). All participants 
passed the Ishihara color screen test (Ishihara, 1984).

Materials. Twenty-four stimulus scenes were selected from the 
same pool of landscape paintings as in Experiments 1 and 2. To 
mimic Swedish village names, we recombined 24 different Swed-
ish village suffixes with 24 adjectives or nouns (e.g., “Blygtorp” 
[Shythorpe]). There was no obvious relationship between the village 
name and scene contents.

Eight different test lists of 24 labels and scenes were created. 
Each scene item occurred equally often as matched and mismatched 
across participants. Because the mismatched items might include 
regions of interest that largely overlapped with regions of interest 
in the indicated scene, four random label–scene combinations were 
created to reduce the risk for such item effects. Each label and scene 
was presented only once at test. Matched and mismatched label–
scene pairs were randomly mixed.

Procedure. Participants were informed that they should learn the 
names of a set of village scenes, which would be presented repeat-
edly during a study phase. Participants were told that they had to 
learn the names of each picture in preparation for a later recognition 
test. In addition, participants were told to make judgments about 
their future recognition performance of each scene picture, follow-
ing the presentation of the corresponding village name. Participants 
were told to use a four grade scale to indicate their confidence, from 
0  certain they would not identify the corresponding scene to 3  
certain they would identify the corresponding scene. Each village 
name was presented for 4.5 sec followed by a gray frame with a cen-
tral black dot. At this stage, participants indicated their recognition 
confidence. Immediately after their judgment, the corresponding 
stimulus scene was shown. Each scene was presented for 18 fixa-
tions in the same manner as in Experiment 1. The labels and pictures 
were shown three times each in three blocks of randomized order.

At test, participants were shown a village label for 4.5 sec, fol-
lowed by the calibration frame and subsequently a scene picture. 
Participants were told to decide whether the scene corresponded 
to the village name. Participants responded by pressing a button 
on a button box (which terminated scene presentation), and subse-
quently reported whether the picture did or did not correspond to the 
village name. The instructions emphasized accuracy over speed in 
identification judgment. Similar to Experiment 1, a response dead-
line of four test fixations was employed. Post experiment interviews 
indicated that several participants noted some variability in scene 
exposure duration at the study and test phase, respectively, but none 
of them revealed the gaze-contingent nature of the presentation.

Results and Discussion
Participants’ confidence ratings of future scene recog-

nition memory increased significantly across the study 

Taken together, the findings of Experiment 2 provide ad-
ditional support for our hypothesis that recognition is related 
to study–test consistency in terms of eye movements. Con-
trary to Experiment 1, in which item saliency might have 
contributed to the observed effects of gaze consistency, 
these item-specific effects were minimized in Experiment 2 
by experimentally controlling the distribution of fixations. 
Furthermore, Experiment 2 showed that recollection is 
related to a higher degree of study–test consistency than 
 familiarity-based recognition, as indicated by a greater pro-
portion of refixations for remember than know responses. 
In addition, the effect size of Experiment 2 was quite large, 
especially if viewed in relation to the random baseline of 
refixations.

EXPERIMENT 3

Experiments 1 and 2 addressed and clarified several 
methodological issues regarding eye movement consistency 
and its relation to scene memory, but they did not directly 
test the causal direction of that relationship. It might be the 
case that the eyes are incidentally directed to studied regions 
during test, which in turn support recollection by increasing 
study–test consistency. Alternatively, the observer might 
have an initial feeling of familiarity for the scene, and direct 
his or her gaze to diagnostic regions to confirm that hypoth-
esis. Another potential problem with Experiments 1 and 2 
is that the instructions for the remember response might 
have biased participants to base their responses on specific 
scene details which would hence increase the amount of 
refixations related to those responses. Furthermore, Experi-
ments 1 and 2 might constitute underestimations of mem-
ory influence on eye movement consistency, because the 
participant is not prepared for which specific picture will be 
presented next, and hence initial fixations are more likely 
to be influenced bottom up by perceptual features. Instead, 
in many natural recognition situations we have expectations 
prior to seeing the scene, such as expecting what view will 
appear when we turn around a corner.

In Experiment 3, we examined gaze consistency and its 
causal relation to scene recognition by using an alternative 
strategy. As mentioned earlier, we reasoned that episodic 
information might contribute to reconstructive retrieval op-
erations by guiding eye movements toward diagnostic re-
gions of the test scene. Specifically, prior information about 
what scene to expect should reactivate some of the scene 
information encoded during the earlier study phase. If this 
episodic event information has a causal effect on gaze con-
trol, valid expectations should produce a higher degree of 
eye movement reinstatement than invalid expectations.

In Experiment 3, participants studied scenes (a sub-
set of the paintings of landscapes used in Experiments 
1 and 2) paired with an arbitrary label (e.g., “Blygtorp” 
[Shythorpe]). At test, half of the labels were presented 
before the same stimulus scene and the remaining labels 
with different (but previously studied) scenes. Participants 
were told to decide whether a given scene corresponded to 
its scene name, while their eye movements were tracked.

Providing the name prior to presentation of the scene 
was expected to trigger a retrieval process in which some 
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We assumed that consistency of eye movements between 
study and test should be closely associated with compatibil-
ity of encoding and retrieval operations (i.e., degree of rein-
statement). We hypothesized that such reinstatement should 
be related to recognition memory performance, and spe-
cifically characterize remember responses. Another central 
hypothesis of this study was that memory for a previously 
studied scene is causally, rather than incidentally, related to 
gaze control, and that this episodic information contributes 
to reconstructive retrieval operations by guiding eye move-
ments toward diagnostic regions of the test scene.

Although this hypothesis seems intuitive in light of 
most conceptions of episodic memory, earlier research on 
eye movements and recognition memory provided mixed 
or weak support for perceptual reinstatement in recogni-
tion memory (Fisher et al., 1983; Locher & Nodine, 1974; 
Melcher & Kowler, 2001; Noton & Stark, 1971; Walker-
Smith, Gale, & Findlay, 1977). A limited number of stud-
ies provided some support for the hypothesis (Noton & 
Stark, 1971; Parker, 1978) but these findings were based 
on low stimulus complexity. Furthermore, past studies 
did not investigate specific components of recognition 
memory such as levels of confidence or recollection and 
familiarity. In addition, they were guided by the notion 
that reinstatement should be sequential (i.e., the scan-path 
hypothesis), rather than the view that recognition perfor-
mance might be related to content reinstatement regard-
less of eye fixation order.

The results of this study indicated selective effects of 
eye movements on the nature of recollective experience 
in that remember responses were associated with a higher 
degree of refixations than misses (Experiments 1 and 2) 
and know responses (Experiment 2). These effects were 
observed for relatively complex stimuli, while control-
ling for differences in number of fixations and stimulus 
saliency. The results extend our earlier findings involving 
face recognition (Mäntylä & Holm, 2006) by providing 
stronger and more general support for the hypothesis that 
the consistency of fixation distributions between study 
and test reflects reconstructive retrieval processes.

In Experiment 1, participants were free to move their 
eyes during both study and test, and hence several levels 
of scene information might have contributed to study–test 
consistency (e.g., low-level contrast as well as high-level 
semantic content). Despite this constraint on expected 
variability in terms of eye movement distribution, the 
refixation measure was sensitive enough to differentiate 
between participants’ recognition judgments (as indicated 
by remember responses) and false rejections.

In Experiment 2, we showed that the effect size of the re-
fixation measure was increased when saliency was experi-
mentally controlled for. Specifically, remember responses 
were associated with a higher proportion of refixations than 
both know responses and false rejections. Importantly, re-
member responses were associated with an increased prob-
ability of fixating studied regions, compared to equally 
salient nonstudied regions. By contrast, eye movements 
preceding false rejections were associated with a preference 
for nonstudied regions over studied regions. For instance, if 
recognition judgments are based on sensory reconstruction, 

blocks, averaging 0.0, 1.3, and 2.1 for the first, second, 
and third blocks, respectively [F(2,46)  268.00, MSe  
0.1, p  .001]. These data suggest that participants’ mem-
ory for names and scenes increased across study blocks. 
It should also be considered that the confidence ratings 
were made before the actual scene item was presented, 
hence participants confidence prior to test should have 
been even higher than that of Block 3. Proportion of refix-
ations between the first and the second as well as between 
the second and the third block was calculated. Repeated 
presentation of study items was not reflected in consis-
tency of eye movements, averaging from .61 to .60 for 
comparisons between Blocks 1 and 2 and Blocks 2 and 3, 
respectively. However, the absence of effects was expected 
in that participants might have attempted to cover different 
scene regions across repeated study trials. Consistent with 
the confidence data, participants were rather sensitive in 
identifying the scenes, and produced an average of .85 hits 
and .13 FAs. Nine participants did not make a single FA, 
and 6 participants correctly identified all targets. In order 
to calculate d , these FA and hit values were replaced by 
.01 and .99, respectively. The average d calculated was 
2.69 (SD  1.29). Fast responses (i.e., 4 test fixations) 
were removed from the eye movement analyses. This pro-
cedure limited the amount of data by 29%.3

The refixation measure was computed relating the 
eye fixation data between Block 3 and the test session. 
It should be noted that a comparison with the final study 
block constitutes the most adequate contrast, because the 
fixations from Block 3 represent the last visual informa-
tion acquired by the participant, and should hence reflect 
the strongest scene content memory. These analyses indi-
cated that valid scene expectations produce a higher de-
gree of eye movement reinstatement than invalid expecta-
tions. Specifically, the average proportion of refixations 
was .69 and .58 for the matched and mismatched condi-
tions, respectively. The difference between the conditions 
was statistically reliable [t(23)  2.34, p  .03].

A random baseline for the refixation measure was cal-
culated in the same way as in the previous experiments and 
showed an average of .39. Against this baseline, the rela-
tive difference in refixations between the stimulus match 
conditions was quite large (i.e., 77% and 49% increments 
in consistency for the matched and mismatched condi-
tions, respectively). Overall, Experiment 3 supported our 
hypothesis that prior expectations about a scene influence 
gaze control by producing eye movements confirming the 
episodic memory of the scene.

GENERAL DISCUSSION

Most conceptions of episodic memory hold that compat-
ibility of encoding and retrieval operations facilitates re-
trieval (Roediger et al., 1989; Tulving & Thomson, 1973), 
but remain unspecific as to the mechanisms involved in 
that reinstatement. The main purpose of this study was to 
examine some of these mechanisms by using eye move-
ments as a window to reconstructive retrieval processes, 
because eye movements reflect attentional processes and 
focal vision provides high-acuity information.
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region. The last fixation would then be a confirmatory 
fixation for the recognition match caused by fixating that 
region the first time during test. Limiting retrieval to few 
informative scene attributes rather than distributing fixa-
tions to several regions, or representing scenes in terms 
of eye movement sequences, is not only a more economic 
strategy, but also makes sense in light of distinctiveness 
effects in episodic memory.

Hunt and McDaniel (1993) defined distinctiveness as an 
attribute that distinguishes the item from other instances 
of the same general theme. Specifically, distinctiveness is 
thought to be the result of coding differences in the context 
of similarity and similarities in the context of differences 
(Hunt & Seta, 1984). Considering that the recognition tasks 
of the experiments presented here required a high degree 
of target–distractor discrimination, an efficient encoding 
and retrieval strategy according to Hunt and McDaniel’s 
account would be to process outstanding scene features.

This notion is also consistent with Rajaram’s 
 distinctiveness/fluency account of remember/know disso-
ciations (Rajaram, 1996; see also Mäntylä, 1997; Mäntylä 
& Holm, 2006). According to Rajaram, “an analysis of the 
distinctive or salient attributes of the information, be they 
conceptual or perceptual in nature, creates memories that 
are later accompanied by the subjective experience termed 
as Remember” (Rajaram, 1996, pp. 374).

The idea that long-term memory for context facilitates 
visual search has been shown within implicit memory 
(Chun & Jiang, 2003) and supports the view that long term 
memories can influence attention deployment in scene 
perception. Furthermore, recent studies by Brockmole and 
Henderson (2006) and Summerfield, Lepsien, Gitelman, 
Mesulam, and Nobre (2006) suggest that explicit memory 
influences attention deployment. Both studies showed that 
long-term memory for object locations in complex scenes 
facilitated object detection. To the extent that recognition 
of constituent parts is an important aspect of complex 
scene recognition, one might speculate that those same 
mechanisms would be involved in scene recognition by 
biasing attention deployment according to memory traces. 
Indeed, the findings by Summerfield et al. indicate that 
such memory influence on attention deployment in visual 
search can be initiated with as little as 100 msec of scene 
cue information. In addition, Altmann (2004) showed that 
people produce anticipatory saccades to regions reflect-
ing the content of a spoken sentence before the content 
noun is spoken, even when the anticipated object of that 
sentence is no longer present at the location.

Correspondingly, our findings suggest that memory 
guidance is involved early, considering that the refixation 
measure differentiated recognition judgments within the 
first three fixations in all three experiments. The notion 
that memory govern behavior in an anticipatory way is 
consistent with findings in rather diverse fields of human 
activities, such as adjustment of grip force prior to tar-
get contact in dexterous manipulation (Gordon, Westling, 
Cole, & Johansson, 1993), top-down bias by word fre-
quency in spoken word recognition (Dahan, Magnuson, 
& Tanenhaus, 2001; see also McClelland, 1991; McClel-
land & Elman, 1986), and semantic associations in visual 

it seems reasonable to judge the scene as new, when sensory 
information sampled from the scene is mostly new. Perhaps 
fixations on new areas result in a false hypothesis regarding 
the scene, and that hypothesis is inadequate in guiding sac-
cades toward diagnostic regions. While acquiring ever new 
focal information, the participant becomes convinced that 
the scene is new, and makes a false rejection.

One interpretation of the findings in Experiments 1 
and 2 is that remember responses, know responses, and 
false rejections reflect the output of one source of sig-
nal strength (i.e., reinstated information). In this respect, 
remember and know judgments would reflect different 
confidence criteria on a memory strength dimension (see 
Wixted, 2007). On this account, know responses reflect 
weaker memory representations than remember responses. 
Two underlying processes of recognition memory might 
still be tenable on a signal detection theory (SDT) account 
of recognition memory. However, the controversy regard-
ing dual components of recognition memory refers to the 
underlying processes of recognition judgments, rather 
than to the phenomenal experience of the participants. 
Therefore, even if a single process SDT account of recog-
nition memory appropriately describes current data, the 
application of the remember/know paradigm is motivated 
to the extent that these responses reflect qualitatively dif-
ferent recognition experiences. In addition, the SDT mod-
els of recognition memory do not predict transitions in the 
phenomenal quality of recognition judgments.

In fact, using eye movements might be one way of dis-
entangling the issue of underlying processes in remember 
and know responses. If these responses involve the same 
processes and could be equated with regard to confidence 
(probably high confidence judgments), they should not 
differ in terms of eye movement consistency. Instead, if re-
member and know judgments reflect different underlying 
processes, one might expect remember responses to have a 
higher perceptual consistency than know responses, even 
when relative confidence ratings are similar.

In Experiment 3, we investigated the underlying mecha-
nisms of reconstruction in episodic memory retrieval. Spe-
cifically, we found that episodic memory influences eye 
movements in scene recognition. Providing a retrieval cue 
(the village name) before scene presentation at test induced 
eye movements toward regions consistent with those fix-
ated during scene study. This result suggests that the partici-
pants employed a hypothesis-testing process based on their 
expectations. This expectation expressed episodic memory 
of the previously encoded scene, and seems to have guided 
the participants’ eyes toward diagnostic scene regions.

The overall findings of this study (that recognition 
memory is related to perceptual reinstatement) are in 
agreement with Loftus’s (1976) account that scene mem-
ory is represented by gist and a limited number of infor-
mative scene details. Furthermore, if episodic memory 
influences saccade targeting, one might expect this influ-
ence to be somewhat delayed with respect to the ongoing 
perceptual processing (see Ballard et al., 1997). In that 
case, a typical case for memory driven saccades should 
be refixations of a specific region, followed by saccades 
to other regions, and then a new refixation at the original 
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search (Moores, Laiti, & Chelazzi, 2003). In addition, sev-
eral brain imaging studies suggest that encoding processes 
and their related brain activity affect which processes are 
reactivated during subsequent retrieval (Buckner, Wheeler, 
& Sheridan, 2001; Nyberg, Habib, McIntosh, & Tulving, 
2000; Nyberg et al., 2001).

The present findings are also in agreement with stud-
ies showing spontaneous saccades during recall to blank 
regions where the retrieved information used to be (Alt-
mann, 2004; Brandt & Stark, 1997; Laeng & Teodorescu, 
2002; Spivey & Geng, 2001). Collectively, these findings 
suggest that episodic memory retrieval is an active, recon-
structive and embodied process, where the external envi-
ronment serves as an important support, or even as an “ex-
ternal” memory (O’Regan, 1992). Furthermore, guiding 
eye movements by cuing affect higher cognitive processes 
such as interpretation of ambiguous figures (Pomplun, Rit-
ter, & Velichovsky, 1996), reaction time to comprehension 
of speech (Richardson & Dale, 2005), and problem solving 
performance (Grant & Spivey, 2003). This suggests that 
cuing attention in a scene recognition test to previously 
studied regions should facilitate recognition performance, 
whereas cuing attention to nonstudied regions should in-
crease the risk for false rejections. Similarly, one would 
expect that the stronger the cue, the higher the impact on 
gaze control in a recognition task. For instance, the cuing 
effect of Experiment 3 might be expected to increase as a 
function of study blocks. Not only would the valid cues be 
more valid, but the invalid cues more invalid.

In conclusion, the present findings support the view that 
anticipation or hypothesis testing is an intrinsic part of re-
trieval in episodic recognition. It is possible that hypoth-
esis testing is a general principle of recognition memory, 
characterized by an iterative testing of sensory evidence 
against stored representations. When that comparison is in-
sufficient for a decision, additional information is sampled 
according to hypotheses regarding the sensory impression, 
until a judgment can be made. This active view on recog-
nition also makes sense from a more ecological point of 
view. We often move about in familiar environments. Our 
rich experience should then provide us with the information 
necessary to anticipate what structures will meet us as we 
turn around the next corner, and this anticipation should be 
expressed as anticipatory deployment of attention (includ-
ing gaze direction) toward upcoming regions of interest.
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