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Learning a new concept is greatly facilitated when prior 
knowledge can be brought to bear on it (see, e.g., Heit 
& Bott, 2000; Kaplan & Murphy, 2000; Murphy & Al-
lopenna, 1994; Rehder & Murphy, 2003). One problem 
with knowledge, however, is that it is sometimes wrong. 
Even when it is not wrong, it is often rather shallow, not 
explaining phenomena in very great detail (Keil & Wil-
son, 2000; Rozenblit & Keil, 2002). One might wonder, 
then, how real-world knowledge can manage to help us 
learn anything new. If we have a belief about why birds fly, 
having to do with wings, then how do we explain turkeys 
or penguins, which have wings but do not fly? And if we 
cannot, in fact, make such predictions on the basis of our 
knowledge, is it any use at all?

Fortunately, research has shown that even if one’s prior 
knowledge does not relate all the features in the concept, it 
still aids in the learning of the concept (Kaplan & Murphy, 
2000). Furthermore, if some of the knowledge is wrong in 
individual cases, the knowledge still helps people learn, so 
long as it is generally correct (Murphy & Kaplan, 2000). 
So, however knowledge influences concept acquisition, 
it does not require unrealistic levels of perfection to be 
helpful. The occasional turkey does not prevent us from 
understanding how birds usually fly and from using that 
knowledge to learn about new flying animals.

There are other ways in which knowledge may persist 
even when it is not completely correct. Researchers con-
cerned with social stereotypes have examined how it is 
that stereotypes can persist in the face of disconfirming 
group members. As a general rule, people are very reluc-

tant to change their views about social categories, even 
when there is abundant evidence contradicting them (see 
Hilton & von Hippel, 1996, for a review). For example, 
Stephan (1985) demonstrated that negative stereotypes 
continued to be maintained even after long periods of co-
operation with members of the stereotyped group. One of 
the strategies used to maintain these beliefs in the face of 
disconfirming information is known as subtyping (e.g., 
Hewstone & Hamberger, 2000; Hewstone, Hassebrauck, 
Wirth, & Waenke, 2000; Kunda & Oleson, 1995). Sub-
typing is the process by which group members who dis-
confirm the stereotype are clustered together to form a 
subgroup. By segregating such members, the remaining 
group members can be interpreted as the “real” group, 
which does, in fact, maintain the stereotype.

The effect of subtyping is to reduce the belief change 
necessitated by disconfirming examples, as measured by 
ratings of the stereotypical belief. For example, if you be-
lieved that British people are snobbish and then you met a 
very unsnobbish British subject, you might find a way to 
isolate this person from the rest of the class. After all, this 
person is Scottish, and they are not as snooty. Or maybe 
she is a travel agent, and of course, they have to be friendly 
as part of their business. As this example illustrates, the 
subtype is often defined by some other feature that jus-
tifies segregating the inconsistent group members. And 
although such subtyping may be illegitimate in maintain-
ing stereotypes, it is not always unreasonable, since large 
birds, such as turkeys, often do not fly, for a very good rea-
son. Thus, segregating counterexamples of this sort may 
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be a reasonable practice if the subtyping feature is, in fact, 
predictive of a subtype.

This process of using another attribute to explain away 
counterexamples to stereotypes has been documented in 
the laboratory. For example, Kunda and Oleson (1995, 
Experiment 1) studied how the perception of lawyers 
changed after an encounter with a shy lawyer who vio-
lated the stereotype that lawyers are extroverted. In their 
control condition, participants read a transcript of an in-
terview with a shy lawyer and then rated the extroversion 
of lawyers in general. These participants rated lawyers as 
being reliably less extroverted after reading the transcript 
than did a control group of participants who had not en-
countered the shy lawyer. In other conditions, the partici-
pants were again given the transcript of the interview with 
the shy lawyer, but they were also given the information 
that the lawyer worked for a “small firm” or else a “large 
firm.” The interesting finding was that those participants 
who were given information about the size of the firm 
failed to change their beliefs; they rated lawyers as being 
extroverted to the same extent as did those who had not 
encountered the shy lawyer. Apparently, they reasoned 
something like, “Well, of course, a lawyer who is part of a 
small/large firm would very likely be shyer than the usual 
lawyer,” adducing reasons for this particular conclusion. 
Thus, the availability of a property that could be used to 
subtype the item allowed the participants to maintain their 
beliefs about lawyers in general. This sort of reasoning 
also takes place in other domains, such as evaluating sci-
entific evidence (Chinn & Brewer, 2001).

Subtyping and Category Learning
Research on subtyping in stereotypes has investigated 

how people maintain a prior belief in the face of contrary 
evidence. However, it is not so clear to what degree such 
mechanisms apply in the learning of new facts or cat-
egories. Hayes, Foster, and Gadd (2003) examined how 
school-age children evaluated evidence about a new set of 
people when subtyping information was available. They 
used an observation-learning paradigm based on Heit’s 
(1994), in which participants viewed exemplars (e.g., a 
described child) who were congruent or incongruent with 
social stereotypes, together with a stereotype-neutral fea-
ture (the subtyping feature). For example, one exemplar 
might contain the following properties: has long hair, 
wears a dress, has blue eyes (congruent with the gender 
stereotype that girls have long hair and wear dresses). An-
other exemplar might contain the following properties: 
has short hair, wears a dress, has brown eyes (incongru-
ent with the stereotype that boys have short hair but girls 
wear dresses). In the subtyping condition, the incongruent 
exemplars were always paired with one subtyping feature 
(e.g., brown eyes), whereas the knowledge-congruent ex-
emplars always occurred with a different one (blue eyes). 
In the control condition, the subtyping feature did not cor-
relate with the congruence of the exemplars. After observ-
ing these examples, the participants had to judge which 
features co-occurred most often.1 The results of the control 
condition were similar to those in Heit (1994), in that the 
participants generally selected the knowledge-congruent 

feature pairings over the knowledge-incongruent feature 
pairings. But when the subtyping feature covaried with the 
congruence of the exemplars, the participants selected the 
congruent feature even more. That is, children who had 
been trained in the presence of the subtyping covariate 
were more likely to rely on their prior knowledge than 
were those who had not. They seemed to be thinking 
something like, “most of the kids are normal, except for 
those weird brown-eyed ones,” and therefore, they gave 
less weight to the contradictory examples and claimed 
that most children did fit the stereotype. Hayes et al. ex-
plained their results by suggesting a gating mechanism in 
the learning system that is sensitive to the degree to which 
new exemplars fit expectations. When newly encountered 
exemplars are sufficiently congruent with prior expecta-
tions, the gating mechanism allows these exemplars to be 
incorporated into the category representation. When the 
exemplars violate expectations, the gating mechanism 
prevents these exemplars from being incorporated into the 
category, and it remains unchanged. When a subtyping 
feature is present, it signals the incongruence of the ex-
ception exemplars and indicates that they should not be 
included in the category representation. Thus, subtyping 
increases the effect of prior knowledge.

The work of Hayes et al. (2003) is important because it 
suggests that subtyping could be a phenomenon that oc-
curs in the learning of categories, as well as in the evalua-
tion of members of known categories. Furthermore, their 
proposed mechanism suggests that subtyping effects could 
well be found outside the domain of social stereotypes (al-
though their materials were all of this sort). Knowledge 
effects on category learning have been demonstrated in all 
sorts of domains, and there is no obvious reason why this 
gating mechanism should not occur in learning all sorts 
of categories.

However, before this conclusion can be drawn, we must 
overcome some of the limitations of the previous work. 
First, subtyping must be shown in a domain other than 
social stereotypes. Second, in order to apply to category 
learning in general, it should be tested in the more usual 
sort of learning procedure in which participants attempt 
to classify items and learn the category structure through 
corrective feedback, which Hayes et al. (2003) did not do. 
Although classification is only one way to learn categories 
(Markman & Ross, 2003), it is an extremely important 
way that is the basis for most models of category learn-
ing. Third, materials should be used whose co-occurrence 
have not already been strongly represented. People al-
ready know that children with long hair tend to wear 
dresses, rather than trousers (or they believe this stereo-
type, whether or not it is true), but in learning most con-
cepts, people are not learning strongly associated features 
such as these. Thus, in our experiments, we used materials 
from past knowledge-based concept acquisition studies 
that make good sense together but that were not strongly 
associated in advance of learning the category.

If the subtyping feature can trigger a gate for the ap-
plication of stereotypical beliefs, it might also facilitate 
category learning when exception items are present in a 
training set. Consider a situation in which people are learn-
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ing a new concept and trying to map their prior knowledge 
onto the new environment but there are some items for 
which the knowledge mapping does not seem to apply. 
If a subtyping feature covaries with the exception items, 
people should be able to discount the exception items and 
prevent the knowledge mapping from being destroyed. 
Without a subtyping feature, the person might never learn 
the category, because counterexamples would prevent the 
mapping from forming (see Heit, Briggs, & Bott, 2004, 
Experiment 3; Murphy & Kaplan, 2000).

Overview of Experiments
We report the results of three experiments in which 

the effects of subtyping on category learning was inves-
tigated. In each case, participants saw exemplars that 
formed novel vehicle categories. We used categories in 
which the majority of the exemplars in one category cor-
responded to a theme—namely, hot-climate vehicles or 
cold-climate vehicles (themes used by Kaplan & Murphy, 
1999, and Murphy & Allopenna, 1994). In addition to the 
exemplars that conformed to the theme, there were several 
exception examples that were incongruent with the others. 
That is, four items in the hot-climate category were cold-
climate vehicles, and vice versa. These exceptions corre-
sponded to the shy lawyer in Kunda and Oleson (1995) or 
the long-haired child who liked playing with toy trucks in 
Hayes et al. (2003). We then added an additional feature 
to each exemplar (the vehicle manufacturer) that perfectly 
predicted the exception items: The standard items all had 
one feature, built by the General Vehicles Corporation, 
and the exception items had a different feature, built by 
Amazing Adventure Vehicles. This subtyping feature could 
therefore be used to “explain away” the exceptions, as in 
Hayes et al.

Pilot experiments. In three experiments, we at-
tempted to find effects of subtyping features on cat-
egory learning—using both the traditional two-category 
 classification-learning procedure and a one-category 
design (as in Experiment 1 below). As has just been de-
scribed, the majority of the exemplars followed the theme 
of the category, but a minority of them did not. In none 
of these experiments were we able to find evidence that a 
subtyping feature aided learning or, indeed, that the par-
ticipants even noticed the subtyping feature at all. This 
failure, in contrast to the results of Hayes et al.’s (2003) 
study and the earlier social-subtyping experiments, was 
puzzling.

One possible explanation for our failure to find sub-
typing effects is that in our experiments, the participants 
were expected to derive the theme linking the examples, 
whereas elsewhere, researchers used features that were 
related together through beliefs known prior to the experi-
ment. For example, people’s explaining away of the shy 
lawyer (Kunda & Oleson, 1995) took place within the 
context of a well-known stereotype that lawyers are not 
shy. Simply reading that someone is a lawyer likely ac-
tivates such stereotypes. Hayes et al. (2003) used gender 
differences that would have been universally known and 
salient to their subject population. In a category-learning 
context, however, people had to identify the particular 

theme of the category, which was not very familiar, in a 
context in which a number of exemplars were inconsistent 
with that theme. Perhaps identifying the theme despite ex-
ceptions and also noticing that the subtyping feature was 
correlated with the exceptions (which requires correctly 
identifying the theme) was just computationally too much 
for the participants to do.

To make our experiments more similar to those in the 
social psychology literature, in which stereotypes were al-
ready well known prior to the experiment, we informed the 
participants of the hot/cold climate theme before they saw 
the vehicles. This would “entrench” the beliefs about the 
categories, even though the specific features still had to be 
learned. We believed that the participants would attempt 
to justify why there were items that did not fit in with the 
theme and, in the process, discover the covariation of the 
subtyping feature. That is, in trying to decide why some 
of the items did not match the stated theme, they would 
notice the subtyping feature and use that to explain away 
the discrepancy. In Experiment 3, we directly investigated 
whether providing the theme in advance of learning was 
necessary to obtain a subtyping effect.

In Experiment 1, we investigated whether subtyping 
effects could be observed with our materials when the 
participants knew the category theme before they saw the 
examples. We used a typicality-rating task with a single 
category because this was the design most similar to the 
original subtyping experiments in the social domain. In 
earlier experiments, the focus was on a single feature that 
was atypical (e.g., shyness in a lawyer, or an atypical fea-
ture for a correlation in Hayes et al.’s [2003] experiment). 
However, from the perspective of category learning, an 
exception item is generally taken to be an exemplar that 
is actually more similar to a contrast category than it is to 
its own category (as in nonlinearly separable categories; 
see, e.g., Smith & Minda, 1998, and references therein). 
And within most categories, even normal items may have 
a single unusual property without being considered excep-
tions (e.g., dining room chairs do not have arms; cardinals 
have an atypical color). Thus, in studying subtyping in cat-
egory learning, we focused on exception items that were 
globally dissimilar from their category.

EXPERIMENT 1

In the first phase of Experiment 1, the participants 
observed a set of exemplars from a single category. The 
majority of the exemplars corresponded to a theme (hot-
 climate vehicles), but there were several exception ex-
amples that were cold-climate vehicles. Each exemplar 
also had an additional feature, the subtyping feature, 
which referred to the vehicle manufacturer. Two groups 
of participants completed the task. One group saw ex-
emplars from a category structure where the subtyping 
features covaried perfectly with the exception items, 
and the other group saw exemplars where the subtyping 
features did not have such a covariation. After the study 
phase, both groups of participants judged the typicality 
of individual features and pairs of features with respect 
to the category of vehicles that they had just observed. 
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Both groups were informed of the theme linking together 
the exemplars: Each exemplar had “Hot-Climate Dealer-
ship” written above it, and the participants were told that 
the vehicles were sold by a company specializing in hot-
 climate vehicles.

The effect of a subtyping feature on typicality ratings 
has often been observed in experiments on social subtyping 
(see Hewstone & Hamberger, 2000; Hewstone et al., 
2000; Kunda & Oleson, 1995). For example, Kunda and 
Oleson demonstrated that when participants read about a 
shy lawyer with a subtyping feature, they rated lawyers 
in general as being more extroverted than when the shy 
lawyer was presented without the subtyping feature. Such 
findings suggest that our subtyping group would be less 
influenced by the exception items than would those in the 
control condition. However, the category name and in-
structions informing the participants of the hot-climate 
vehicle theme made it unlikely that effects would be ob-
served on the hot-climate features themselves, because of 
ceiling effects. We therefore expected to see differences 
on the cold-climate features only. Specifically, if the 
knowledge mapping is preserved by the subtyping fea-
ture, participants in the subtyping condition would rate 
the cold-climate features as less typical than would those 
in the control group.

Method
Participants. Forty New York University students participated 

in the experiment for pay or course credit. Twenty were randomly 
assigned to each condition.

Stimuli and Design. The participants were presented with one 
category of vehicles consisting of 12 exemplars. Each exemplar 
consisted of four knowledge dimensions and one subtyping dimen-
sion. The knowledge dimensions are shown in the first four rows of 
Table 1. The left side of the table represents the hot-climate vehicle 
features, and the right side the cold-climate features. The subtyping 
dimension was built by General Vehicles Corporation versus built by 
Amazing Adventure Vehicles for the standard exemplars feature and 
the exception exemplars feature, respectively.

Exemplars were constructed according to the left side of Table 2, 
which corresponds to the hot-climate vehicle category. (The right 
side, corresponding to cold-climate vehicles, is relevant only for 
later experiments.) There are 12 rows in the table, each row describ-
ing a single exemplar. Each exemplar consisted of five features, four 
of which were knowledge features, shown under the K columns, and 
the fifth a subtyping feature taken from either the Subtyping Group 
column or the Control Group column, depending on the condition. 
Feature values marked as 1 refer to the hot-climate feature values of 
the relevant dimension (the left side of Table 1), and those marked 0 

to the cold-climate feature values (the right side of Table 1). Stan-
dard exemplars are those in which most of the features corresponded 
to the theme of the category (Exemplars 1–8), and exception items 
(Exemplars 9–12) are those that contained features from the other 
category. The subtyping feature covaried with the congruence of the 
exemplars for the participants in the subtyping group, but not for 
those in the control group.

Note that although there were twice as many examples that were 
consistent with the theme than were inconsistent, because of the 
exception features (0s on the left-hand side) and incongruent items, 
the typical and atypical features were actually equally frequent in 
each category.

Procedure. To communicate that the vehicles formed a group of 
hot-climate vehicles, the participants were told in the instructions 
that they were all sold by the same dealership, the “Hot-Climate 
Dealership,” and this name was written above each exemplar.

In the first phase of the experiment, the participants viewed the 
exemplars described on index cards. They were told that “All the 
vehicles belong to the same category; they are all examples of one 
type of vehicle.” The experimenter instructed them to “learn as much 
as you can about what kind of vehicles they are and what kind of 
features they have.” They were also told that after 10 min of study-
ing the cards, they would perform a computer exercise based on 
the examples. They then rated the typicality of features presented 
in pairs and individually. The participants were instructed that they 
would now see more examples of vehicles but that these vehicles 
would have some features missing. They were told to imagine what 
the missing features might be and to rate, on a scale of 1–9, how 
typical they thought the vehicles were of the category they had just 
learned.

Results
We first will consider whether the participants in the 

subtyping group noticed the correlation between the sub-
typing feature and the exception items. To do this, we 
compared the typicality ratings of the features paired with 
the standard subtyping feature and those paired with the 
exception subtyping feature. Hot-climate features paired 
with the standard subtyping feature, such as the pairing 
drives in jungles/built by the General Vehicles Corpora-
tion, were judged as more typical than were cold-climate 
features paired with the standard subtyping feature, such 
as drives on glaciers/built by the General Vehicles Cor-
poration (M 7.08, SD  0.98, vs. M 5.57, SD  
1.48); yet this pattern was reversed when the features were 
paired with the exception feature (M 3.75, SD  2.32, 
vs. M 4.43, SD  2.50). The interaction of climate and 
subtyping feature was reliable [F(1,39)  17.85, p  
.001]. Thus, the participants in the subtyping group had 
learned that the hot-climate features typically occurred 
with the standard subtyping feature, and not with the ex-
ception subtyping feature.

The comparison of interest between the subtyping and 
the control group was on the (atypical) cold-climate fea-
tures. We combined the single- and double-feature scores, 
weighted by the number of trials in each cell, to obtain a 
single figure for each participant, representing their typi-
cality ratings for cold-climate features. The mean typical-
ity ratings were 4.86 (SD  1.03) for the subtyping group 
and 5.71 (SD  1.45) for the control group, which was a 
reliable difference [t(38)  2.13, p  .05]. Thus, we can 
conclude that the participants in the subtyping condition 
had exaggerated effects of prior knowledge, in compari-

Table 1 
Knowledge Dimensions Used in the Experiments

Dimension 
Number

  Hot-Climate 
Features

  Cold-Climate 
Features

1 Drives in jungles Drives on glaciers
2 Used on safaris Used on mountains
3 Made in Africa Made in Norway
4 Lightly insulated Heavily insulated
5 Green White
6 Has wheels Has treads

Note—Dimensions 1–4 were used in Experiments 1 and 2, and Dimen-
sions 1–6 were used in Experiment 3.
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son with the control group, rating the cold-climate fea-
tures as more atypical. The hot-climate features were rated 
uniformly high in the two groups, as was expected (Ms  
6.88 and 6.60 for the subtyping and control groups, respec-
tively), presumably because both groups were instructed 
that the category represented hot-climate vehicles.

Discussion
Experiment 1 showed that subtyping effects can be ob-

served using novel categories, when the category has a 
theme running through it and the participants are aware of 
that theme before observing the examples. This result adds 
to knowledge of the subtyping phenomenon, because it 
demonstrates that subtyping is not restricted to traditional 
social stereotypes but applies to any suitably themed cat-
egory. It also extends subtyping to cases in which an entire 
exemplar (not just a single property) is atypical.

We have described pilot experiments that did not show 
evidence of subtyping, suggesting that learners must know 
the category theme in advance in order to take advantage 
of the subtyping feature. Finding that people could use the 
subtyping feature in the present experiment supports this 
proposal. We explicitly tested this notion in Experiment 3. 
Having now established conditions in which participants 
notice the correlation between the subtyping feature and 
the exception items, we next return to the central question 
of the article—namely, whether subtyping can facilitate 
the learning of a concept and, if so, how.

EXPERIMENT 2

Experiment 2 was a category-learning experiment in 
which the participants learned to discriminate two catego-
ries of vehicles involving standard exemplars and excep-
tion items. One category consisted of mainly hot-climate 
vehicles, as in Experiment 1, whereas the other category 
consisted of mainly cold-climate vehicles. Exception ex-
emplars were those that consisted of features from the 
category other than that to which they were assigned. 
One group of participants was taught a category struc-

ture involving a subtyping feature that covaried with the 
presence of the exception items, and one group received 
a control category structure. Having observed subtyping 
effects in Experiment 1, we employed a similar category 
structure in this experiment, and we also informed the 
participants of the theme characterizing the two vehicle 
categories before learning commenced. After learning the 
exemplars to a criterion, the participants proceeded on to 
a feature-testing phase in which they were tested on indi-
vidual features.

The participants in the subtyping group might learn the 
category structure more quickly than those in the control 
group because they could use the subtyping feature to de-
cide whether to apply the hot-/cold-climate mapping to 
that exemplar. Those in the control group would not have 
such a gating strategy open to them and would, therefore, 
have to abandon their use of the knowledge mapping in the 
face of contradictory examples. Examples that strongly 
violate a category’s theme make learning much harder 
(Murphy & Kaplan, 2000). Furthermore, we would expect 
differences between the groups for the individual-feature-
testing phase. If the participants in the control group aban-
doned the prior knowledge mapping, they should assign 
individual features to categories arbitrarily, because any 
given feature value occurred equally often in both the hot-
climate category and the cold-climate category (see the 
Method section for more details). If the participants main-
tained the prior knowledge mapping, they should place 
the hot- and cold-climate features into the hot- and cold-
climate categories, as appropriate.

Method
Participants. Twenty-eight New York University students par-

ticipated in the experiment for pay or course credit. Fourteen partici-
pants were randomly assigned to each of the two conditions.

Stimuli and Design. The participants saw exemplars from two 
categories, the hot-climate vehicles and the cold-climate vehicles. 
The category structure is shown in Table 2, where the left side corre-
sponds to the hot-climate vehicle category and the right to the cold-
climate vehicle category. Each exemplar was constructed from four 
knowledge features (Dimensions 1–4 in Table 1) and one subtyping 

Table 2 
Abstract Category Structures for Experiments 1, 2, and 3

Hot-Climate Category Cold-Climate Category

Subtyping Dimension Subtyping Dimension

Exemplar Knowledge Dimension Subtyping Control Exemplar Knowledge Dimension Subtyping Control
Number  K1  K2  K3  K4  Group  Group  Number   K1  K2  K3  K4  Group  Group

1 0 1 1 1 1 0 13 1 0 0 0 1 0
2 1 0 1 1 1 0 14 0 1 0 0 1 0
3 1 1 0 1 1 0 15 0 0 1 0 1 0
4 1 1 1 0 1 0 16 0 0 0 1 1 0
5 0 1 1 1 1 1 17 1 0 0 0 1 1
6 1 0 1 1 1 1 18 0 1 0 0 1 1
7 1 1 0 1 1 1 19 0 0 1 0 1 1
8 1 1 1 0 1 1 20 0 0 0 1 1 1
9 0 0 0 0 0 1 21 1 1 1 1 0 1

10 0 0 0 0 0 1 22 1 1 1 1 0 1
11 0 0 0 0 0 1 23 1 1 1 1 0 1
12 0 0 0 0 0 1 24 1 1 1 1 0 1

Note—Exemplars 1–12 form the hot-climate category, and Exemplars 13–24 form the cold-climate category. Exemplars 9–12 and 21–24 
are exception exemplars.
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feature. As in the previous experiment, there were standard exem-
plars that conformed to the theme and exception items that did not 
(Exemplars 9–12 and 21–24, respectively, in Table 2). The subtyping 
feature covaried with the congruence of the exemplars for those par-
ticipants who were placed in the subtyping group, but not for those 
in the control group, as is shown in Table 2.

Procedure. The participants were told that they would be learn-
ing about vehicles sold by two different dealerships, Dealership A 
and Dealership B, and that they would have to learn to classify the 
vehicles by paying attention to the feedback. They were also ex-
plicitly told that “Dealership A sells mostly hot-climate vehicles 
while Dealership B sells mostly cold-climate vehicles. Note that not 
every vehicle sold by the company follows this hot-/cold-climate 
distinction, but on the whole, this generalization holds.” Labels say-
ing “Hot” and “Cold” were also placed on the response keys below 
the A and B category labels.

Exemplars were presented as written descriptions on a computer 
screen, with one exemplar presented per screen. The participants 
read the description of the exemplar and pressed a key correspond-
ing to a category. They then received feedback indicating whether 
they were correct and what the true classification should have been. 
Learning proceeded in blocks consisting of the presentation of all 
the exemplars shown in Table 2, in a random order. If a participant 
had succeeded in classifying all of the exemplars of a block cor-
rectly, he or she entered the individual-feature-testing phase; if not, 
learning continued for up to 16 blocks.

In the feature-testing phase, the features were presented individu-
ally on the screen, and the participants pressed a key to indicate 
whether the feature was most likely to be from Category A or B. 
Feedback was not provided. Each participant classified each feature 
twice, making a total of 20 test trials (2  [8 knowledge features  
2 subtyping features]). At test, the participants were told that they 
would be seeing some new vehicles but that they would be able to 
see only one feature from these vehicles. They were instructed to 
imagine what the other features might be and to decide which of the 
two categories the new vehicle would be most likely to belong to.

Results
Learning phase. Learning was easier with the subtyp-

ing structure. In the subtyping group, 9 out of 14 partici-
pants learned the category structure within the 16-block 
limit, whereas only 2 out of 14 participants reached this 
criterion in the control group. This difference is signifi-
cant by Fisher’s exact test ( p  .05). Similarly, with those 
participants who did not complete within 16 blocks re-
ceiving a generous score of 17, the participants in the sub-
typing group required reliably fewer blocks to complete 
the learning phase (M  11.0, SD  1.5) than did those 
in the control group (M  16.4, SD  5.9) [t(26)  3.4, 
p  .005]. Thus, the participants were able to make use of 
the subtyping feature in learning the concept.

Figure 1 displays the performance of the two groups 
on the standard and exception exemplars as a function of 
learning block. To avoid empty cells in later blocks, we as-
signed the participants a score of 1.0 after they had reached 
criterion. For example, Subject 14 reached criterion on 
Block 2; hence, he was assigned an accuracy score of 
1.0 for both the standard and the exception exemplars for 
Blocks 3–16. The upper two lines in Figure 1 show that for 
the standard exemplars, both groups performed accurately 
early in learning (recall that they were provided with the 
theme at the outset) and that the subtyping group achieved 
higher scores in later blocks. This is demonstrated by an 
interaction between the effect of learning block and cate-

gory structure (subtyping vs. control) [F(15,390)  1.84, 
MSe  0.014, p  .05; standard exemplars only]. More in-
teresting is the pattern of responses to the exception exem-
plars, which differed across the two groups [F(15,390)  
10.25, MSe  0.049, p  .001; exception exemplars only]. 
Although both groups started out assigning the exceptions 
according to the theme (i.e., incorrectly), the subtyping 
group steadily improved its performance, presumably 
reflecting the discovery of the subtyping structure that 
identified the exception items. The control group did not 
show this steady increase, improving only after 12 blocks, 
probably as a result of memorizing the exceptions.

Test phase. Most participants responded very accu-
rately to the features in the feature-testing phase, regardless 
of whether they were in the subtyping group (M proportion 
correct  .81, SD  .19) or the control group (M  .92, 
SD  .11). Although this difference approaches statistical 
significance [t(26)  1.95, p  .062], it is somewhat diffi-
cult to interpret, given that the control group had five more 
blocks of exposure to the features, on average. It is possible 
that the control group relied more on feature learning than 
on the theme, because the subtyping feature was not avail-
able to explain away the theme violations.

Discussion
The participants in the subtyping condition learned 

the category structure more quickly than did those in 
the control group. This is an important result because it 
demonstrates that the subtyping phenomenon applies to 
supervised category learning, as well as to the process 
of classification. Furthermore, that participants can use 
the subtyping feature in a category-learning task entails 

Figure 1. Proportion correct classifications during learning of 
the standard and exception exemplars when participants learned 
the subtyping structure (subtyping condition) and when they 
learned the control structure (control condition) in Experiment 2.
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that they are sensitive to the feature correlations within 
the exemplars, which is not generally found in supervised 
learning (Chin-Parker & Ross, 2002).

The subtyping group’s performance on the exception 
exemplars was slightly worse early in learning, but then, 
as more blocks were experienced, they learned these and 
the standard exemplars better than did the control group, 
on average, so that more participants reached the learning 
criterion. What type of mechanism was responsible for the 
facilitation in learning? We will consider two possibili-
ties. The first is that the subtyping feature acts to direct 
attention to the different types of items. Initially, partici-
pants attend equally to all exemplars, but then, as more 
exemplars are observed, they realize that the exception 
exemplars require more resources. Focusing attention on 
the difficult items results in more efficient learning. An 
alternative is that the subtyping feature acts as a gate to 
allow the knowledge mapping to be applied in some situa-
tions and not in others (Hayes et al., 2003). Early in learn-
ing, participants do not abandon the theme because they 
feel they can explain away the exception exemplars. When 
there is a subtyping feature, this attempt is successful, but 
when there is not, the knowledge mapping may have to be 
abandoned.

These two possibilities can be distinguished by investi-
gating how people use the subtyping feature when gener-
alizing beyond the features they see in the experiment. If 
participants use the subtyping feature to activate a knowl-
edge gate, their classification of novel features should be 
affected by the presence of the subtyping feature, just as it 
is for the classification of old features. With one subtyp-
ing feature, they ought to assign novel features to the the-
matically consistent category; with the other, they should 
assign it to the “wrong” category. If the subtyping feature 
acts merely to mark certain exemplars as unusual dur-
ing learning, it will not provide any specific information 
about how to classify a new feature. Our next experiment 
included the novel features necessary to distinguish be-
tween these two mechanisms.

Another goal of Experiment 3 was to determine the ef-
fect of providing the theme in advance of learning. We 
suggested that one of the reasons we obtained subtyping 
effects in Experiments 1 and 2, but not in our pilot ex-
periments, was that the participants were informed of the 
theme in the former experiments, but not in the latter. The 
next experiment directly tested this possibility by compar-
ing the performance of participants who did or did not 
receive the theme in advance.

EXPERIMENT 3

The participants were divided into two groups. One 
group received instructions relating the exemplars to the 
climate theme of the vehicles, as in Experiment 2, and the 
other group received neutral category-learning instruc-
tions. Apart from the instructional manipulation, the learn-
ing phase of the experiment was identical to that in the sub-
typing condition of Experiment 2. (The control condition 
would not help to determine whether subtyping was fa-
cilitated with advance knowledge of the theme and so was 

omitted.) A further difference between Experiments 2 and 
3 occurred in the feature-testing phase. In Experiment 3, 
the participants were tested not only on individual features, 
but also on pairs of features, some of which the participants 
had not seen before. This enabled us to assess generaliza-
tion behavior in relation to the subtyping feature.

We hypothesized that knowing the theme in advance 
of learning would facilitate the subtyping effect. Under 
the themed instructions, the participants would seek to 
understand why the exception exemplar was not in the 
expected category, thereby noticing the covariation be-
tween the subtyping feature and the exception exemplars. 
Without knowing the theme in advance, the participants 
would find it more difficult to notice that subtyping fea-
tures predicted whether an item was theme consistent or 
inconsistent. An enhanced subtyping effect might mani-
fest itself in several ways. First, participants who used the 
subtyping feature might find the category structure easier 
to learn, as we observed in the previous experiment. Sec-
ond, participants who used the subtyping feature should 
vary their responses to the standard features as a function 
of the accompanying subtyping feature. For example, if 
the feature drives in jungles is classified as an A vehicle 
in the presence of the subtyping feature built by General 
Vehicles Corporation, then, if the participant is aware of 
the significance of the subtyping structure, classification 
should change when the same feature is accompanied by 
the built by Amazing Adventure Vehicles subtyping feature. 
If knowing the theme in advance encourages subtyping, 
we would expect these effects to be more pronounced in 
the themed condition.

Method
Participants. Thirty New York University students participated 

in the experiment for pay or course credit. Fifteen were randomly 
assigned to each condition.

Stimuli and Design. The formal category structure was identical 
to the subtyping condition in Experiment 2. However, we added two 
features per category for use in the testing phase. The knowledge 
features used in this experiment were the first six dimensions shown 
in Table 1. The assignment of dimensions to presentation type was 
rotated across participants, so that each participant saw a different 
combination of novel and presented dimensions.

The participants in the themed condition were given instructions 
relating the categories to the hot-climate and cold-climate theme, ex-
actly as in Experiment 2. Those in the neutral condition were given 
standard category-learning instructions (i.e., no theme). All other as-
pects of the learning phase were identical to those in Experiment 2.

During the feature-testing phase, the participants viewed single 
features and pairs of features on the computer monitor and assigned 
them to categories. Each of the 14 features (7 dimensions) was pre-
sented twice individually and twice with each other feature as part 
of a pair, one feature below the other. Thus, there were a total of 
28 single-feature trials and 168 paired-feature trials (no features 
were paired with their binary opposites). The instructions for the 
test phase were identical to those in Experiment 2, except that the 
participants were now told that they would be able to see only some 
of the features from the new vehicles.

Results
Learning phase. We first consider the effects of know-

ing the theme in advance of learning. We suggested that 
the theme should encourage subtyping, thereby facilitat-
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ing learning and altering response patterns in the feature-
 testing phase. In the learning phase, more participants 
learned in the themed condition than in the neutral condi-
tion (7 out of 15 vs. 3 out of 15), although the difference 
was not reliable (Fisher’s exact test, p  .25), nor was it 
reliable when we compared the trials with criterion in the 
two groups (conservatively giving 17 for those who failed 
to learn) [M  12.6, SD  5.72, vs. M  12.8, SD  4.62; 
t(29)  1.23, p  .24]. Those participants who learned in 
the themed condition required 7.3 (SD  4.19) blocks to 
reach criterion, on average, and those in the neutral condi-
tion required 6.0 (SD  2) blocks.

We also analyzed the relative learning rate for the stan-
dard and the exception exemplars, as in the previous ex-
periment. Figure 2 shows block-by-block learning data for 
the theme and neutral conditions. We again assigned an ac-
curacy score of 1.0 to all blocks after a participant reached 
criterion. We first consider performance by those partici-
pants who were given the theme in advance. Recall that 
this condition was a direct replication of Experiment 2’s 
subtyping condition; performance for these participants 
was, therefore, very similar: They began with high ac-
curacy on the standard exemplars and very low accuracy 
for the exception exemplars. The difference between the 
two types of exemplars diminished as learning continued, 
with performance on the exception exemplars becoming 
more accurate, as indicated by a reliable interaction be-
tween learning block and type of exemplar [standard vs. 
exception; F(15,210)  5.53, MSe  0.0283, p  .001]. 
Next, consider the neutral group. Its accuracy improved as 
more blocks were experienced [F(15,210)  3.44, MSe  

0.042, p  .001], and the participants found the excep-
tion exemplars more difficult than the standard exemplars 
[F(1,14)  6.19, MSe  0.29, p  .05]. However, there 
was no change in relative difficulty between the standard 
and the exception items as more blocks were observed 
[F(15,210)  1.32, MSe  0.030, p  .20], in striking 
contrast to the participants who received the theme in 
advance. Thus, although the participants in the neutral 
group were able to extract the theme to some extent, they 
appeared unable to assimilate the exception items as the 
experiment continued, unlike those in the theme condi-
tion. This is confirmed by a reliable three-way interac-
tion between block, exemplar type, and theme condition 
[F(15,420)  2.10, MSe  0.029, p  .005]. The theme 
manipulation therefore affected learning, despite there 
being no reliable difference in the number of participants 
who reached criterion.

Test phase. The participants classified individual fea-
tures and feature pairs. The most relevant results were 
those that involved pairs where one of the two features 
was a subtyping feature—for example, drives in jungles/
built by Amazing Adventure Vehicles. If the participants 
were using the subtyping feature, their response to hot-
 climate features paired with the standard subtyping fea-
ture should be different from that to hot-climate features 
paired with the exception subtyping features. The same 
pattern should hold for the cold-climate features. The pro-
portion of hot-climate category responses for all the par-
ticipants is shown in Table 3 as a function of the presented 
theme and the pairing of the subtyping feature. Thus, if the 
participants used the subtyping feature, they should have 
high scores for the hot-climate/standard subtyping feature 
pairing but low scores for the hot-climate/exception fea-
ture pairing, and vice versa for the cold-climate features. 
This pattern was indeed found in the themed instructions 
condition (first row of data in Table 3), but not in the neu-
tral instructions condition (second row in Table 3).

To determine whether this pattern was reliable, we 
calculated a subtyping score for each participant on the 
basis of the extent to which they varied their classifica-
tion of the vehicle features in the presence of the differ-
ent subtyping features. We defined this subtyping index 
as (HS0  HS1)  (CS0  CS1), where HS0 indicates 
a hot-climate feature paired with the standard subtyping 
feature, HS1 indicates a hot-climate feature paired with 
the exception subtyping feature, and CS0 and CS1 refer 
to the cold-climate feature equivalents. The dependent 
measure in each case was the proportion of hot-climate 
feature responses. The maximum score on this scale is, 
therefore, 2, indicating that the participant varied his or 
her responses perfectly in line with the subtyping pattern 
shown in the category. A score of 0 indicates no effect of the 
subtyping feature, and a score of −2 indicates a subtyping 
pattern reversed with respect to the category structure. By 
this index, the participants in the themed condition dis-
played more of a subtyping effect than did those in the 
neutral condition, who, on average, ignored the subtyping 
feature [M  0.63, SD  0.81, vs. M  0.02, SD  0.53; 
t(28)  2.47, p  .05]. The difference between the two 
groups was reliable for features presented during learn-

Figure 2. Proportions of correct classifications during learn-
ing of the standard and exception exemplars when the theme 
was provided first (theme condition) or not (neutral condition) 
in Experiment 3.
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ing [M  0.63, SD  0.84, vs. M  0.01, SD  0.56, 
t(28)  2.43, p  .05] and marginally so for the novel 
features [M  0.65, SD  0.83, vs. M  0.07, SD  0.78; 
t(28)  1.98, p  .057]. Furthermore, the subtyping ef-
fect was reliably different from zero in the themed condi-
tion for both the presented and the unpresented features 
[t(14)  2.89, p  .05; t(14)  3.04, p  .01], whereas 
neither was reliable in the neutral condition [t(14)s  1]. 
These results confirm that knowing the theme in advance 
facilitated use of the subtyping feature.

We now will turn to the second goal of this experiment—
namely, to address the mechanisms underlying subtyping. 
Since we were concerned with how the subtyping feature 
was used to learn the categories, we included only those 
who actually learned in subsequent analyses. This meant 
that 10 participants were included in total, 7 from the 
themed condition and 3 from the neutral condition (there 
were insufficient numbers to analyze the learners from 
the two groups separately). For the features presented dur-
ing the learning phase, the majority of the participants 
had high scores on the subtyping index, with M  1.11, 
SD  0.82, which was reliably different from zero [t(9)  
4.27, p  .005]. This indicates that these participants had 
learned the covariation between the subtyping feature and 
the hot-climate–cold-climate mapping, as we would ex-
pect if they were using the subtyping feature to help them 
learn the category structure. Identical results were ob-
served for the novel items [M  1.13, SD  0.84; t(9)  
4.22, p  .005], confirming that the subtyping feature was 
not was simply an indication that the item should receive 
special attention but that it was used as a way of gating the 
use of prior knowledge.

Discussion
We found that the participants who received the theme 

in advance of learning used the subtyping features to 
change their classification of properties in the feature 
test, showing that they had learned the subtyping struc-
ture. Those who did not receive the theme in advance did 
not generally use the subtyping feature. Thus, the experi-
ment verified our conclusion from the pilot experiments 
that learners find it difficult to acquire a subtyping struc-
ture for a novel category unless the theme is known in 
advance.

We also found that the participants varied their re-
sponses to novel features, depending on the value of the 
subtyping feature. This result illustrates that the partici-
pants were not just memorizing feature pairs or examples 

but were using the subtyping feature to determine when 
they should apply their prior knowledge mapping in this 
environment.

Our analysis of the performance on the standard and 
exception exemplars during learning again revealed inter-
esting results. Both groups of participants displayed lower 
accuracy for the exception exemplars than for the standard 
exemplars, indicating that even the participants in the neu-
tral condition extracted the theme to some extent but that 
only those in the themed condition were able to find a 
way of applying the knowledge mapping to the standard 
exemplars, and not to the exception exemplars. Hence, the 
difference between the two types of exemplars diminished 
as more blocks were experienced for the themed group, 
but not for the neutral group. This is further evidence that 
providing the theme in advance of learning changed what 
the participants learned about the subtyping structure, 
even if it did not result in a reliable increase in reaching 
criterion (although, in fact, twice as many participants in 
the themed group did reach criterion).

GENERAL DISCUSSION

The goals of this project were to establish whether the 
presence of a neutral feature covarying with exception ex-
emplars could facilitate category learning and, if so, how. 
Our results demonstrate that under appropriate condi-
tions, a subtyping feature can encourage the preservation 
of knowledge mappings that, ultimately, lead to benefits 
in category learning. Furthermore, we found evidence that 
the subtyping dimension was acting as a trigger to gate 
the application of prior knowledge, as was suggested by 
Hayes et al. (2003), and not simply highlighting the ex-
ception examples for extra attention during learning.

One of the surprising findings from this study was 
that prior presentation of the theme greatly enhanced 
the subtyping effect. Indeed, we failed to observe any 
subtyping effects in pilot experiments in which we did not 
provide the theme prior to learning. Our explanation for 
this finding is that informing the participants of the theme 
linking together the examples made it easier for them to 
identify the exception items as such and, consequently, 
to search out reasons for why these unusual exemplars 
might be in this category in the first place. This search 
led to discovering the subtyping feature if it was present. 
This account suggests that under the traditional labora-
tory conditions of category acquisition, people will rarely 
invoke a subtyping strategy to deal with unusual exem-

Table 3 
Mean Proportions of Hot-Category Responses to Each Type of Feature Pairing 

for Experiment 3 (With Standard Deviations)

Feature Pairing

Standard/Hot Exception/Hot Standard/Cold Exception/Cold

Instructions  M  SD  M  SD  M  SD  M  SD

Themed .78 .26 .49 .37 .20 .17 .55 .33
Neutral .50 .23 .53 .31  .42  .25  .47  .21

Note—The first term in each column label refers to the value of the subtyping feature (standard or 
exception), and the second to the type of knowledge feature (hot or cold).
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plars, for the simple reason that they would not notice the 
necessary correlations. This is in keeping with the conclu-
sion of Murphy and Wisniewski (1989) and Chin-Parker 
and Ross (2002) that participants do not generally learn 
within-category feature correlations during supervised 
category learning. Subtyping effects, however, are pre-
cisely within-category feature correlations. Interestingly, 
our results suggest that if these correlations are related to 
exemplars that conflict with prior beliefs, people will in-
deed notice and use them (much as Murphy & Wisniewski 
concluded that within-category correlations linked to prior 
knowledge were learned).

Despite our own evidence that subtyping does not arise 
without providing a theme in advance, Lewandowsky, 
Kalish, and colleagues (Kalish, Lewandowsky, & 
Kruschke, 2004; Lewandowsky, Kalish, & Ngang, 2002; 
Yang & Lewandowsky, 2003, 2004) found subtyping-like 
effects with stimuli that had no theme running through the 
categories. These researchers have shown that participants 
simplify complex learning tasks by acquiring independent 
parcels of knowledge and that this partitioning is helped 
when a nondiagnostic context variable is included with the 
exemplars. For example, Yang and Lewandowsky (2003) 
conducted category-learning experiments in which par-
ticipants learned about two different types of fish, defined 
on two continuous dimensions. The classification bound-
ary was complex, consisting of a pair of linear boundar-
ies that joined at a vertex in the middle of the space. The 
predictor variables were accompanied by a binary context 
variable that divided the space up into two linearly defined 
boundaries. The context variable was nondiagnostic of the 
category, much like our subtyping feature, and the partici-
pants were able to use the variable to help them divide up 
the nonlinear mapping into two linear mappings, applying 
a different linear mapping under different values of the 
context variable. Why, then, were the participants in Yang 
and Lewandowsky’s (2003) study able to use the context 
variable without any kind of theme, whereas those in our 
experiments without themes could not? We cannot pro-
vide a definitive answer to this question, but we can point 
out that there were many concrete differences between our 
experiments. For example, the tasks differed in the type 
of features used to describe the exemplars (continuous 
numerical vs. binary conceptual), the number of exem-
plars (40 vs. 24), and the category structure (distributional 
vs. family resemblance plus exception). Furthermore, the 
context variables in their experiment were correlated with 
a predictor variable and served to divide the stimulus space 
in half, whereas our subtyping feature occurred only with 
the exception items and was uncorrelated with feature 
values. Finally, their task was particularly difficult (e.g., 
control condition participants achieved a mean score of 
only 68% correct at the end of training in Experiment 1), 
perhaps thereby forcing the participants to look at the in-
ternal relationships of the features and discover the effect 
of the context variable. Future work will have to be done 
to investigate which of the many differences between the 
tasks determines when context/subtyping variables of this 
sort are learned.

Implications for Models of Category Learning
The participants acquired the category structure by 

learning about the general mapping and the exceptions 
to this general mapping. When the subtyping dimension 
correlated with these exceptions, the participants acquired 
this additional information and found the category struc-
ture easier to learn. The challenge facing any model of 
category learning is to explain why participants would 
ever learn this correlational information, given that it is 
perfectly possible to acquire a solution without it, and why 
providing participants with the theme of the category be-
fore learning encourages the subtyping strategy.

One possibility is that the participants merely used a 
simple associative-learning strategy and that the error sur-
face of our category structure encouraged the participants 
to find the subtyping solution; perhaps the solution that 
exists without using the subtyping dimension involves 
overcoming more local minima, for example. If this 
were the case, ALCOVE (Kruschke, 1992, 1996) or any 
other error-driven learning model would predict that the 
subtyping structure would be learned before the control 
structure. However, this account fails to explain why we 
observed subtyping only when the participants were pro-
vided with the theme prior to learning. Why should there 
be an error-driven incentive to attend to the subtyping di-
mension when the theme is presented, but not in cases in 
which the theme is absent?

One response would be to argue that the set of initial 
conditions changes with the introduction of the theme, so 
that some dimensions are emphasized over others, and the 
subtyping solution is easier to find with the altered start-
ing state. For example, setting an initially high attention 
weight on the subtyping dimension, as compared with the 
other dimensions, would encourage ALCOVE to find a 
subtyping solution. However, the participants were not in-
structed to attend to the subtyping feature: They were told 
that there was a hot-climate theme that prevailed among 
the vehicles, and the subtyping feature was not semanti-
cally related to climate.

The main problem with such models is that there is no 
way of explicitly incorporating the theme, or rule, into 
the model before category learning. Thus, it is difficult 
for them to explain the effects of providing participants 
with such knowledge. This suggests that dual-component 
models, such as ATRIUM (Erickson & Kruschke, 1998), 
BAYWATCH (Heit & Bott, 2000), or KRES (Rehder & 
Murphy, 2003), might do better at providing an explana-
tion for our subtyping results. These models can represent 
mappings explicitly, before or after learning. For example, 
BAYWATCH could represent the participants’ knowledge 
of the theme before learning by assuming a known con-
cept of hot-climate vehicles that overlaps to some degree 
with the new vehicle category, Category A.

Could such models explain why presenting the theme 
facilitated use of the subtyping feature? First, note that 
this mapping facilitates learning of the normal exemplars, 
because extra activity propagates to the correct category 
node, via the prior knowledge node. On the other hand, 
the mapping harms learning of the exception exemplars 
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because this extra activity now propagates to the incorrect 
category nodes. Because this helpful and harmful activ-
ity is perfectly correlated with the subtyping dimension, 
there is an error-driven incentive to use this dimension to 
gate the mapping. If this mapping were not in place, there 
would not be as much of an incentive to use the subtyping 
dimension.2 Put more generally, maintaining prior knowl-
edge introduces constraints on the range of allowable 
solutions to the category-learning problem—constraints 
that, in this case, make it more likely that the subtyping so-
lution will be among those found by the model. A further 
advantage of a model such as BAYWATCH is that it could 
likely reproduce the findings concerning the classification 
of novel features (Experiment 3). If the model learns not 
to activate the prior knowledge nodes when the subtyping 
feature is present during training, the prior knowledge 
nodes will not become activated when the exception fea-
ture is presented in test, even if it is accompanied by novel 
features. Hence, novel features will be activated accord-
ing to the theme if they are presented with the standard 
subtyping feature, but not otherwise.

Other category-learning models have also looked 
at how people might learn “exception” items, although 
not for the category structures tested here. For example, 
RULEX (Nosofsky, Palmeri, & McKinley, 1994) is a rule-
plus-exception model of category learning. It attempts to 
learn simple category rules, adding exception items to 
the rule if the simple rule is not sufficient. RULEX does 
not include any prior knowledge component, so it could 
not account for all the results we have reported here. It is 
an interesting question, however, whether it would learn 
the subtyping structure more easily than it would learn 
the control structure. Although the structure in Experi-
ment 3 (see Table 2) has two-thirds typical items and one-
third exception items, the typical and exception features 
are actually equally frequent in each category (because 
of crossover features). Thus, it might be quite difficult 
for any system that attempts to learn a feature-by-feature 
rule to acquire these categories, since each feature on its 
own is nondiagnostic and it is only when the exemplar is 
evaluated as a whole (as consistent or inconsistent with 
the theme) that the family resemblance (and subtyping) 
structure is evident.

There are many models of category learning, and we 
cannot test them all against our structures. What seems 
clear is that no model can account for the present data with-
out representing prior knowledge in some form, because 
it cannot explain why the subtyping structure is acquired 
when the theme is presented, but not when it is unknown.

Conclusion
Our study has shown that the subtyping phenomenon 

is not restricted to exemplar evaluation or to social ste-
reotypes but can be observed in a category-learning task 
using theme-based stimuli. We also found evidence that the 
subtyping feature acts as a gate to isolate the knowledge-
mapping mechanism from counterexamples, as Hayes 
et al. (2003) proposed, thus adding to our understanding 
of the mechanisms underlying the subtyping phenome-
non. Surprisingly, we were able to demonstrate subtyping 

effects only when the theme was known to participants 
beforehand, as opposed to the usual knowledge-based 
category-learning situation in which participants acquire 
the theme during learning. The latter result suggests that 
although subtyping might be very important for maintain-
ing stereotypes and category themes, it is unlikely to be 
a highly prevalent strategy in acquiring new stereotypes 
and categories.

Our results also have implications for error-driven 
models of category learning. By finding that participants 
use the subtyping dimension when they are provided with 
the theme, but not otherwise, we add to the evidence that 
models need to be augmented with knowledge to explain 
how people learn categories.
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NOTES

1. In Heit’s (1994) original study, participants estimated the frequency 
of co-occurrence of different features. However, since Hayes et al.’s 
(2003) participants were children, they simply made binary judgments, 
and the proportion of children choosing a feature was assumed to indi-
cate the strength of the relation. For example, they might judge whether 
a child with long hair from the observed school was more likely to wear 
trousers or a dress.

2. Note that as the mapping is of the XOR type, because the subtyping 
features are associated to both categories, the solution will require hid-
den units in order to be learned (see Rumelhart, McClelland, & the 
PDP Research Group, 1986). Such features are not in the version of 
BAYWATCH reported by Heit and Bott (2000) but could easily be 
implemented.
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