
Conditional (if–then) reasoning is considered by many 
as the cornerstone of deductive reasoning and has been 
the subject of an important amount of research. Although 
deductive reasoning is ideally considered to be abstract 
in nature, there are many striking forms of variation, due 
to premise content, in the way that even educated adults 
make deductive inferences. These suggest that the pro-
cesses that underlie deduction are sensitive to knowledge 
about the premises in some way. This form of variation 
has led Oaksford, Chater, and Larkin (2000) to propose 
that when people make conditional inferences, they do 
not attempt to make “logical” inferences but, rather, use 
everyday probabilistic reasoning, which directly accesses 
knowledge about premises, to respond to these problems. 
However, although such a model can account for variation 
in performance in many instances, there are other ways of 
doing this that retain the distinction between probabilistic 
and inferential processes. In the following, we will pre-
sent two studies that compare deductive and probabilistic 
reasoning on the same problems.

Conditional reasoning consists in making an inference 
on the basis of a major premise of the type “if P, then Q” 
(the first clause, P, is called the antecedent; the second, Q, 
is called the consequent). There are four basic inferences 
that can be made from a major conditional premise. Two 
of these inferences, the affirmation of the antecedent (“P 

is true”), called modus ponens (MP), and the denial of the 
consequent (“Q is false”), called modus tollens (MT), lead 
to logically certain conclusions. For example, assuming 
the truth of the proposition “if it rains, then the street is 
wet” authorizes the conclusions that “if it rains,” then it is 
certain that “the street is wet” and “if the street is not wet,” 
then “it is not raining.” The two other logical forms, con-
sisting of the denial of the antecedent (DA; “P is false”) 
and the affirmation of the consequent (AC; “Q is true”) are 
uncertain arguments, because they do not allow logically 
certain conclusions. For example, the DA “it is not rain-
ing” does not permit the certain conclusion that “the street 
is not wet,” because it is possible that something other 
than rain can cause the street to be wet. Likewise, know-
ing that “the street is wet” (AC) does not permit the certain 
conclusion that “it has rained,” for the same reason.

Research has consistently shown that adult reasoners 
will often draw what are logically inappropriate conclu-
sions when asked to make deductive inferences. This is 
particularly the case with the two logical forms for which 
there is no certain conclusion, AC and DA, where a com-
mon response is to accept the invited inference in each 
case. Several studies have shown that one key factor that 
appears to influence what kinds of inferences are made on 
the AC and DA forms concerns the relative number and 
availability of alternative antecedents—that is, cases of 
[not-P and Q] (Cummins, 1995; Cummins, Lubart, Alks-
nis, & Rist, 1991; Janveau-Brennan & Markovits, 1999; 
Markovits & Vachon, 1990; Quinn & Markovits, 1998; 
Thompson, 1994). Thus, when the specific content of a 
conditional premise allows for many potential alternative 
antecedents (or for one readily accessible one), there will 
be a tendency to refuse the invited conclusion, and con-
versely, when there are relatively few available anteced-
ents, there will be a tendency to accept this conclusion.
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It is this kind of variability, among others, that has led 
Oaksford and Chater (Chater & Oaksford, 1999; Oaksford 
& Chater, 1994; Oaksford et al., 2000) to propose that 
when people are given “logical” reasoning problems, they 
will not attempt to make logical inferences; instead, they 
will use the kind of probabilistic reasoning that is used in 
many everyday contexts. This hypothesis is particularly 
appealing in the light of the previously cited studies on 
conditional reasoning, because it apparently provides a 
clear explanation for the strong relation between content 
and inference. For example, suppose that a reasoner is 
given the following logical problem: “If a rock is thrown 
through a window, then the window will break. A window 
is broken.” The probabilistic model would claim that the 
reasoner would first evaluate the probability that, given 
that the window is broken, a rock was thrown through the 
window. In this case, the information that there are many 
ways to break a window other than with a rock would make 
the conclusion that the window was broken by a rock quite 
unlikely. This would then lead the reasoner to reject the 
invited conclusion. On the other hand, when given a prob-
lem such as “If a tree is cut down, then the tree will fall,” 
the same process would lead a reasoner to conclude that it 
was quite likely that the tree was cut down.

Although a probabilistic model is an intuitively ap-
pealing one, there has been little attempt to specifically 
compare probabilistic and deductive reasoning, although 
this question is clearly becoming more salient. One recent 
study that has compared these two forms of reasoning was 
done by Rips (2001). This study concluded that, despite a 
large degree of isomorphism between deductive and in-
ductive inferences, at some key points they diverge. The 
most critical of these points concerned reasoning of the 
kind “Car X runs into a brick wall. Therefore car X will 
stop,” for which the rate of acceptance of the inference 
under deductive instructions was very much lower than 
the inductive evaluation of the same inference. However, 
it is possible, in this case, to distinguish two factors. One 
would be the metacognitive recognition of the form of a 
deductive argument, whereas the other would be the pro-
cess by which a deduction is made when a problem is rec-
ognized as deductive. In fact, one important developmen-
tal milestone is the ability to recognize when a deduction 
can be made and when one cannot (Markovits, Schleifer, 
& Fortier, 1989). Thus, the key results obtained by Rips 
(2001) could be attributable to the recognition that it is not 
appropriate to make a deductive inference with this kind 
of material, while leaving open the possibility that the 
underlying processes used in making a deduction, when 
this is judged appropriate, might still be probabilistic in 
nature.

The chief aim of this research was, then, to compare 
patterns of deductive and probabilistic reasoning on the 
same materials, using the standard forms of conditional 
reasoning. We also wished to examine the extent to which 
a purely probabilistic model could account for deductive 
performance. As we have indicated previously, a probabi-
listic model appears to be able to account for many of the 
observed global effects of content on conditional reason-

ing (although see Quinn & Markovits, 2002). However, 
there has been little attempt to determine the extent to 
which information about probabilistic inferences can di-
rectly predict specific patterns of deductive performance. 
One problem in doing so is that existing probabilistic 
models do not specify just how an underlying judgment 
of the probability that a conclusion is correct is translated 
into the categorical judgments typically used in deductive 
reasoning tasks. However, we can distinguish two models 
for doing this. The first is what Liu (2003) refers to as the 
proportionality hypothesis, which claims that the rate of 
endorsement of a conditional argument is directly pro-
portional to the estimated probability of the conclusion, 
given the premises. This is, of course, the most intuitive 
model. It would claim that if a reasoner estimated that, 
for a given “If P then Q” premise, the probability of q 
given p (modus ponens) is 80%, the reasoner should en-
dorse the modus ponens argument about 80% of the time 
(note, however, that such a model does not specific the 
mechanism by which such proportionality is achieved). 
The second model is a threshold model, which would use 
some internal threshold—say, T—which would be used to 
determine whether a conclusion will be judged to be valid 
or not. With this model, a conclusion will be judged valid 
if its estimated probability is greater than or equal to T and 
invalid otherwise.

There are, however, other models of deductive rea-
soning that have been used to predict a wide variety of 
content-related effects in conditional reasoning that do not 
suppose an underlying probabilistic evaluation. Specifi-
cally, Markovits and colleagues (Grosset, Barrouillet, & 
Markovits, 2005; Markovits & Barrouillet, 2002; Marko-
vits, Fleury, Quinn, & Venet, 1998; Markovits & Quinn, 
2002; Quinn & Markovits, 1998, 2002) have developed a 
retrieval-based model of deductive inference derived from 
mental model theory (Johnson-Laird, 1983; Johnson-
Laird & Byrne, 1991). The model claims that when mak-
ing a logical inference with concrete premises, reasoners 
will attempt to search for information about the premises 
that are stored in long-term memory. In the specific case 
of the AC and DA inferences, this will involve a search for 
potential alternative antecedents. If at least one such alter-
native is retrieved, reasoners will tend to reject the invited 
conclusion; if not, they will tend to accept this conclu-
sion. Because the probability of retrieving an alternative 
antecedent is clearly related to the number of potential 
antecedents available in long-term memory, which is, in 
turn, related to the probability of the conclusion given in 
both the AC and the DA inferences, the two models often 
lead to similar predictions.

However, the specific relation between the retrieval 
probability and the estimated probability of a given con-
clusion under a probabilistic hypothesis is variable and 
will depend on how efficient the reasoner’s retrieval pro-
cesses are (Markovits & Quinn, 2002). One clear case in 
which some divergence might be expected is given by an 
AC inference with a major premise of the form “If cause 
P then effect Q,” where P is the single most strongly as-
sociated cause for the effect Q, and potential alternative 
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causes, A1, A2, . . . are all considered to be relatively un-
likely. In this particular case, the rated probability of “P 
being true” should be quite high, which should also lead 
to a correspondingly strong tendency to accept the logical 
conclusion that “P is true,” according to the probabilis-
tic model. However, a retrieval model would claim that 
the level of acceptance of the conclusion “P is true” will 
depend only on the probability of retrieval of at least one 
(even unlikely) alternative. Assuming that most educated 
adults have reasonably efficient retrieval processes, this 
would imply that the level of acceptance of the certainty 
of the conclusion that “P is true” should be much lower 
than the perceived probability that the same conclusion 
is true. It should be noted, in this context, that although 
the retrieval model described here is not the only one that 
distinguishes deductive and probabilistic reasoning, it is 
the most completely specified at the moment and allows 
the clearest comparison with models based on probability 
estimates.

STUDY 1

The first study presented adult reasoners with the same 
set of inferences and asked them to make either a “logical” 
deductive inference or an explicitly probabilistic one. All 
the reasoners were given the standard logical instructions 
to suppose that the major premise was true. These instruc-
tions limit reasoners’ tendencies to retrieve potential dis-
abling conditions (Cummins, 1995) and should generate 
a situation in which both relative probability ratings and 
acceptance of the certainty of the conclusion of the MP 
form would be equally high. For the conditional infer-
ences, causal premises were used, for each of which there 
was only one very strongly associated cause, which was 
used in the major premise (these were taken from Quinn 
& Markovits, 1998). These were explicitly chosen because 
they generally generate relatively low levels of acceptance 
of the AC and DA inferences under deductive instructions 
with educated adults but should be expected to generate rel-
atively high ratings of the probability of these inferences.

Method
Participants. A total of 120 university students at the Université 

du Québec à Montréal (average age, 24.20 years; 36 men and 84 
women) took part in this study.

Material. Four booklets of five pages were constructed. On the 
first page of the probabilistic booklets, the participants read the fol-
lowing instructions (translated from the original French):

In the following pages, you will have to respond to some problems. For 
each problem, you will be first presented with a rule that you must con-
sider to be true, even if this might not be the case in real life. It is thus 
very important, in order to respond to the questions that will follow, to 
suppose that the rule presented at the top of each page is always true. 
After this rule, you will be given some statements. Your task consists of 
indicating the probability that a given conclusion is true, given the rule 
and the statement that is presented. Please read the whole text carefully 
before putting down your response.

On the top of the second page was presented the conditional prem-
ise “If a dog has fleas, then it will scratch constantly,” preceded by 
the instruction “Suppose that it is true that.” This premise was fol-

lowed by two multiple-choice questions. The first question corre-
sponded to the MP logical form and was presented as follows:

Michael’s dog has fleas.
What is the probability that Michael’s dog scratches constantly?

Directly below this question was a 7-point scale that went from 
1 (not at all probable) to 4 (moderately probable) to 7 (absolutely 
certain).

Following this, a second question, corresponding to the DA form, 
was presented in the same format.

On the third page, the major premise “If a person cuts their finger, 
then their finger will bleed” was presented, followed by questions 
corresponding to the AC and MT forms. On the fourth page, the 
major premise “If one is in a room where there is no light, then the 
pupils of one’s eyes will be dilated” was presented, followed by ques-
tions corresponding to the AC and DA forms. On the fifth page, the 
major premise “If a film is exposed to light before it is developed, 
then the film will become dark” was presented, followed by ques-
tions corresponding to the MP and MT forms. Thus, each participant 
received two questions for each of the four logical forms.

A second booklet in which the probabilistic format was used was 
constructed that was identical to the first, except for the order of 
the questions asked. In this case, each of the major premises was 
accompanied by the two questions that were not used in the first 
booklet. For example, for the major premise “If a dog has fleas, then 
it will scratch constantly,” the questions corresponded to the AC and 
MT forms.

Two booklets presented the same problems in a “logical” format. 
These were identical to the probabilistic ones, with the following 
exceptions. The initial instructions were as follows:

In the following pages, you will have to respond to some logical prob-
lems. For each problem, you will be first presented with a rule that you 
must consider to be true, even if this might not be the case in real life. 
It is thus very important, in order to respond to the questions that will 
follow, to suppose that the rule presented at the top of each page is al-
ways true. After this rule, you will be given some statements. Your task 
consists of indicating whether a given conclusion is certainly true, given 
the rule and the statement that is presented. Please read the whole text 
carefully before putting down your response.

The second difference concerned the specific presentation of the 
problems. For example, for the conditional premise “If a dog has 
fleas, then it will scratch constantly,” a question corresponding to 
the MP logical form was presented as follows:

Michael’s dog has fleas.
Is it certain that Michael’s dog will scratch constantly?
a) Yes
b) No

Procedure. The different booklets were randomly given out to the 
students during regular class time. No time limits were imposed.

Results and Discussion
Results were compiled separately for each of the prob-

lem types. For the logical questions, the number of times 
the invited conclusion was judged to be certain was calcu-
lated for each of the four logical forms. For the probability 
questions, ratings were added together for each instance 
of a given logical form. In order to make these measures 
equivalent, both of them were transformed into a percent-
age of the maximum value. Table 1 indicates these means 
for the four logical forms (MP, AC, MT, and DA) for the 
probabilistic and logical conditions (see Table 1).

Inspection of Table 1 shows a very clear pattern. As was 
expected, the ratings of the probability of the invited con-
clusion were very high for the MP form (96%), as were 
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the mean percentages of responses in which this conclu-
sion was accepted as certain on the logical task (83%). 
However, although the probability ratings for MT, AC, 
and DA were similar and, also, quite high, the percent-
ages of acceptance of the corresponding deductive con-
clusions were variable, with the level of acceptance for 
the MT conclusion (50%) being higher than that for the 
AC and DA conclusions (about 30%), with all three being 
lower than comparable ratings of the probability that these 
conclusions were true (about 70%). We examined the re-
lationships between the four forms, using a sign test for 
the deductive conclusions and paired-subjects t tests for 
the probabilistic conclusions, with a Bonferroni correc-
tion. In the probabilistic condition, this showed that prob-
ability ratings for the MP conclusion were significantly 
higher than those for the AC [t (59) = 9.37, p < .001], the 
DA [t (59) = 7.96, p < .001], and the MT [t (59) = 7.57, 
p < .001] conclusions, with no difference among the lat-
ter three. In the deductive condition, this showed that the 
acceptance rate for the MP conclusion was significantly 
higher than that for the MT conclusion (z = 4.29, p < .001). 
In addition, the rate of acceptance for the MT conclusion 
was significantly higher than that for the AC conclusion 
(z = 2.63, p < .008) and was higher than that for the DA 
conclusion (z = 2.65, p < .008).

These results suggest that the pattern of performance on 
the four conditional inferences differed between the de-
ductive and the probabilistic tasks. This is consistent with 
what was found by Rips (2001), although in this case, the 
effect is not attributable to any metacognitive factors, be-
cause all four inferences were standard deductive forms, 
in both conditions.

Another, somewhat separate question is to what extent 
deductive performance can be predicted from probabi-
listic inferences. Both a simple inspection of the results 
and the analysis above clearly show that the proportional-
ity hypothesis is incorrect. The fact that the relationships 
among the four logical forms differed in the deductive and 
the probabilistic conditions eliminates any form of linear 
translation of estimated probability levels as a possible 

explanation of rates of acceptance of conclusions in the 
deductive condition.

We then examined how well a threshold model could 
explain how probability ratings might translate into deduc-
tive judgments. In order to do this, we started by establish-
ing a threshold value of 7, which was the maximal value 
on the scale used. We then applied the following algorithm 
to each of the eight probability judgments made in the 
probabilistic condition; for each conclusion, we converted 
the rated probability value to a judgment of certain if it 
was equal to or greater than 7, and we converted the rated 
value to a judgment of not certain otherwise (note that in 
this particular case, 7 is the endpoint, and the greater than 
condition is redundant). Thus, each of the eight probabi-
listic conclusions was translated into a certain or a not 
certain judgment. We then calculated the mean number of 
certain conclusions for the two MP questions, the mean 
number for the two MT questions, and so forth. We then 
repeated this calculation for thresholds of 6 and of 5. The 
results are summarized in Table 2.

As can be seen from the table, estimating deductive 
performance from probabilistic ratings with a threshold 
of 7 gives a remarkably good fit to mean ratings on the 
deductive task, whereas lower cutoffs give increasingly di-
vergent results. In order to quantify this, we calculated an 
overall goodness-of-fit measure consisting of the sum of 
the squares of the difference between the observed values 
and the estimated values for the four logical forms (thus, 
a lower value indicates a better fit to the observed data). 
This gave a value of 27.66 for a threshold of 7, a value of 
98.92 for a threshold of 6, and a value of 1,813.45 for a 
threshold of 5. This analysis confirms what is clearly vis-
ible in Table 2—that is, that a cutoff that corresponds to 
the highest certainty rating gives an excellent fit to the de-
ductive data, whereas lowering this cutoff systematically 
renders the fit less good. Although we have not included 
these data in the table, the negative relationship between 
goodness of fit and lowering the cutoff point is true for 
values below 5.

These results present a very clear pattern. The premises 
used in this study were chosen so that empirical knowl-
edge would make the invited conclusions to both the AC 
and the DA forms relatively probable. In addition, the in-
structions given were chosen to make the MP conclusion 
also very probable. When adult reasoners were explicitly 

Table 1
Mean Percentages of Responses in Which the 

Invited Conclusions Were Accepted as Certain on the Deductive 
Task and Mean Certainty Ratings (as Percentages 

of Maximum Certainty Rating) for the Invited Conclusions 
on the Probabilistic Tasks for the Four Logical Forms 

(With Standard Errors)

Problem Type

Deductive Probabilistic

(n = 60) (n = 60)

 Logical Form M  SE  M  SE  

MP 83.3 4.39 96.1 1.07
MT 50.0 5.31 71.7 3.35
AC 30.0 5.34 74.5 2.02

 DA  29.2  5.35  70.5  3.04  

Note—MP, modus ponens; MT, modus tollens; AC, affirmation of the 
consequent; DA, denial of the antecedent.

Table 2
Mean Percentages of Deductive Judgments on the Four 

Logical Forms in the Deductive Task and Those That Would 
Be Obtained Using Probability Ratings With a Cutoff Point 
Varying Between 7 and 5 (Where 7 Is Maximal Certainty)

 Task  Cutoff  MP  MT  AC  DA  

Deductive 83.3 50.0 30.0 29.2

Probability 7 84.2 45.0 29.2 33.3
6 89.2 52.9 35.0 52.9

   5  96.7 62.5 59.2 54.2 

Note—MP, modus ponens; MT, modus tollens; AC, affirmation of the 
consequent; DA, denial of the antecedent.
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asked to make probability ratings of these conclusions, 
they rated the MP inference as more probable than the 
MT, AC, and DA inferences, with no difference among the 
latter three forms, each of which was rated as being about 
70% probable. When reasoners were asked to make de-
ductive inferences with the same material, the acceptance 
rate for the MP inference was also higher than that for the 
three other forms. However, in this case, the MT inference 
led to an acceptance rate that was higher than the ones for 
the AC and DA inferences, which were quite low. This 
shows that the internal patterns vary between probabilis-
tic and deductive inferences, despite the fact that all the 
inferences used the same materials and that these were 
uniformly couched in a standard format. In addition, the 
relatively low acceptance rates of the AC and DA infer-
ences are consistent with the initial predictions that we 
made on the basis of a simple retrieval model.

These data are clearly inconsistent with any form of 
proportional model that considers that deductive judg-
ments reflect some direct linear translation of an underly-
ing probabilistic evaluation of conclusions. However, our 
analyses show that a threshold model applied to probabi-
listic evaluations can provide an excellent fit for observed 
deductive performance, but only with a threshold at the 
maximum level of certainty used in this study. In other 
words, probability evaluations can be used to model de-
ductive judgments if the following rule is used: A deduc-
tive inference is accepted if the subjective probability of this 
inference is close to certainty, and it is rejected otherwise.

STUDY 2

Although the results of the previous study appeared to 
be quite strong, we decided to look at the relation between 
deductive and probabilistic inferences in a more direct 
way. A second study was designed to examine patterns of 
variation in deductive and probabilistic reasoning, when 
the real probabilities of the AC and DA forms were sys-
tematically varied. In order to directly examine the pat-
terns of variation, we presented participants with an arti-
ficially constructed situation (getting free drinks in a bar) 
for which we presented one, two, three, or four potential 
antecedents (ways of getting free drinks), with fixed prob-
abilities for each. In addition, we used a within-subjects 
design, with each participant responding to both deductive 
and probabilistic problems, which allowed examination of 
the correlations between the two types of reasoning.

Method
Participants. A total of 152 university students at the University 

Plymouth (average age, 22.2 years; 24 men and 128 women) took 
part in this study.

Material. Eight booklets of four pages were constructed. On the 
half of the booklets for which the probabilistic inferences were asked 
first, the participants initially read the following instructions:

Read the paragraph on the top of each page. In this paragraph, some 
facts are presented that must be considered as completely true. Follow-
ing this, you will be given some arguments based on these facts. For each 

argument, there is a suggested conclusion. For each of these, you must 
indicate the probability that the conclusion is true, given the presented 
facts (on a scale from 0% to 100%).

On the top of the next page, the following description of the situa-
tion used to make inferences (in the one-rule case) was presented:

You must suppose that everything in the following paragraph is true and 
then respond to the four questions below.

Imagine that a local club has announced that it is making a special 
offer. Normally, the club always charges for admission, but from now on, 
everybody that comes into the club will be given a token. 1 out of every 
10 of these tokens has a star on one side. If a customer has a star on 
their token, they will be charged half price for admission.

After this, there were four probabilistic inferences corresponding 
to the MP, AC, DA, and MT inferences. In each case, the questions 
were phrased as follows:

Given that: Tom gets a token with a star at the 
club.

What is the probability that: Tom will be charged half price for ad-
mission.

The participants were given a scale going from 0% to 100% in 
increments of 10% to record their responses.

Subsequently, the participants initially read the following deduc-
tive instructions on a separate page:

Read the paragraph on the top of the next page. In this paragraph, some 
facts are presented that must be considered as completely true. Follow-
ing this, you will be given some arguments based on these facts. For 
each argument, there is a suggested conclusion. For each of these, you 
must indicate whether or not the conclusion is necessarily true, given the 
presented facts. A conclusion is necessarily true when it is absolutely 
certain that the conclusion is true.

On the top of the next page, the same description of the situation 
used to make the initial set of probabilistic inferences (in the one-
rule case) was presented again. After this, there were four probabilis-
tic inferences corresponding to the MP, AC, DA, and MT inferences. 
In each case, the questions were phrased as follows:

Given that: Tom gets a token with a star at the 
club.

Is it necessarily true that: Tom will be charged half price for 
admission.

The participants could circle either yes or no in response to these 
questions.

Another version of this basic booklet was constructed by present-
ing the deductive inferences first, followed by the probabilistic infer-
ences. Finally, the basic one-rule situation was systematically varied 
by adding one, two or all of the following three alternative rules:

(1) In addition to this, each customer will be given a scratch card, and 
a number. 1 out of every 20 of the scratch cards allows customers to be 
charged at half price for admission.
(2) Also, 1 out of 20 of the numbers allows customers to be charged at 
half price for admission.
(3) Not only that, but 1 out of every 20 customers who do not get charged 
half price with a token, a card, or a number, will be chosen at random and 
will be charged at half price for admission.

Specifically, the two-rules situation presented the basic situation 
plus Rule 1. The three-rules situation presented rules 1 and 2, and 
the four-rules situation presented all three rules, in addition to the 
basic situation. For each of these, there were two booklets created 
by changing the order of the deductive and probabilistic inferences. 
There were thus a total of eight booklets. Each participant received 
one question for each of the four logical forms in the deductive 
condition and one question for the same forms in the probabilistic 
condition.

Procedure. The different booklets were randomly given out to 
students during regular class time. No time limits were imposed.
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Results and Discussion
Responses to the deductive questions were coded as to 

the proportion of participants who accepted the invited 
inference for each of the four forms. An initial analysis 
looked at potential order effects. These were significant 
for the MP form, which will be examined separately. For 
the remaining forms, results were averaged over the two 
orders. Table 3 indicates the average ratings of the cer-
tainty of the conclusions to the probabilistic questions 
and the mean percentages of acceptances of the invited 
conclusions to the deductive questions, for the AC, DA, 
and MT forms. An inspection of this table clearly shows 
that, overall, the addition of potential antecedents to the 
original rule had an impact on both deductive and proba-
bilistic reasoning.

There are several different ways to examine these data. 
The first involves looking at the effect of adding rules to 
the original premise. The one-rule condition allows for no 
alternative ways of getting half-price admission. Accord-
ing to a simple retrieval model, this should lead to very 
high levels of acceptance of the AC and DA deductive 
inferences, which was indeed the case. At the same time, 
the lack of any alternative antecedents should lead to an 
evaluation of the probability of these two inferences that is 
close to 100%, which also was the case. A retrieval model 
would claim that the main effect, in the deductive condi-
tion, of adding potential alternatives to both the AC and 
the DA forms should be found between the one-rule and 
the two-rule conditions, with the addition of subsequent 
rules having little effect on deductive responding. We used 
chi-squared analyses to look at differences in AC and DA 
responding in the deductive condition as a function of 
number of rules. This showed, as was predicted, that there 
was a significant drop in acceptance of the AC inference 
between the one-rule and the two-rule conditions [χ2(1) = 
32.03, p < .001], with no significant differences between 
the two-rule, the three-rule, and the four-rule conditions. 
This also showed a significant drop in acceptance of the 
DA inference between the one-rule and the two-rule con-
dition [χ2(1) = 27.91, p < .001], with no significant differ-
ences between the two-rule, the three-rule, and the four-
rule conditions. We analyzed differences in probability 

ratings by using t tests. This showed significant drops in 
the rating of the AC inference between the one-rule and 
the two-rule conditions [t (76) = 7.81, p < .0001] and be-
tween the two-rule and the three-rule conditions [t (76) = 
4.36, p < .0001]. Ratings of the DA inference showed a 
significant drop between the one-rule and the two-rule 
conditions only [t (76) = 5.46, p < .0001]. The pattern of 
change in deductive inferences with the AC and DA forms 
precisely mirror those obtained by Quinn and Markovits 
(2002), using a different paradigm. These results once 
again show differing patterns of variation between deduc-
tive and probabilistic reasoning.

We then specifically examined the predictive value 
of probability estimates for observed deductive perfor-
mance. The first point here is that, as has been previously 
stated, an estimation of the probability of a conclusion of 
100% should be strongly associated with a perceived lack 
of potential alternatives to the conclusion, which would, 
in turn, lead to acceptance of this conclusion in a deduc-
tive condition, no matter what theory is used. As a conse-
quence, the key test for the predictive value of probability 
estimates for deductive judgments must lie in the potential 
impact of subjective probability estimates at values that 
differ from 100%. In other words, once it is known that the 
specific probability attributed to a conclusion is less than 
100%, does knowing the exact level of this value provide 
additional information about deductive performance? We 
first looked at the AC form. For the 115 participants who 
rated the AC conclusion at less than 100%, the point bise-
rial correlation between the probability of the AC con-
clusion and whether this conclusion was rated as certain 
on the deductive task was .158 (n.s.). For the 107 par-
ticipants who rated the DA conclusion at less than 100%, 
the point biserial correlation between the probability of 
the DA conclusion and whether this conclusion was rated 
as certain on the deductive task was −.176 (n.s.). For the 
61 participants who rated the MT conclusion at less than 
100%, the point biserial correlation between the probabil-
ity of the MT conclusion and whether this conclusion was 
rated as certain on the deductive task was .219 (n.s.). In all 
these cases, the relation between the exact level of evalu-
ation of the probability of the conclusion and the rate of 

Table 3
Mean Percentages of Responses in Which the Invited Conclusions Were Accepted as Certain on the 
Deductive Tasks and Mean Certainty Ratings (as Percentages of Maximum Certainty Rating) for 
the Invited Conclusions on the Probabilistic Tasks for Three Logical Forms as a Function of the 

Number of Potential Antecedents (With Standard Errors)

Problem Type

Deductive Probabilistic

Number AC DA MT AC DA MT

of Rules  M  SE  M  SE  M  SE  M  SE  M  SE  M  SE

1 81.6 0.06 86.8 0.06 100 0.00 92.9 2.29 94.7 2.74 93.4 3.21
2 17.5 0.06 27.5 0.07 80.0 0.06 55.5 4.13 63.3 4.98 83.5 4.03
3 10.3 0.05 20.5 0.07 69.2 0.07 32.8 3.14 57.9 4.18 77.4 4.64
4  11.4  0.05    8.6  0.05  77.1  0.07  33.6  4.00  50.6  4.88  75.4  5.54

Note—AC, affirmation of the consequent; DA, denial of the antecedent; MT, modus tollens.
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acceptance of the same conclusion in a deductive reason-
ing task was quite low, accounting for less than 5% of the 
variance in all three cases.

One possible way of explaining these results would be 
to argue that there might, in fact, be relatively little vari-
ability in probabilistic responses, despite the intent of the 
manipulation. We examined this possibility for the AC in-
ference. Table 4 gives the mean percentages of acceptance 
of the AC conclusion in the deductive task as a function of 
evaluation of the probability of this conclusion, when the 
latter was less than 100%. As can be seen from the table, 
there is quite a large variation in probabilities, indicating 
that the manipulation of the number of alternatives did 
have the desired effect.

These results clearly show that, for conclusions with 
subjective probabilities of less than 100%, knowing the 
exact probability attributed to the conclusion has very 
little predictive value in determining people’s deductive 
performance. In other words, we would expect that the 
best predictor of deductive reasoning would be whether 
the perceived probability of the conclusion was 100% or 
less than 100%. In order to directly examine this, we per-
formed a logistic regression on deductive performance for 
the AC form, for all the participants. We entered the prob-
ability of the AC conclusion and a separate dichotomous 
variable (which we will refer to as certainty/uncertainty), 
which took a value of 1 if the probability of AC was 100% 
and 0 otherwise. This gave a significant effect of the cer-
tainty/uncertainty variable [χ2(1) = 7.58, p < .001]. There 
was no significant effect of the probability of the AC con-
clusion. We then performed a similar analysis using de-
ductive performance for the DA form. This also showed 
a significant effect only of the certainty/uncertainty vari-
able [χ2(1) = 35.20, p < .001].

Another, more synthetic way of looking at this is to ex-
amine the partial correlations between the probability of 
the conclusion with the certainty/uncertainty variable par-
tialled out, and vice versa for the AC and DA forms. For 
the AC form, the partial correlation for the certainty/un-
certainty variable was .38, whereas the partial correlation 
for the probability of the AC conclusion was .13. For the 
DA form, the partial correlation for the certainty/uncer-

tainty form was .64, whereas the partial correlation for the 
probability of the AC conclusion was −.15. Thus, some-
what paradoxically, both forms of analysis show that the 
perceived probability of the putative conclusion is a worse 
predictor of inferential performance than the simple di-
chotomous variable defined by having a probability equal 
to or less than 100%.

 These analyses strongly suggest that probability infor-
mation is not directly informative of deductive reasoning. 
This reinforces the results of the first study. We then simu-
lated the way that probabilistic inferences might be used 
to make deductive inferences with a threshold model, in 
the same way as we did in the first study. We transformed 
each of the four probability estimates into a deductive 
judgment of certain when the estimate was greater than or 
equal to a given threshold and into a judgment of uncertain 
otherwise. In order to look at how a threshold model could 
accurately predict deductive performance, we calculated 
a simple index of fit by summing the square of the differ-
ence between observed deductive performance and mod-
eled performance for each of the four logical forms, for 
each participant. Table 5 gives the modeled values for the 
four logical forms and the mean index of fit, using thresh-
old values ranging from 70% to 100%. As can be seen, the 
lowest index of fit is obtained with a cutoff of 100%, with 
a steady increase in the index (meaning a worse overall fit) 
with a decrease in cutoff value. Once again, the best over-
all fit for deductive performance confirms the rule that a 
deductive inference is accepted if its probability is close to 
certain. We also looked at a mixed model, where cutoffs of 
either 100% or 80% were randomly distributed among the 
participants (so that half received each of the two values). 
This gave a goodness-of-fit index of .895, which is inter-
mediate between the values for 100% and 80%, indicating 
that mixed models would not generally give a better fit 
than the single cutoff models we have used.

Finally, we examined performance on the MP form, for 
which there was an effect of order of presentation. Table 6 
shows the mean probability ratings and the acceptance 
rates as a function of number of rules and order. In order 
to examine the locus of the order effect, we performed 
separate ANOVAs for the probabilistic ratings and deduc-
tive judgments, with number of antecedents and order as 
independent variables. In the latter case, this indicated 
a main effect of order [F(1,144) = 22.88, MSe = 0.137, 
p < .001] and an order � number of antecedents interac-
tion [F(1,144) = 3.54, MSe = 0.137, p < .02]. Ratings de-
creased with number of antecedents and were higher when 
the deductive problems were done first. A similar analysis 
using acceptance of the MP conclusion indicated that in 
this case, there was only an effect of number of anteced-
ents [F(1,144) = 3.47, MSe = 0.079, p < .05]. Acceptance 
of the MP conclusion decreased with increasing numbers 
of antecedents. It must, however, be noted that the MP 
measure for the deductive condition is dichotomous, and 
this, coupled with the generally high acceptance rates in 
both cases, which implies the possibility of ceiling effects, 
means that these results should be interpreted prudently.

Table 4
Mean Percentages of Acceptances of the Affirmation 
of the Consequent (AC) Inference as a Function of 

Evaluation of Its Probability

Probability of the 
AC Inference (%) N

Percentage of 
Acceptance

90   4 50.0
80   7 14.3
70   3 33.3
60   2 50.0
50 35 11.4
40 13 0.00
30 17 11.8
20 12 25.0

 10  21  4.8  
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Overall, the results of this second study are also quite 
clear. In this study, we looked at the relation between de-
ductive and probabilistic reasoning when each reasoner 
was asked to make both forms of inference on the same 
problems. In addition, problems were constructed so that 
the number of potential alternatives (rules) to the initial 
antecedent could be varied between one and four. The re-
sults show that the effect of the number of potential alter-
native antecedents on inferential performance with the AC 
form differs between the deductive and the probabilistic 
conditions. In addition, these results allow the conclusion 
that the best predictor of whether a conclusion is accepted 
under deductive instructions is whether the probabilistic 
evaluation of this conclusion is less than 100% or not. 
Information about the exact level of the latter evaluation 
has no predictive value beyond this. Finally, the threshold 
modeling exercise leads to the same basic result as that 
obtained in the first study.

GENERAL DISCUSSION

These two studies allow some clear conclusions about 
two related questions. First, we have examined the way that 
probabilistic and deductive reasoning vary, using identi-
cal forms of content expressed in standard formats. Both 
studies show that these two forms of reasoning do not have 
the same patterns of variation. In Study 1, we looked at 
reasoning with premises for which there were few poten-
tial alternatives to the antecedent (e.g., “If a dog has fleas, 
then it will scratch constantly”). In this particular case, 
probability ratings of the AC, DA, and MT conclusions 
were uniformly high and equal to each other. Proportion 
of acceptance of the corresponding deductive conclusions 
was very low for the AC and DA inference, both of which 
were significantly lower than the rate of acceptance of the 
MT conclusion. Study 2 looked at variation in AC and 
DA performance, using a constructed social effect (i.e., 
getting half-price admission) for which there were one, 
two, three, or four possible ways for obtaining the effect. 
Results showed that for both AC and DA deductive infer-
ences, there was a significant and large drop in acceptance 
of the invited conclusions between the one-rule condition 
and the two-rule condition, with no difference subse-

quently. The same pattern was found for the DA infer-
ence in the probabilistic condition, but the AC inference 
showed a sustained drop in probability ratings between the 
two-rule and the three-rule conditions (as would indeed 
be expected). These results, combined with those of Rips 
(2001), strongly suggest that probabilistic and deductive 
reasoning are not isomorphic.

The second question then concerns the potential that 
the use of probabilistic inferences has as a way of predict-
ing deductive performance. We have suggested two pos-
sible models for doing this, the proportional model and a 
threshold model. The data from both studies clearly allow 
rejection of any form of proportional model as a possible 
mechanism for translating probabilistic into deductive 
evaluations. In contrast, both studies show that a threshold 
model applied to probabilistic evaluations can accurately 
predict deductive judgments. However, both the results of 
the two modeling exercises and more direct comparisons 
between probabilistic evaluations and deductive perfor-
mance indicate that the best predictor of deductive per-
formance is simply the presence or absence of a very high 
degree of certainty in the putative conclusion. In other 
words, the best way of modeling deductive performance 
with probabilistic evaluations uses the following rule: If 
a conclusion is probabilistically estimated as being very 
close to certain, it will be accepted in a deductive judg-
ment; if it is not estimated as being close to certain, it will 
be rejected in a deductive judgment.

Certainly, the threshold rule that we have described re-
lies on an evaluation of probabilities. However, this rule is 
completely isomorphic to the simple retrieval model that 
has already been described (e.g., Markovits & Barrouil-
let, 2002). In other words, the rule above is operationally 
equivalent to a rule that accepts a deductive conclusion 
only if there is no retrieved counterexample, which, in 
turn, is the basic “logical” principle that underlies men-
tal model theory. More important for the basic intuition 
underlying probabilistic models, these results also clearly 
show that once it is known that a reasoner’s estimate of the 
probability of a putative conclusion is less than certain, 
knowing the exact value of this estimate has no predictive 
value for deductive performance.

In sum, although these results cannot entirely eliminate 
the idea that some sort of probabilistic evaluation may be 

Table 5
Mean Percentages of Deductive Judgments on the Four 

Logical Forms in the Deductive Task and Those That Would 
be Obtained Using Probability Ratings With a Cutoff Point 

Varying Between 100% and 70% in Study 2

Logical Form Mean Index
Task  Cutoff  MP  MT  AC  DA  of Fit

Deductive 90.8 81.6 30.3 36.2

Probability 100 78.9 59.9 24.3 29.6 .816
  90 80.2 68.4 26.9 38.2 .842
  80 81.6 74.3 31.6 51.3 .947

    70  82.9  78.3  33.6  57.2  .961

Note—MP, modus ponens; MT, modus tollens; AC, affirmation of the 
consequent; DA, denial of the antecedent.

Table 6
Mean Ratings and Percentages of Acceptance 

of the Modus Ponens Conclusion as a Function 
of Number of Antecedents and Task Order

Order
Number of 

Antecedents Rating Acceptance (%)

Probability first 1 91.1 100.0
2 77.0 100.0
3 73.0 85.0
4 55.0 72.2

Deductive first 1 96.3 100.0
2 98.5 90.0
3 98.9 89.5

  4  94.7  88.2
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used in making deductive judgments, they reduce the po-
tential ways of doing so to a single, very high threshold 
model, one that is completely isomorphic to the simple 
retrieval model that has already been described (e.g., 
Markovits & Barrouillet, 2002). In addition, these results 
clearly show that most people do make a clear distinction 
between everyday probabilistic reasoning and deductive 
reasoning.

Finally, it should be pointed out that we used very strong 
deductive instructions in these studies. This was done 
in order to make the distinction between deductive and 
probabilistic tasks as clear as possible. It is very probably 
the case that relaxing these instructions would generate a 
corresponding tendency to use a more relaxed criterion for 
making deductive judgments and would allow increasing 
use of the kind of everyday, intuitive evaluation that is 
used in ordinary contexts.
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