
How object locations are represented in memory is an 
essential issue in the study of human spatial cognition. Al-
though it has been generally agreed that different frames 
of reference can be used to represent object locations, one 
central debate focuses on which frame of reference people 
actually use in various spatial tasks (for some recent re-
views, see Burgess, Jeffery, & O’Keefe, 1999a; Lansdale, 
1998; Newcombe, 2002; Newcombe & Huttenlocher, 
2000; Tversky, 2000; R. F. Wang & Spelke, 2002).

Although different taxonomies exist (e.g., Brewer & 
Pears, 1993; Garnham, 1989; Klatzky, 1998; Levinson, 
1996; Logan & Sadler, 1996; Palmer, 2003; Talmy, 1983), 
one common approach distinguishes between egocen-
tric and allocentric spatial representations. Following the 
seminal work of Tolman (1948) and O’Keefe and Nadel 
(1978), some researchers believe that people represent spa-
tial locations in terms of allocentric-based cognitive maps 
(see, e.g., Gallistel, 1990; King, Burgess, Hartley, Vargha-
Khadem, & O’Keefe, 2002; O’Keefe, 1993, 1996). How-
ever, some other researchers have argued that people pri-
marily maintain egocentric-based representations. For ex-
ample, Diwadkar and McNamara (1997) found that when 
participants studied a scene from one viewpoint and did 
a recognition test from a second viewpoint, the reaction 
time (RT) varied linearly with the angular difference be-
tween the views. Similar results along this line have been 

reported (e.g., Easton & Sholl, 1995; Franklin, Tversky, & 
Coon, 1992; Mou & McNamara, 2002; Shelton & McNa-
mara, 1997; Sholl & Bartels, 2002; Sholl & Nolin, 1997; 
Tversky, 1996; Valiquette, McNamara, & Smith, 2003; 
Waller, Montellob, Richardson, & Hegartya, 2002; R. F. 
Wang & Simons, 1999; R. F. Wang & Spelke, 2000).

Although the debate continues (for recent reviews, see 
Driver & Pouget, 2000; McNamara, 2003; R. F. Wang & 
Spelke, 2002), an integrated view is to assume that people 
simultaneously maintain multiple different representa-
tions in spatial memory. One can, for example, encode the 
location of a specific coffee cup in a number of different 
ways. Egocentrically, one may say that “it is in front of 
me.” Allocentrically, one can say that “it is in my office,” 
“it is on the desk in my office,” or “it is next to my com-
puter on the desk in my office.” Depending on the context 
and various constraints, people may choose to use differ-
ent representations for different tasks.

Although the claim that people may simultaneously 
maintain multiple representations has received an increas-
ing amount of support (e.g., Burgess et al., 1999a; Colby 
& Goldberg, 1999; Halligan, Fink, Marshall, & Vallar, 
2003; McNamara, 2003; Sun, Wang, & Johnson, 2004; 
H. Wang, Johnson, & Zhang, 2001), how different repre-
sentations work together to give rise to spatial performance 
remains unclear. This issue is important in the sense that 
although mathematically equivalent, different representa-
tions with different frames of reference possess different 
properties and readily support different actions (Klatzky, 
1998). When multiple types of representations are simul-
taneously available, it is likely that it is their interaction, 
but not any single type, that determines performance.

In this article, we report three experiments that were 
designed to explicitly address this issue. Specifically, in 
our experiments, a task was used in which the locations of 
objects on a computer screen could be encoded in multiple 
ways. Since different types of representations might be 
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simultaneously available and applicable for later problem 
solving, this task allowed us to explicitly examine the pos-
sible interplay of different representations. Although our 
experiments focus only on various allocentric representa-
tions, the results support the general claim that multiple 
frames of reference can be used to encode spatial relations 
among objects. In addition, we suggest that when multiple 
representations are available for spatial problem solving, 
they interact to determine performance.

The Experimental Paradigm
We adopted an experimental paradigm developed by 

Milner and colleagues in the 1990s, which we will call 
the Milner paradigm (e.g., Johnsrude, Owen, Crane, Mil-
ner, & Evans, 1999; Milner, Johnsrude, & Crane, 1997; 
Owen, Milner, Petrides, & Evans, 1996). Although their 
focus was on using neuroimaging techniques to probe the 

brain foundations of object location memory, the Milner 
paradigm offers an experimental design that allows a sys-
tematic evaluation of multiple schemas for representing 
spatial relationships.

The paradigm examines human object location mem-
ory, using the standard study–test methodology. In the 
study phase, eight objects (black-and-white drawings) are 
presented, one at a time, on a computer screen, with each 
accompanied by two solid black squares as landmarks.1 
Participants are asked to study and remember the loca-
tions of these objects, relative to the landmarks. As an 
example (see Figure 1A), suppose that a chair is one of 
the eight objects that the participants study. Furthermore, 
assume that the location of the chair relative to the land-
marks is encoded as loc-chair. In the testing phase, the 
participants are presented with a pair of identical stud-
ied objects (say, two chairs), together with some retrieval 

Figure 1. The design of Experiment 1. Panel A represents a study trial (i.e., remember the location of a 
chair relative to the two landmarks), and panels B–F represent various testing trials (i.e., identify one of 
the two chairs that is in its original studied location, relative to the screen, landmarks, or other studied 
objects).
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cues. The two identical objects are presented at different 
locations, with one, which we call the target, in its original 
studied location, relative to the retrieval cues (i.e., location 
loc-chair), and the other one, which we call the distractor, 
in a different location (i.e., not in location loc-chair). The 
participants are required to perform a forced choice task 
to select the target out of the target–distractor pair.

By manipulating the retrieval cues and whether the spa-
tial array on the screen is fixed or shifted, Milner and col-
leagues (e.g., Johnsrude et al., 1999; Milner et al., 1997) gen-
erated and studied the following four testing conditions:

1. In the fixed-landmark condition (Figure 1C), the two 
landmarks are presented as the retrieval cues, along with 
the target–distractor pair (e.g., two chairs). The absolute 
locations of landmarks and objects on the screen are un-
changed from their original studied positions.

2. In the shifted-landmark condition (Figure 1D), the 
two landmarks are presented as the retrieval cues, along 
with the target–distractor pair (e.g., two chairs). Although 
the relative spatial relationships among the landmarks and 
objects remain unchanged, the whole array of landmarks 
and objects on the screen is shifted. The shift can occur in 
eight possible directions, including up, up–left, left, down, 
and so forth, as long as the landmarks and objects are all 
visible and their original spatial relationships remain.

3. In the fixed-object condition (Figure 1E), two ran-
domly selected studied objects (e.g., a hammer and a bee), 
instead of the two landmarks, are presented as the retrieval 
cues, along with the target–distractor pair (e.g., two 
chairs). The absolute locations of objects on the screen are 
unchanged. In order to correctly identify the target in this 
condition, presumably, relevant object-to-object relation-
ships are necessary. Since objects are never co-presented 
in the study phase, their spatial relationships may not be 
readily available and may have to be computed through a 
chain of inferences (e.g., from the locations of two object 
cues, to infer the locations of landmarks and then to infer 
the location of target).

4. In the shifted-object condition (Figure 1F), two 
randomly selected study objects (e.g., a hammer and a 
bee), instead of the two landmarks, are presented as the 
retrieval cues, along with the target–distractor pair (e.g., 
two chairs). This condition is similar to the fixed-object 
condition, except that the whole array of objects on the 
screen is now shifted. The shift occurs in a fashion similar 
to that in the shifted-landmark condition. However, since 
the objects’ locations relative to each other are unchanged, 
presumably, the participants can still identify the target 
through a process similar to the one in the fixed-object 
condition.

One important feature of the Milner paradigm is that it 
simultaneously involves multiple types of spatial represen-
tations for object locations. In this study, we focus only on 
those allocentric representations, including screen-based 
(the location of an object relative to the computer screen), 
landmark-based (the location of an object relative to the 
landmarks), and object-based (the location of an object 
relative to other objects) ones. As we will demonstrate in 

our experiments, it seems that screen-based representa-
tions can be automatically encoded and maintained in the 
study phase, due to the steady presence of the computer 
screen (see Naveh-Benjamin, 1987, 1988). In addition, 
since an object is always presented along with the two 
landmarks in the study phase and participants are explic-
itly instructed to encode the locations of objects relative to 
the landmarks, landmark-based representations can also 
be constructed in the study phase. However, object-based 
representations are different. Although object-to-object 
relationships are kept fixed in the study phase, no two ob-
jects are ever presented on the screen at the same time. As 
a result, these relationships may not be readily encoded 
in the study phase and have to be computed when needed 
later in the testing phase. The systematic manipulation of 
the different testing conditions allowed Milner and col-
leagues (e.g., Johnsrude et al., 1999; Milner et al., 1997) to 
use a subtraction method to determine the brain areas that 
were activated in the different test conditions. Behavioral 
data were only briefly reported in Johnsrude et al. (1999). 
It was found that the shifted-object condition was harder 
(e.g., longer RTs and lower accuracies) than any other 
conditions, which did not differ from each other.

In sum, the Milner paradigm offers an elegant frame-
work for studying the representational nature of human 
object location memory, in that multiple forms of spatial 
representations with different frames of reference may 
be simultaneously involved. Although interesting results 
have been obtained, important details, such as what spatial 
representations underlie each testing condition and how 
different spatial representations may interact with each 
other to give rise to performance, remain unclear. In the 
experiments we report next, we extended the Milner para-
digm to make the distinctions among different spatial rep-
resentations more explicit. In doing so, we expected that 
the possible interaction among these representations could 
be examined in more detail and that a better understanding 
of human object location memory could be obtained.

EXPERIMENT 1

The main purpose of Experiment 1 was to examine the 
underlying spatial representations and their interaction in 
each testing condition in the Milner paradigm by manipu-
lating retrieval cues and fixed/shifted array types. To this 
end, we added one more testing condition to the origi-
nal Milner paradigm. In this additional condition, called 
the fixed–no-cue condition, no retrieval cues were pre-
sented with the target–distractor pair in the testing phase 
(see Figure 1B). The participants had to make the forced 
choice solely on the basis of the absolute locations of ob-
jects on the screen. This condition was added to explicitly 
test the effect of screen-based spatial representations in 
location retrieval.

Method
Participants. Twenty-one college students from the University of 

Texas Health Science Center at Houston, with normal or corrected-
to-normal vision, were paid to participate in the experiment.
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Apparatus and Materials. Five sets of stimuli (each consist-
ing of eight black line drawings of common objects) were selected 
from the database developed by Snodgrass and Vanderwart (1980; 
see the Appendix). The object drawings, 100 � 100 pixels in size, 
were presented against a white background on a 19-in. VGA monitor 
with a resolution of 1,024 � 768. The monitor was in front of the 
participants, within 2 ft. The participants were asked to respond by 
clicking with a mouse that was within comfortable reach.

Design and Procedure. The experiment adopted a within-subjects 
design. Each participant performed in five sessions, with each con-
sisting of one study phase and one testing phase. Whereas the study 
phase was identical in all five sessions, a different testing condition, 
as depicted in Figures 1B–1F, was used in the testing phase of each 
session. The session order for each participant was randomized. A 
different stimulus set was used in each session.

In each trial of the study phase, the participants were presented 
with one object (a drawing), together with two landmarks, and were 
instructed to remember the location of the object relative to the land-
marks. The participants controlled the pace of the experiment by 
using the mouse to click on the object whenever they were ready to 
move on to the next study trial. There were 32 study trials in each 
session, with each object presented four times. The presentation 
order was randomized. During the study phase, the participants did 
not know which testing condition would follow.

After the study phase, the participants went on to a testing phase. 
Each testing phase consisted of a block of 32 testing trials of the same 
testing condition. Each of the eight encoded objects was tested four 
times. In each testing trial, the participants were presented with a 
target–distractor pair, together with the corresponding retrieval cues 
according to the testing condition of the session (see Figures 1B–
1F). The participants were instructed to identify the target and re-
spond by clicking it (using the mouse) as quickly and accurately as 
possible. As soon as the participants clicked, the next testing trial 
was presented. The RT and accuracy data were recorded.

Results
Accuracy data. The average accuracy for the five test-

ing conditions ranged from 93.8% to 97.8% (see Table 1), 
and there were no differences among the conditions 
[χ2(4) � 0.81, p � .93].

RT data. The RT data from all the participants were 
pooled together, and those trials with (1) wrong answers 
or (2) RTs that were three standard deviations above the 

corresponding condition means were designated as invalid 
(about 8.8% of the total trials) and were eliminated from 
further analyses.

The valid RT data for all five testing conditions are 
shown in Figure 2 (see Table 1 for numerical values). 
The general pattern of the data was largely consistent 
with Johnsrude et al.’s (1999) results, showing that the 
object-based conditions were harder than the landmark-
based conditions and the shifted arrays were harder than 
the fixed arrays. A repeated measures ANOVA with a 2 
(retrieval cue type: landmark vs. object) � 2 (array type: 
fixed vs. shifted) design showed a significant interac-
tion between retrieval cue type and array type [F(1,20) � 
24.46, p � .001]. The main effects of both cue type and 
array type were significant [F(1,20) � 43.56, p � .001, 
and F(1,20) � 30.04, p � .001, respectively]. An ad-
ditional repeated measures ANOVA on the five testing 
conditions showed a significant effect of the testing con-
ditions [F(4,80) � 66.25, p � .001]. Multiple planned 
paired t tests were then conducted to further test the sim-
ple effects among different testing conditions. All the tests 
were corrected on the basis of Keppel’s (1991) modified 
Bonferroni test, and an adjusted significance level of .02 
was adopted.2 The results revealed that although there was 
no significant difference between the fixed–no-cue and 
the fixed-landmark conditions (RT difference � 86 msec, 
p � .10), both conditions had significantly shorter RTs 
than did the other three conditions [minimal RT differ-
ence � 378 msec; t (20) � �2.72, p � .014]. In addition, 
the shifted-landmark condition had shorter RTs than did 
the shifted-object condition [RT difference � 1,836 msec; 
t (20) � �8.01, p � .001], and the fixed-object condition 
had shorter RTs than did the shifted-object condition [RT 
difference � 1,558 msec; t (20) � �7.11, p � .001].

Discussion
Experiment 1 revealed three major findings that have 

not been reported by Milner and colleagues. First, partici-

Table 1
The Representational Decomposition for the Experiments

Testing RT � SD Accuracy Screen-Based Landmark-Based Object-Based
Condition  Experiment  (ms)  (%)  Representations  Representations  Representations

Fixed, no cue 1 1,592 � 270 95.4 �
2
3

Fixed landmark 1 1,506 � 253 97.8 � �
2 1,258 � 311 99.5 �
3 1,552 � 507 95.8 � �

Shifted landmark 1 1,970 � 585 94.3 � �
2 1,511 � 310 93.2 �
3 1,827 � 557 93.3 � �

Fixed object 1 2,247 � 325 96.6 � ⊕
2 2,135 � 322 92.7 ⊕
3 2,117 � 601 92.4 � ⊕

Shifted object 1 3,806 � 1,151 93.8 � ⊕
2 3,619 � 966 88.8 ⊕

  3  3,055 � 1,009 88.4  �    ⊕
Note—Different symbols are used to indicate the availability and the applicability of different representations (columns) in differ-
ent testing conditions (rows). In particular, � designates available and applicable, � designates available but nonapplicable, ⊕ 
designates derivable (online computation) and potentially applicable, and an empty cell designates nonavailable or irrelevant.
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pants were able to perform the task in the fixed–no-cue 
condition with high accuracy (95%). Since, presumably, a 
screen-based spatial representation had to be used in order 
to perform the task in this condition and the participants 
were instructed in the study phase to remember the lo-
cations of objects relative to the landmarks, this finding 
alone suggested that screen-based representations were 
encoded in the study phase even when the participants 
were not instructed to do so. These screen-based repre-
sentations were maintained and later used in the testing 
phase. This was not surprising, in that the computer screen 
presented a steady and consistent frame of reference in 
which object locations could be encoded.

Second, the RT in the fixed–no-cue condition was not 
significantly different from that in the fixed-landmark 
condition but was significantly different from that in the 
shifted-landmark condition. Since the participants were 
explicitly instructed to encode object locations relative to 
the landmarks, landmark-based location representations 
were presumably available in all the testing conditions. 
In addition, screen-based representations, although avail-
able, were apparently invalid and, thus, not applicable in 
the shifted-landmark condition, due to the shifted array. 
Therefore, the difference between the fixed–no-cue and 
the shifted-landmark conditions might, in effect, reflect 
the difference between the operations supported by screen-
based and landmark-based representations.

Third, the significant interaction between cue type 
(landmark vs. object) and array type (fixed vs. shifted) 
indicated that the effect of shifting was affected by the 
cue types. In particular, the RT in the shifted-object con-

dition was significantly longer than that in any other 
conditions, suggesting that some additional operations 
occurred in that condition. An examination of the opera-
tional differences among conditions shed light on what 
these operations could be. Specifically, landmark cues 
(solid squares) were much more perceptually distinct than 
object cues. In both object-cued conditions, an additional 
search operation was necessary in order to distinguish the 
target–distractor pair from the two object retrieval cues. 
Furthermore, in contrast to the fixed conditions, both 
shifted conditions required explicit access to spatial rela-
tionships, either landmark based or object based. Whereas 
landmark-based spatial relationships might be directly en-
coded in the study phase and later directly retrieved in the 
testing phase, it seems that object-based spatial relation-
ships had to be derived through late computation, because 
the participants never saw any two objects at the same 
time during study.

In order to understand these results in a more system-
atic way, we further differentiated different testing condi-
tions by identifying the available representations under-
lying each testing condition and examining the different 
role each representation could play in each condition. 
This analysis, shown in Table 1, was based on the follow-
ing three hypotheses. First, the screen-based representa-
tions were encoded and available in all five conditions. 
However, such representations might not always be ap-
plicable for later problem solving. In particular, although 
they were valid and could play a positive role in the fixed 
array conditions, their availability might actually hurt the 
performance and result in longer RTs in the shifted array 

Figure 2. The reaction time (RT) data in the three experiments. The error bars represent standard 
errors.
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conditions, since shifting the whole array made these rep-
resentations invalid for problem solving. Second, whereas 
landmark-based representations were explicitly encoded 
in the study phase (because the participants were in-
structed to do so), object-based representations had to be 
computed online later, when needed in the testing phase 
(because no two objects were ever presented at the same 
time during study). Consequently, object-based represen-
tations would be associated with longer RTs. Third, re-
gardless of the array type, landmark-based representations 
were always valid and applicable in the landmark-cued 
conditions, and object-based representations were always 
valid and applicable in the object-cued conditions. As a 
result, they played a positive role in each of their respec-
tive testing conditions.

The analysis shown in Table 1 allows us to systemati-
cally examine the effect of each type of representation by 
comparing different conditions. First, since screen-based 
representations were the only applicable representations 
in the fixed–no-cue condition, we could estimate the op-
erational cost associated with this type of representation 
to be about 1,592 msec. Second, either screen-based or 
landmark-based representations could be used to solve the 
fixed-landmark condition. If the two types of representa-
tions facilitated each other, we would expect to see shorter 
RTs in the fixed-landmark condition, as compared with the 
fixed–no-cue condition. The fact that no such facilitation 
effect was found suggested two possible retrieval strategies 
in the fixed-landmark condition: (1) Screen-based repre-
sentations were dominant and were the only representa-
tions used for retrievals, whereas landmark-based repre-
sentations were simply ignored, and (2) landmark-based 
representations dominated and were used but had the same 
time cost as screen-based representations. If we further 
compare the fixed-landmark and the shifted-landmark 
conditions, it seems that the first possibility is more plau-
sible. Specifically, note that screen-based representations 
were available but invalid in the shifted-landmark condi-
tion, due to the array shift. If landmark-based representa-
tions dominated, we would expect that these nonapplica-
ble screen-based representations had no effect, since both 
conditions could then be solved by the more dominant 
landmark-based representations. The finding that there 
was a significant difference between the two conditions 
[RT difference � 464 msec; t (20) � �4.47, p � .001] 
suggested that there might be an interference effect from 
those invalid but dominant screen-based representations 
on the landmark-based representations.

Furthermore, consider the two object-cued conditions. 
Again, screen-based representations were available and 
more dominant than object-based ones. However, they 
were applicable only in the fixed-object condition, but not 
in the shifted-object condition. Therefore, we might expect 
that a similar interference effect among different represen-
tations would lead to a significant RT difference between 
the two conditions. This was what we found [RT differ-
ence � 1,558 msec; t (20) � �7.11, p � .001]. Finally, 
let us compare the fixed-landmark and the fixed-object 
conditions. Since in both conditions screen-based repre-

sentations were available and applicable, we might expect 
that the two conditions had similar RTs if screen-based 
representations were solely responsible for the retrievals. 
However, this was not the case. We found a significant dif-
ference of about 741 msec [t (20) � �10.21, p � .001]. A 
careful examination of the difference between the fixed-
landmark and the fixed-object conditions indicates that 
an additional search operation (to distinguish the object 
cues from the target–distractor pair) was necessary for the 
object-cued condition, but not for the landmark-cued con-
dition. This was because the landmark cues were more per-
ceptually salient than those object cues. We suspected that 
the RT difference between the two conditions, 741 msec, 
was the cost of this search operation.

In sum, the results of Experiment 1 provided reasonable 
support for our analysis about the interaction among dif-
ferent spatial representations in object location memory. 
However, they also raised new issues. First, although the 
results were consistent with our explanation that when the 
dominant screen-based representations were available but 
not applicable (invalid), they interfered with less domi-
nant representations and led to longer RTs, we did not yet 
have a strong test for this explanation. What would happen 
if we eliminated these dominant screen-based representa-
tions? One prediction was that eliminating the dominant 
and applicable representations (e.g., those in the fixed 
array conditions) would force the participants to resort 
to the less dominant representations, which would result 
in longer RTs. The second prediction was that eliminat-
ing the dominant but nonapplicable representations (e.g., 
those in the shifted array conditions) would eliminate their 
interference with the less dominant but applicable repre-
sentations, which would lead to shorter RTs.

The second issue was the role of search in the object-
cued conditions. Since the target–distractor pair and the 
object cues were all black-and-white drawings, they were 
not readily distinguishable visually. We hypothesized that 
a nonspatial visual search component was necessary to 
identify which drawings were the cues and which ones 
were the target–distractor pair. In our analysis above, we 
estimated that the search operation took about 741 msec. 
Although this explanation was reasonable and convenient, 
the present experiment did not allow us to specifically test 
the real effect of this search component. If we eliminated 
this search component, would we get shorter RTs?

We designed Experiment 2 to explore the first issue and 
Experiment 3 to explore the second issue.

EXPERIMENT 2

Experiment 2 adopted the same Milner paradigm but 
differed from Experiment 1 in one major aspect. Specifi-
cally, in the study phase of Experiment 1, each object, 
along with the two landmarks, was always presented at 
the same screen location during the four-time repetition. 
This helped explain why screen-based representations 
were encoded and dominated other representations later 
in the testing phase. To test this explanation, in Experi-
ment 2, we used a shifted array encoding. That is, in the 
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study phase, each object was still presented four times, 
along with the two landmarks, but each time the entire 
array was shifted to a different screen location. The shift-
ing was done in a fashion similar to that used in the testing 
phase in the shifted array conditions in Experiment 1. As 
a result of this manipulation, whereas the object’s loca-
tion with respect to the landmarks remained constant, its 
absolute screen location kept changing. We expected that 
this manipulation would effectively destroy the screen-
based representations and, consequently, eliminate its 
interaction with other representations later in the testing 
phase. Specifically, we predicted that in cases in which 
screen-based representations would have been applicable, 
eliminating them would force people to resort to other, 
less dominant representations, resulting in longer RTs. On 
the other hand, in cases in which screen-based representa-
tions would have played a negative role, eliminating them 
would reduce the possible interference effect and thus lead 
to shorter RTs.

Because the fixed–no-cue condition was possible only 
when screen-based representations were available and 
adopting a shifted array encoding effectively eliminated 
screen-based representations, the fixed–no-cue condition 
was not included in Experiment 2.

Method
Participants. Twelve college students from the University of 

Texas Health Science Center at Houston, 6 of them female and 6 
male, with normal or corrected-to-normal vision, were paid to par-
ticipate in the experiment.

Apparatus and Materials. Four of the five sets of stimuli used 
in Experiment 1 were used in this experiment. The stimulus presen-
tation apparatus was identical to that in Experiment 1.

Design and Procedure. Dropping the fixed–no-cue condition 
resulted in four testing conditions, which were identical to those 
shown in Figures 1C–1F. Each participant performed in all four con-
ditions in random order. In Experiment 2, the same experimental 
procedure as that in Experiment 1 was used, except that the array 
(two landmarks and one object) on each study screen was now 
shifted, instead of fixed, from trial to trial. The shifting mechanism 
was identical to that used in the shifted array testing conditions de-
scribed before.

Note that with a shifted array encoding, the landmarks in the fixed-
landmark condition were no longer “fixed” relative to the encoding 
(i.e., stationed at the same screen locations); they were “fixed” only 
across all the testing trials. As a result, in both the fixed-landmark 
and the shifted-landmark conditions, the whole testing array was 
now essentially shifted relative to the encoding array, and this was 
how we effectively eliminated the screen-based representations. The 
same logic applied to the distinction between the fixed-object and 
the shifted-object conditions.

Results
Accuracy data. The average accuracy for the four test-

ing conditions ranged from 88.8% to 99.5% (see Table 1). 
There were no differences among the conditions [χ2(3) � 
3.11, p � .37], and there were no significant differences 
between Experiments 1 and 2 in corresponding conditions 
[maximal accuracy difference � 5.0%; χ2(1) � 0.07, p � 
.79].

RT data. The RT data from all the participants were 
pooled together and those trials with (1) wrong answers or 

(2) RTs that were three standard deviations above the cor-
responding condition means were designated as invalid 
(about 9.3% of the total trials) and were eliminated from 
further analyses.

The valid RT data for all four testing conditions are 
shown in Figure 2 (see Table 1 for numerical values). A 
repeated measures ANOVA with a 2 (retrieval cue type: 
landmark vs. object) � 2 (array type: fixed vs. shifted) 
design showed a significant interaction between retrieval 
cue type and array type [F(1,11) � 28.77, p � .001]. 
The main effects of both cue type and array type were 
significant [F(1,11) � 109.77, p � .001, and F(1,11) � 
37.73, p � .001, respectively]. Multiple planned paired 
t tests were then conducted to further test the simple ef-
fects among different testing conditions. All the tests were 
again corrected on the basis of Keppel’s (1991) modified 
Bonferroni test and an adjusted significance level of .025 
(3 * .05/6; see note 2) was adopted. The results showed 
that the fixed-landmark condition had significantly shorter 
RTs than did all the other three conditions [minimal RT 
difference � 253 msec; t(11) � �4.05, p � .002]. In ad-
dition, the shifted-landmark condition had shorter RTs 
than did the shifted-object condition [RT difference � 
2,108 msec; t (11) � �9.04, p � .001], and the fixed-
object condition had shorter RTs than did the shifted-
object condition [RT difference � 1,484 msec; t (11) � 
�5.94, p � .001]. This general RT pattern among differ-
ent testing conditions was clearly consistent with the re-
sults from Experiment 1.

However, our major interest here was to compare the 
corresponding four conditions between the two experi-
ments and to see whether eliminating screen-based repre-
sentations would change the RTs. Four planned compari-
sons of corresponding conditions in the two experiments 
were conducted with a Bonferroni-adjusted significance 
level of .0375 (3 * .05/4; see note 2). The results showed 
that Experiment 2 had shorter RTs in both the fixed-
landmark and the shifted-landmark conditions [RT dif-
ference � 248 msec, t (31) � �2.49, p � .02, and RT 
difference � 459 msec, t (31) � �2.51, p � .02, respec-
tively]. However, there was no significant difference for 
the fixed-object and the shifted-object conditions between 
the two experiments (RT differences � 113 and 186 msec, 
respectively).

Discussion
Experiment 2 was designed to examine the interaction 

among multiple representations by manipulating their 
availabilities. (See Table 1 for a representational decom-
position for Experiment 2.) We predicted that eliminating 
screen-based representations would (1) lower the perfor-
mance (increased RTs) when screen-based representations 
would have originally been helpful (i.e., fixed array con-
ditions) and (2) improve the performance (reduced RTs) 
when screen-based representations would have originally 
been harmful (i.e., shifted array conditions). The results in 
Experiment 2 partially confirmed our second prediction, 
but not the first one. Specifically, we found significantly 
reduced RTs in Experiment 2 in both landmark-cued con-
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ditions, regardless of the array type. On the other hand, 
in both object-cued conditions, the RTs did not change 
significantly between the two experiments.

This result was surprising, as well as encouraging. On 
the basis of Table 1, there were four interesting compari-
sons. First, as we mentioned before, by effectively eliminat-
ing the screen-based representations, the fixed-landmark 
and the shifted-landmark conditions had the identical 
representational decompositions in Experiment 2. How-
ever, the two conditions had a significant RT difference of 
about 253 msec. It seems that shifting the array around the 
screen from trial to trial during the testing in the shifted-
landmark condition might have cost the participants extra 
time for landmark localization, which was necessary to 
effectively use landmark-based representations. Second, 
let us compare the shifted-landmark conditions in the two 
experiments. As was predicted, it seems that eliminating 
the dominant but harmful screen-based representations 
did help performance (the RT savings was 459 msec). In 
Experiment 2, the participants were no longer interfered 
with by those invalid screen-based representations, as in 
Experiment 1, and could directly resort to the landmark-
based representations. Third, a significant time savings 
of 248 msec in the fixed-landmark conditions from Ex-
periment 1 to Experiment 2 was unexpected. We predicted 
increased RTs. It appears that eliminating the dominant 
screen-based representations in Experiment 2 actually 
helped performance. One possible explanation is that 
since the participants were explicitly instructed to encode 
landmark–object relations, these landmark-based repre-
sentations were strongly represented and could actually 
support faster responses. In Experiment 1, however, they 
were not as dominant and convenient as those automati-
cally encoded screen-based representations. When they 
were released from the dominance of screen-based rep-
resentations in Experiment 2, they became the only avail-
able representations and thus led to faster responses.

Finally, let us compare those object-cued conditions 
in the two experiments. Although the RT savings from 
eliminating screen-based representations were 112 and 
187 msec for the fixed-object and the shifted-object con-
ditions, respectively, both savings were not significant. 
Again, we suspected that this had to do with the addi-
tional costs associated with search (i.e., distinguishing the 
target–distractor pair from the object cues) and deriving 
object-based representations online in those object-cued 
conditions. As compared with these costs, the effect of 
eliminating screen-based representations was probably 
too small, and we lacked adequate statistical power to de-
tect it. We designed Experiment 3 to specifically test the 
influence of search on performance.

EXPERIMENT 3

Experiment 3 adopted the same Milner fixed array 
encoding paradigm as that used in Experiment 1 but dif-
fered in two aspects (see Figure 3). First, in the object-
cued conditions, the two object cues (but not the target–
distractor pair) were framed in black-outlined squares. The 

purpose of this change was to make the object cues easily 
distinguishable from the target–distractor pair, so that the 
effect of the extra search component, we hypothesized, 
might be reduced. The second difference was to change 
the landmarks from solid black squares to black-outlined 
empty squares. This change, along with the first, made the 
retrieval cues (either landmarks or objects) more visually 
consistent across different testing conditions.

Method
Participants. Fourteen college students from the University of 

Texas Health Science Center at Houston, 4 of them female and 10 
male, with normal or corrected-to-normal vision, were paid to par-
ticipate in the experiment.

Apparatus and Materials. Four of the five sets of stimuli used 
in Experiment 1 were used in this experiment again. The stimulus 
presentation apparatus was identical to that in Experiment 1.

Design and Procedure. As in Experiment 2, we dropped the 
fixed–no-cue condition, which resulted in four testing conditions 
(see Figure 3). Note that the landmarks were now simply frames 
and that the two object cues in the object-cued conditions were also 
framed. Each participant performed the tasks in all four testing con-
ditions in random order, and fixed array encoding was adopted in 
the study phase. Experiment 3 used the same procedure as that in 
Experiment 1.

Results
Accuracy data. The average accuracy for the four test-

ing conditions ranged from 88.4% to 95.8% (see Table 1). 
There were no significant differences among the condi-
tions [χ2(3) � 1.29, p � .73], and there were no signifi-
cant differences among the three experiments in corre-
sponding conditions [maximal accuracy difference � 
5.4%; χ2(2) � 0.65, p � .72].

RT data. The RT data from all the participants were 
pooled together, and those trials with (1) wrong answers 
or (2) RTs that were three standard deviations above the 
corresponding condition means were designated as invalid 
(about 11% of the total trials) and were eliminated from 
further analyses.

The valid RT data for all four testing conditions are shown 
in Figure 2 (see Table 1 for numerical values). A repeated 
measure ANOVA with an overall 2 (retrieval cue type: land-
mark vs. object) � 2 (array type: fixed vs. shifted) design 
showed a significant interaction between cue type and array 
type [F(1,13) � 8.34, p � .05]. In addition, the main effects 
of both cue type and array type were significant [F(1,13) � 
31.00, p � .001, and F(1,13) � 22.11, p � .001, respec-
tively]. Multiple planned paired t tests were then conducted 
to further test the simple effects among those different test-
ing conditions. A Bonferroni-corrected significance level 
of .025 (3 * .05/6; see note 2) was adopted. The results 
showed that the fixed-landmark condition had shorter RTs 
than did the fixed-object and shifted-object conditions [RT 
difference � 565 msec, t(13) � �4.16, p � .002, and RT 
difference � 1,503 msec, t (13) � �6.13, p � .001, re-
spectively]. In addition, the shifted-landmark condition 
had shorter RTs than did the shifted-object conditions 
[RT difference � 1,228 msec; t(13) � �5.02, p � .001], 
and the fixed-object condition had shorter RTs than did 
the shifted-object condition [RT difference � 938 msec; 
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t (13) � �4.62, p � .001]. Although the difference be-
tween the fixed-landmark and the shifted-landmark con-
ditions was not significant [RT difference � 275 msec; 
t (13) � �2.03, p � .063], the general pattern was quite 
consistent with that in Experiment 1, showing that object-
cued conditions took longer than landmark-cued condi-
tions and shifted arrays took longer than fixed arrays.

We further examined the effects of the manipulations 
we made in Experiment 3 by comparing the results from 
Experiment 1 and Experiment 3. Four planned compari-
sons of corresponding conditions in the two experiments 
were conducted with a Bonferroni-adjusted significance 
level of .0375 (3 * .05/4; see note 2). The results showed 
no significant differences in the fixed-landmark, shifted-
landmark, and fixed-object conditions between the two 
experiments (RT differences � 46, 143, and 130 msec, 

respectively). In addition, the difference in the shifted-
object condition did not survive a Bonferroni correction 
[RT difference � 751 msec; t (33) � �1.98, p � .056].

Discussion
A representational decomposition for Experiment 3 

was performed, which is shown in Table 1. Since our ma-
nipulations in Experiment 3 did not change the underly-
ing representational structures found in Experiment 1, 
Table 1 shows that the two experiments shared the same 
representational decompositions. Basically, Experiment 3 
replicated the essential results of Experiment 1 and pro-
duced interesting new findings. First, note that the only 
difference between Experiments 1 and 3 in the two basic 
testing conditions (fixed landmark and shifted landmark) 
was the change of shapes of the landmarks (from solid 

Figure 3. The design of Experiment 3. Panel A represents a study trial, and panels B–E represent various 
testing conditions. The participants had to identify one chair that was in its original studied location, rela-
tive to the landmarks or other studied objects.

A. Encoding B. Fixed-landmark Retrieval

C. Shifted-landmark Retrieval D. Shifted-object Retrieval

E. Shifted-object Retrieval
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black squares to black-outlined frames). This change 
did not make a significant difference in performance 
(RT differences � 46 and 143 msec, respectively), sug-
gesting that the perceptual salience of landmarks might 
not play a significant role in landmark-cued conditions. 
This consistency also indicated that the results of the two 
experiments were quite comparable. Second, when the 
object-cued conditions between the two experiments are 
compared, it is clear that the elimination of the search op-
eration (by framing the object cues) did decrease RTs in 
certain object-cued conditions. Specifically, there was a 
time savings (751 msec) in the shifted-object condition 
from framing the object cues. This time savings was re-
markably close to our previous estimate of the search cost 
(741 msec) in Experiment 1.

One unexpected result in Experiment 3 was related to 
the fixed-object condition. In particular, we expected that 
eliminating the search operation in this condition would 
reduce RTs, when compared with the corresponding condi-
tion in Experiment 1. Although we did find a time savings 
of 130 msec, it was not significant. Why did eliminating 
searching not lead to a larger time savings? One explana-
tion is that the overhead we attributed to the cost of search 
might actually be a confounded effect of both search and 
the interaction (interference) between screen-based repre-
sentations and object-based representations and that the 
latter was insensitive to the cue-framing manipulation. 
Interestingly, this explanation was further supported by 
another observation. When the fixed-landmark and the 
fixed-object conditions in Experiment 3 (Figures 3B and 
3D) are compared, it seems that their only difference was 
that the frames were empty in Figure 3B but filled with 
objects in Figure 3D. If screen-based representations in-
deed dominated in those fixed array conditions, as we have 
suggested, in both conditions it would have been easy to 
simply use the dominant screen-based representations to 
solve the problem, resulting in similar RTs. Apparently, 
this was not the case. We found that the fixed-object con-
dition took much longer than the fixed-landmark condi-
tion [RT difference � 565 msec; t(13) � 4.16, p � .01]. 
If we took this overhead as an estimate of the interaction 
between screen-based and object-based representations, 
it now seems that the 741-msec total overhead that we 
found in Experiment 1 might actually include two parts: 
about 130 msec for the search cost (the RT difference in 
the fixed-object conditions between Experiments 1 and 
3) and about 565 msec for the interaction cost. In accord 
with this speculation, previous research has shown that 
human spatial attentional movement, a central component 
for search, operates in the range of 100 msec (see Luck, 
Woodman, & Vogel, 2000, for a review).

GENERAL DISCUSSION

Human spatial thinking is the process of representing 
and reasoning about spatial relationships among spatial 
objects and events. Object location memory is an essential 
aspect of spatial thinking. In the empirical study reported 

here, the representational and computational mechanisms 
underlying human object location memory were explored. 
Our results show that when multiple spatial representa-
tions are simultaneously available for the encoding of ob-
ject locations, they interact to determine performance.

One of the key features of the Milner paradigm is its 
simultaneous involvement of multiple spatial representa-
tions in performing the object location memory task. By 
systematically manipulating the testing conditions, the 
paradigm allows the relative contribution of each repre-
sentation in the overall spatial performance to be measured 
and evaluated. We made several extensions of the Milner 
paradigm with the intention of studying how different ob-
ject location representations are encoded and interact to 
solve spatial tasks. The results support the argument that 
memory for spatial relationships can take multiple forms 
of representations, each encoded in a different frame of 
reference. Some of these representations can be acquired 
in the original encoding phase, such as the screen-based 
and landmark-based representations. However, many 
object-based spatial relationships have to be derived later 
when necessary, resulting in longer RTs in the object-cued 
conditions. Our results suggest that when multiple forms 
of representations are simultaneously available, they in-
teract to solve the problem and determine performance. 
Specifically, those representations that are originally en-
coded, extensively practiced, and/or conveniently avail-
able are dominant. In cases in which they are valid and 
can be effectively applied, they improve performance and 
lead to faster responses. On the other hand, in cases in 
which they are invalid and not directly applicable, people 
may have to resort to those less dominant representations. 
Consequently, the availability of these dominant represen-
tations may actually interfere with the application of other 
representations and lead to slower responses.

Although our experimental results support the claim 
that spatial performance is determined by the interaction 
among multiple available spatial representations, the exact 
nature of the interaction clearly needs further investiga-
tions. Our experiments seem to suggest that the interac-
tion was more likely unidirectional: Both the facilitation 
and the interference effects were only from the dominant 
representations to the less dominant ones. Although this 
is intuitively appealing, it is important to note that alterna-
tive explanations exist. For example, one may argue that 
the tasks in all of the testing conditions could have been 
done using screen-based representations, since they are al-
ways implicitly encoded during study. To use screen-based 
locations in the shifted conditions, one could retrieve the 
original screen-based location of one of the cues and then 
use the difference between the original and the current 
locations to compute the angle and distance at which the 
entire array is shifted. One could then use this informa-
tion to identify the target by determining which object in 
the target–distractor pair had undergone the same shift. If 
our participants had indeed used this approach, we would 
expect both shifted conditions in Experiment 3 to produce 
similar RTs, because the two conditions were almost iden-
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tical in determining how the array was shifted except for 
the cues used (landmarks or object cues). However, this 
was inconsistent with the results of Experiment 3, which 
showed a significant difference in RT between the two 
conditions.

We should also consider how the instructions influ-
enced the use of different frames of reference in each 
testing condition. In our experiments, trials in each test-
ing condition were grouped into sessions, and specific 
instructions were given for each session. The reason for 
this was that different testing conditions involved differ-
ent retrieval cues that the participants had to be informed 
about. However, to encourage the participants to freely 
choose whatever representations were available, we made 
the instructions for each testing condition as general as 
possible. Specifically, the instructions were of two types. 
For all fixed testing conditions, the instructions were the 
same; the participants were instructed to “select the object 
[of the two identical ones] that is at the same location as 
you saw in the preceding study session.” No specific clari-
fication about what “the same location” meant was given. 
For the shifted conditions, the participants were instructed 
to “select the object [of the two identical ones] whose lo-
cation relative to the landmarks remains unchanged as in 
the preceding study session” (for the shifted-landmark 
condition) or to “select the object [of the two identical 
ones] whose location relative to the other two objects re-
mains unchanged as in the preceding study session” (for 
the shifted-landmark condition). We believe that these 
instructions provided sufficient information for the par-
ticipants to identify the target object but did not constrain 
how they were to achieve that and, therefore, served the 
purpose of the experiments well.

One potential confounding factor in Experiment 1 was 
the perceptual differences between the landmarks and the 
objects. Although both the landmarks and the objects were 
controlled to be 100 � 100 pixels in size, their differences, 
in terms of both size and perceptual salience, were appar-
ent. In particular, the landmarks (solid black squares), in 
general, appeared larger and more salient than the object 
drawings. Since salience affects both visual search and 
spatial memory (see Egeth & Yantis, 1997; Itti & Koch, 
2001; Theios & Amrhein, 1989; H. Wang et al., 2001), 
this factor might provide an alternative explanation for 
the finding that landmark-based conditions were easier 
than object-based conditions. However, it seems that Ex-
periment 3 provided a test against this hypothesis. In Ex-
periment 3, the landmarks were black frames filled with 
white, rather than solid black, squares. In addition, every 
object cue in the object-cued conditions in Experiment 3 
was presented inside a 100 � 100 frame that was exactly 
the same as a landmark (see Figure 3). As we reported 
earlier, Experiments 1 and 3 produced comparable results, 
suggesting that the perceptual differences between the 
landmarks and the object drawings might not be a critical 
factor here.

The results from this study fit quite well with the large 
body of neuropsychological evidence that suggests that 

there exist multiple spatial representational systems in the 
brain. For example, recent evidence suggests that spatial 
information processing is subserved by multiple separate 
but interdependent subsystems in the brain, each using 
distinctive representational schema and, thus, holding 
different views of space (see H. Wang, et al., 2001 for a 
review). At least two such systems, the parietal cortex and 
the hippocampal system, have been identified, with the 
former specialized for various egocentric representations 
(such as eye-centered and body-centered spatial repre-
sentations; e.g., Colby & Goldberg, 1999; Halligan et al., 
2003) and the latter for allocentric representations (such 
as place cells, cognitive maps, and episodic memory; see, 
e.g., Redish, 1999). Although previous research has typi-
cally emphasized their differences and independence, the 
present study suggests that they may work closely together 
and interact to solve spatial problems (see also Burgess, 
Jeffery, & O’Keefe, 1999b).

In sum, the three experiments reported in this article ex-
amined the representational nature of human object loca-
tion memory. The results show that multiple frames of ref-
erence can be used to encode spatial relationships among 
objects and that, when they are simultaneously available, 
they interact to determine performance. However, we rec-
ognize that our experiments examined only simple two-
dimensional computer-screen–based “toy” spaces, which 
are quite different from the real three-dimensional and 
navigable environment. Although our results are, in gen-
eral, consistent with previous research with the real-world 
environment (e.g., McNamara, 2003), further efforts are 
necessary to extend our results to explain real-world per-
formance.
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NOTES

1. Note that in our context, landmarks differ from objects (drawings) 
in two aspects. First, landmarks, as solid black squares, are perceptu-
ally distinctive from namable objects. Second and more important, in 
the study phase, landmarks always co-appear with each object on each 
encoding screen (in contrast, objects never co-appear with other objects 
in this phase). These features make the landmarks visual and spatial 
anchors. In principle, however, any entity on the screen can serve as a 
landmark as long as it is distinguishable and constantly available, so that 
other entities’ locations can be easily encoded with respect to it. 

2. According to Keppel (1991, pp. 169–170), a Bonferroni-corrected 
significance level can be determined by (df * α)/c, where df is the number 
of orthogonal comparisons, c is the number of planned comparisons, and 
α is the standard significance level. In this case, we have five conditions 
to compare. So df � 5�1 � 4, and c � 5 * (5�1)/2 � 10. With α � 
.05, we have the Bonferroni-corrected significance level � (4 * .05)/
10 � .02.
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APPENDIX

The drawings used for stimuli were selected from Snodgrass and Vanderwart (1980). They are listed in Fig-
ure A1. There is no significant difference among different groups of stimuli in several major semantic character-
istics, such as name agreement, image agreement, familiarity, and frequency (Snodgrass & Vanderwart, 1980).

Figure A1. The five sets of object drawings used as stimuli in 
all the experiments, selected from Snodgrass and Vanderwart 
(1980).

Set 1 Set 2 Set 3 Set 4 Set 5
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