
Over the past 35 years, spatial representations have been 
used in many models and theories in fundamental and ap-
plied cognitive psychology (e.g., Shoben, 1983; Shoben 
& Ross, 1987). Recently, Gärdenfors (2004) advocated 
spatial representation as an alternative to the symbol ma-
nipulation approach and to connectionism in the study of 
cognition and illustrated the advantages of spatial repre-
sentation over the alternatives in domains as diverse as 
concept formation, inductive reasoning, and the semantics 
of natural languages. Spatial representations also under-
lie influential models of categorization, like Nosofsky’s 
(1984, 1986) generalized context model, Ashby and Gott’s 
(1988) boundary decision model, and prototype models 
(e.g., Medin & Schwanenflugel, 1981; Smith & Minda, 
1998).

In most of these models and theories, the underlying 
representation is embedded in a psychological space, 
rather than in a space constituted by physical measures of 
the represented entities. Multidimensional scaling (MDS; 
Borg & Groenen, 1997; Kruskal, 1964) is a technique that 
has been of fundamental importance in obtaining the re-
quired psychological spatial representation. Typically, re-
searchers gather pairwise similarity (or dissimilarity) data 
(based on direct similarity ratings, confusion data, sorting 
data, or response times) as input data. A scaling algorithm 
then searches for a representation in a given dimensional-
ity in such a way that stimuli are placed closer together the 
more similar they are and further apart the more dissimilar 
they are. (For an easily accessible introduction, see Krus-
kal & Wish, 1978.)

There are applications of MDS in cognitive psychology 
where the underlying dimensions are perfectly known in 
advance, and where the contribution of the technique is 

limited to psychological scaling of the stimuli along these 
fixed dimensions. In many experiments in the categori-
zation literature, for instance, stimuli vary along a lim-
ited set of well-specified and salient dimensions. These 
dimensions are also immediately obvious to the partici-
pants involved in the task that is used to gather the input 
(dis)similarities (e.g., McKinley & Nosofsky, 1995). In 
other applications, however, the purpose of MDS use is 
twofold: First, researchers want to find out the dimensions 
that underlie the input (dis)similarities, and second, the 
stimuli are scaled along these dimensions. In other words, 
besides psychological scaling, the technique is also used 
to abstract the underlying stimulus dimensions that con-
stitute the relevant similarity space in which the stimuli 
are embedded. Often, the resulting spatial configuration 
is used to predict external variables, like categorization 
(Smits, Storms, Rosseel, & De Boeck, 2002), response 
times (Rips, Shoben, & Smith, 1973; Shoben, 1976), 
linear separability (Ruts, Storms, & Hampton, 2004), 
inductive strength (Rips, 1975), or typicality (Ameel & 
Storms, 2006). Moreover, in the neuropsychological lit-
erature, patient groups and normal control subjects have 
been compared to see whether the underlying dimensions 
of their semantic spaces differ (Storms, Dirikx, Saerens, 
Verstraeten, & De Deyn, 2003).

When MDS is applied to semantic stimuli to detect an 
underlying spatial representation, a question that needs to 
be answered is the number of dimensions of the solution 
space. Often, subjective criteria are used to determine the 
dimensionality of the representation and only a brief and 
shallow account of the chosen dimensionality is given in 
published reports. In this paper, we focus on the dimen-
sionality of semantic concept spaces. In a first section, 
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we elaborate on the criteria that have been proposed in 
the literature to select the appropriate dimensionality of a 
multidimensional scaling solution. Next, we present a re-
view of published studies where multidimensional scaling 
solutions were used to study semantic concepts, and focus 
on the chosen dimensionality and the criteria used to de-
termine the appropriate dimensionality. Then, we present 
two studies in which spatial representations in different di-
mensionalities were used to predict an external criterion. 
Our findings suggest that often informative additional di-
mensions are rejected when traditional criteria are used to 
determine the appropriate dimensionality.

STRATEGIES TO DETERMINE 
DIMENSIONALITY

Multidimensional scaling algorithms yield, for a cer-
tain input data set, the optimal stimulus configurations in 
a given dimensionality. In many applications, however, 
the appropriate dimensionality is not known in advance. 
Users therefore calculate configurations in different di-
mensionalities and then choose one particular solution for 
interpretation or for further study. Several strategies have 
been proposed to choose the most appropriate dimension-
ality. We will briefly elaborate on the most common strate-
gies below.

1. A Priori Theoretical Reasons
Sometimes authors have a priori theoretical reasons 

to investigate a solution in a particular dimensionality. 
These reasons are usually very specific for the conducted 
research.

2. Absolute Stress Values
Often authors evaluate the quality of a MDS solution 

(in a particular dimensionality) on the basis of the ab-
solute value of the goodness of fit of the solution. The 
stress of a solution is a fit measure, introduced by Kruskal 
(1964), that is often minimized in MDS algorithms. The 
stress equals
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where dij represents the distance between a pair of stimuli i 
and j, d*

ij symbolizes the disparity or optimally transformed 
dissimilarity for this stimulus pair, and the summation 
is taken over all possible stimulus pairs of the stimulus 
set. The denominator is a scaling factor that causes the 
measure to yield values between 0.0 and 1.0. The optimal 
transformation is determined using monotonic transfor-
mations in nonmetric MDS, and using linear transforma-
tions in (the less common) metric MDS. The evaluation 
of the absolute value of the stress is often based on the 
guidelines presented by Kruskal (1964). In these guide-
lines, which were derived from early experience of the 
author with his own MDS algorithm, stress values of .20, 
.10, .05, .025, and 0.0 were described as “poor,” “fair,” 

“good,” “excellent,” and “perfect,” respectively. However, 
one should be aware that the stress value depends on the 
number of stimuli and on the dimensionality. Therefore, 
Kruskal and Wish (1978) argued that the above described 
guidelines are only meaningful if the number of dimen-
sions is not too large compared to the number of stimuli 
that are being scaled. As a rule of thumb, they stated that 
the number of stimuli should be larger than four times the 
number of dimensions.

3. Relative Stress Values
Kruskal (1964, p. 16) stated that, when plotting the 

stress values as a function of the dimensionality, “good 
data sometimes exhibit a noticeable elbow in the curve, 
thus pointing to the appropriate (number of underlying 
dimensions).” This is based on the assumption that the 
stress decreases systematically with additional “true” di-
mensions, but that the (slight) decrease due to additional 
dimensions beyond the elbow just reflects error fitting. 
Although this reasoning may be appealing in principle, 
for the vast majority of data sets, no clear elbow can be 
found.

4. Reliability of the Input (Dis)similarities
A fourth strategy, also already mentioned in Kruskal’s 

(1964) seminal paper, is that, if information is available 
about the reliability of the data, one should choose a di-
mensionality whose stress corresponds to the random 
component of the data. (See also Borg & Groenen, 1997.) 
In other words, the (estimated) reliability should equal 
1.0 minus the stress value of the solution. A disadvantage 
of this strategy is that reliability estimates of the input 
(dis)similarities are seldom available.

5. Interpretability
Interpretability often plays a crucial role in choosing 

the dimensionality of a MDS analysis. Usually, but not al-
ways, the most interpretable solution is chosen from a set 
of reasonable dimensionalities suggested by goodness of 
fit. Interpreting dimensions of solutions in dimensional-
ity three or higher may be complicated, often causing au-
thors to stick to only two dimensions. However, regression 
techniques can be of help to interpret higher dimensional 
solutions when hypotheses about the underlying features 
are available (Kruskal & Wish, 1978).

6. Comparing the Stress With Results From 
Monte Carlo Studies

A more rigorous way to decide on the underlying di-
mensionality was proposed by Spence and Graef (1974; 
Spence, 1983) and Wagenaar and Padmos (1971). In this 
procedure, several data sets are generated, consisting of the 
same number of stimuli as in the data set under investiga-
tion. These Monte Carlo data sets are generated based on 
a (random) stimulus configuration in a particular dimen-
sionality and with a particular random error component. 
The underlying (true) dimensionality of these data usually 
varies from 1 to 4 (Spence & Graef, 1974) or 5 (Wagenaar 
& Padmos, 1971) and the error level is also manipulated to 
vary from 0.0 (no error at all) to strongly error perturbed 



DIMENSIONALITY IN SEMANTIC CONCEPT REPRESENTATION    429

(e.g., 25% of the variance). All these generated data sets 
are then analyzed with MDS in different dimensionalities 
(regardless of the “true” underlying dimensionality, which 
is, of course, known) and the resulting stress values are 
stored. Finally, the stress values in different dimensionali-
ties obtained from the empirical data set under investiga-
tion are compared with the stress profiles of the generated 
data to determine the most likely true dimensionality and 
error level of the data.

7. Testing Dimensionality in Maximum 
Likelihood Scaling

In maximum likelihood MDS models (Ramsay, 1977), 
the stimulus coordinates in a given dimensionality are 
estimated by maximizing the probability of finding the 
empirically obtained data. The model assumes indepen-
dence of the residuals and a particular error distribution 
(e.g., in Ramsey’s model: normal or lognormal), thereby 
turning the model into a metric MDS model. The like-
lihood of the obtained data, evaluated in the optimally 
localized stimuli, can then be used to statistically test 
the optimal dimensionality, using a 2 test, the AIC test 
(Akaike, 1974), or the BIC test (Schwarz, 1978). (Non-
metric maximum likelihood MDS models have been de-
veloped, but these models apply only to a limited range 
of data sets, like seven-point rating scale data. See, e.g., 
Takane, 1981; Takane & Carroll, 1982.) Although the 
availability of statistical dimensionality tests is in prin-
ciple clearly advantageous, this procedure is hardly ever 
used in the literature because major statistical packages 
do not include maximum likelihood MDS algorithms. 
Furthermore, the required test statistics only apply as-
ymptotically (i.e., to very large data sets) and may result 
in “wrong” dimensionality choices with limited sample 
sizes (Ramsay, 1980; Storms, 1995).

APPLICATIONS OF MDS IN THE STUDY OF 
SEMANTIC CONCEPTS

An elaborate search for MDS applications in the study 
of semantic concepts (including studies of semantic dis-
orders in the neuropsychological literature) resulted in 43 
published papers, most of which described analyses of 
multiple semantic concepts. In total, 138 analyses were 
described in these studies. In 3 of these analyses, a solu-
tion with one single dimension was chosen (Holyoak & 
Walker, 1976). In the vast majority (103 analyses), a two-
 dimensional solution was chosen. Three-dimensional solu-
tions were chosen in 31 analyses, and in only one single 
study (Arnold, 1971) 4 dimensions were selected. Apart 
from a study by Ruts, Storms, and Hampton (2004), where 
solutions in dimensionalities 2 to 5 were investigated with-
out choosing an optimal number of dimensions, solutions 
with more than 4 dimensions are absent in the literature on 
semantic concepts known to us. (Furthermore, enlarging 
the scope of our literature search to other areas of psychol-
ogy resulted in just a few additional MDS studies where 
solutions of 5 dimensions were selected.)

For 22 of the 138 analyses, no information regarding 
the dimensionality selection criterion was mentioned. For 

34 other analyses, the only justification was parsimony in 
the representation, given the limited number of stimuli. 
More specifically, in all these cases, two-dimensional 
solutions were preferred because an additional third di-
mension would violate Kruskal and Wish’s (1978) rule 
of thumb that the number of stimuli should be larger than 
four times the number of dimensions. For 26 studies, ab-
solute fit values (stress or the related percentage of vari-
ance accounted for) or informal relative fit comparisons 
(elbow test) were used to select the appropriate dimen-
sionality. For 26 analyses, only interpretability guided the 
dimensionality choice. Among the latter analyses, there 
were a few cases in which two-dimensional solutions were 
selected because people visualize data better in 2 dimen-
sions than in 3 or 4. For 11 other analyses, a combination 
of fit values and interpretability of the solution was used 
to select the appropriate dimensionality. A priori theoreti-
cal reasons were given for dimensionality selection in 13 
analyses. Finally, a mixture of several of the above de-
scribed selection criteria was used in the remaining six 
analyses.

Importantly, statistical testing was not used as a basis 
for selecting the appropriate dimensionality in any of the 
studies: In none of the studies maximum likelihood mod-
els were used, nor was the procedure described by Spence 
and Graef (1974) or by Wagenaar and Padmos (1971) ever 
used to check the number of dimensions. Likewise, none 
of the published studies that we investigated referred in 
any way to the reliability of the input similarities in the 
dimensionality selection.

USING SPATIAL REPRESENTATIONS TO 
PREDICT EXTERNAL VARIABLES

The selection criteria described earlier can be divided 
into two classes. The first class of criteria is simply based 
on the subjective interpretation of the solution without 
using any quantitative information. This class of criteria 
includes a choice based on the interpretability of the so-
lutions and a priori theoretical reasons for selecting the 
appropriate dimensionality. The second class of criteria 
makes use of the fit of the solution, that is, of the extent 
to which the model can account for the input data. Any 
selection criterion based on stress values, in an absolute 
or a relative sense, or on the likelihood principle belongs 
in this class.

There is, however, a third kind of selection criterion, 
which is seldom used in the literature, but which can shed 
a different light on the choice process. In this selection 
procedure, information from an external variable (i.e., in-
formation not derived from the input similarities) is used 
to select the dimensionality. This criterion has been used 
in the domain of personality psychology by Rosenberg 
and Jones (1972; Jones & Rosenberg, 1974). In their stud-
ies, 99 physical and psychological traits were scaled in 
several dimensionalities. An elbow test suggested three 
underlying dimensions. Then, ratings for the same 99 
traits on 12 properties were regressed on the coordinates 
of these stimuli in different dimensionalities. Rosenberg 
and Jones found increasing multiple correlations with in-
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creasing dimensionalities up till four dimensions. They 
interpreted this finding as evidence for useful information 
in the fourth dimension, despite the fact that the elbow test 
favored a three-dimensional solution.

In the remainder of this article, we will investigate 
whether traditional dimensionality choice criteria point 
at the optimal dimensionality when the ultimate goal is 
the prediction of an external variable. More specifically, 
we will show that, in cases where the traditional meth-
ods of dimensionality selection prefer low-dimensional 
solutions, predictions of an external criterion some-
times show systematic information value in much higher 
dimensionalities.

CENTROID TYPICALITY PREDICTIONS IN 
SEMANTIC CONCEPTS

Since similarity-based models of concepts and catego-
ries have been proposed as alternatives for the classical 
view of concepts (Komatsu, 1992), these models have 
dominated the literature on semantic concepts as well as 
the literature on artificial category learning. The two most 
important similarity-based models are the prototype and 
exemplar model.

In prototype models, it is assumed that concepts and 
categories are mentally represented by an abstract sum-
mary representation of the previously encountered ex-
emplars (Hampton, 1979, 1993; Rosch & Mervis, 1975). 
Advocates of exemplar models have denied the necessity 
for summary representations and instead assumed that all 
previously encountered exemplars are stored in memory 
(e.g., Kruschke, 1992; Medin & Schaffer, 1978; Nosofsky, 
1984, 1986). In this view, category-related decisions are 
based on the activation of the stored memory traces of 
these exemplars.

Although predictions of the prototype and exemplar 
views can be differentiated and contrasted in laboratory 
experiments with artificial categories, after more than two 
decades of controversy, the debate between advocates of 
both views still lingers on (e.g., Smith & Minda, 1998, 
2000). In most natural language concepts, in which the 
exemplars of a concept cluster together tightly and are 
rather well-separated from nonexemplars, prototype and 
exemplar predictions are nearly identical and come down 
to a central tendency representation (Barsalou, 1990). In 
the context of spatial representations of semantic concepts 
(which have been proven very useful in the study of se-
mantic concepts by, e.g., Shoben, 1983; Shoben & Ross, 
1987; Smits, Storms, Rosseel, & De Boeck, 2002), predic-
tions of both kinds of similarity models are based on the 
centroid of the exemplar set.

Below, we will describe two studies in which typical-
ity of an exemplar within a semantic concept is predicted 
from its distance to the concept centroid. Such spatial pre-
dictions of typicality or graded structure have been proven 
effective in several studies before (e.g., Reed, 1972; Rips, 
1975). However, in these studies, the dimensionality of the 
most appropriate representation was usually determined 
in advance, based on interpretability or on the fit of the 
solution. Contrary to this common practice, we want to in-

vestigate whether typicality prediction varies as a function 
of the underlying dimensionality and how this variation 
relates to the dimensionality chosen based on the common 
choice criteria.

STUDY 1

In Study 1, we used similarity and typicality data of 12 
semantic concepts, taken from Ruts, De Deyne, Ameel, 
Vanpaemel, Verbeemen, and Storms (2004). The set of 12 
semantic concepts consisted of 5 animal categories (birds, 
fish, insects, mammals, and reptiles), 3 artifact catego-
ries (musical instruments, tools, and vehicles), 2 food 
categories (fruits and vegetables), and 2 activity catego-
ries (sports and professions). In the data from Ruts et al. 
(2004), the stimulus sets consisted of only clear exemplars 
of the studied categories and 22 to 30 exemplars were se-
lected for each of the semantic categories. The exemplars, 
which were presented as words, were rated for typical-
ity within the category on a rating scale, ranging from 1 
for a very poor example to 20 for a very good example. 
Pairwise similarities among all possible exemplar pairs 
were rated by a different group of participants on a scale 
varying from 1 (for totally dissimilar pairs) to 20 (for 
totally similar pairs). Ratings were averaged across par-
ticipants and reliabilities were estimated by the split-half 
correlations corrected with the Spearman-Brown formula. 
For the typicality ratings these estimates ranged between 
.90 and .98. For the similarities the reliability estimates 
ranged between .84 and .94.

MDS Analysis and Dimensionality Tests
The similarity matrices for the 12 semantic concepts 

(averaged over the different participants) were first taken 
as input for PROC MDS, the MDS procedure available 
in the SAS package (SAS, V8). This procedure estimates 
a spatial configuration in a given dimensionality, using 
a nonlinear least squares algorithm. The default settings 
were used, yielding a nonmetric MDS analysis. For each 
concept, configurations were obtained in dimensionali-
ties 2 to 7 (7 being the highest dimensionality that should 
be accepted for a category consisting of 30 exemplars, 
according to Kruskal and Wish’s, 1978, rule of thumb 
regarding dimensionality choice). Since the SAS MDS 
procedure provides a measure of stress for each configu-
ration, we can use these analyses to determine the appro-
priate dimensionality, according to the strategies outlined 
above. Figure 1 shows, in solid lines, the stress values as a 
function of the underlying dimensionality.

Four traditional dimensionality choice procedures 
were applied to the data: absolute stress evaluation, rela-
tive stress evaluation, expected fit based on the reliability 
of the data, and a Monte Carlo-based procedure. Table 1 
shows, for each concept and each selection criterion, the 
withheld dimensionality.

When evaluating the quality of the different MDS solu-
tions based on the absolute stress values, for each of the 
concepts the configuration in the highest dimensionality, 
allowed by the Kruskal and Wish (1978) rule of thumb, is 
withheld (see second column of Table 1). The chosen di-
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mensionalities varied from 5 to 7. According to Kruskal’s 
(1964) terminology, all of these configurations would be 
labeled between “fair” and “good”, except for vehicles 
and musical instruments, where the stress value would be 
described as situated between “good” and “excellent”.

Inspection of the relative stress values (see solid lines, 
Figure 1) proved difficult since no clear elbow could be 
found for some concepts. In these ambiguous cases and 
in the ones where multiple elbows could be found, the 
configuration in the higher dimensionality was always 
chosen. This yielded a dimensionality of 3 or 4 for all the 
concepts except musical instruments, where dimensional-
ity 5 was selected (see the third column of Table 1).

The dimensionalities that were determined by choos-
ing the configuration whose stress value best matched 1.0 
minus the reliability of the input similarities can be found 
in the fourth column of Table 1. The resulting dimension-
alities varied widely from 2 to 6.

Finally, the dimensionality was also determined based 
on a Monte Carlo simulation procedure, as described by 
Spence and Graef (1974) and by Wagenaar and Padmos 
(1971). Details about this procedure can be found in the 

Appendix. For only three concepts more than four under-
lying dimensions were chosen.

Centroid Predictions of Typicality
Often MDS solutions of semantic domains are used 

to predict cognitive and language-related variables (e.g., 
Gärdenfors, 2004; Rips, 1975; Smits et al., 2002). One 
such variable that can straightforwardly be linked to the 
spatial representation of a semantic domain is typicality 
(Ameel & Storms, 2006). More specifically, typicality is 
generally assumed to be related to category centrality. In 
geometric terms, category centrality is translated as the 
centroid of the category exemplars.

Centroids were calculated by averaging, for every di-
mension, the coordinates of the complete exemplar set. 
Next, Euclidean distances of each of the exemplars to the 
category centroid were calculated and they were corre-
lated with the corresponding rated typicalities taken from 
Ruts et al. (2004). This procedure was repeated for the so-
lutions of different dimensionalities. The dimensionality 
that resulted in the highest correlation between typicality 
ratings and distances, was selected as the optimal dimen-
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Figure 1. Stress values (solid lines) for MDS solutions in 2 to 7 dimensions for each of the 12 concepts and predictive correlations 
(dashed lines) for the different concepts as a function of the underlying dimensionality.
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sionality. The last column of Table 1 reports the chosen 
dimensionalities for the different categories.

The dashed lines in Figure 1 display, for every stud-
ied concept, the predictive correlation as a function of 
the underlying dimensionality. Note that the correlations 
are expected to be negative: the larger the typicality of 
an exemplar, the smaller its distance toward the centroid 
is expected to be. Different result patterns are observed 
for the 12 semantic concepts that were studied (see also 
the last column of Table 1). For vegetables and mammals, 
optimal predictions were obtained with two underlying 
dimensions. Adding additional dimensions lowered the 
predictive correlations. For fish and vehicles, a three-
 dimensional representation resulted in the best typicality 
prediction. For fruits, tools, and professions, adding more 
than three dimensions did not improve, nor worsen, the 
typicality prediction. For the remaining concepts, however, 
typicality prediction improved gradually with increasing 
dimensionality until 6 (birds) or sometimes even 7 (rep-
tiles, insects, musical instruments, sports) dimensions.1

One might raise the objection that the position of the 
centroid can be influenced by possible outliers. In order to 
meet this criticism, distances were also computed to a cen-
tral tendency point defined by the median values on each 
of the coordinate axes. These distances were correlated 
with the typicalities in the category. The resulting pattern 
of correlations between these median-based distances and 
typicalities did not differ much from the pattern of cor-
relations with the centroid-based distances. For only three 
concepts (fish, musical instruments, and sports), the me-
dian-based correlation, averaged across 6 dimensionali-
ties (2 to 7), exceeded the corresponding centroid-based 
correlation.

Discussion
The different procedures of choosing the appropriate 

dimensionality for the MDS analyses clearly show little 
consistency. Below, we will describe the findings of the 
different procedures in detail.

First, the absolute stress value decreases with increas-
ing dimensionality. This tendency is what one expects 
from a reliable algorithm that does not easily get trapped 

in local minima. The crucial question, however, is from 
what dimensionality onward the improvement in fit only 
reflects error fitting. In terms of Kruskal’s (1964) quali-
tative descriptions, for 8 of the 12 studied concepts, the 
seven-dimensional solutions can be situated between 
“fair” and “good.” For the remaining 4 concepts, the stress 
value is in between the boundaries for “good” and “excel-
lent” solutions. Furthermore, keeping in mind Kruskal’s 
rule of thumb regarding the minimum number of stimuli 
needed for a solution in particular dimensionality, 5 (for 
reptiles, with 22 stimuli) up to 7 dimensions (for the 8 
concepts with 30 stimuli) is the maximum number that 
we should be willing to accept. Second, taking the rela-
tive stress values as a choice criterion, determining the 
appropriate dimensionality is not easy. Clear elbows were 
seldom found and our best guesses led us to select 3 or 4 
underlying dimensions for the vast majority of the studied 
concepts. (Note that 3 or 4 dimensions is even rather high, 
given that the literature search showed two-dimensional 
solutions in the vast majority of studies. Two possible rea-
sons for this may be the relatively large number of stimuli 
we used, and the importance that was placed on interpret-
ability and simplicity in the reviewed literature.) Third, 
evaluating the fit relative to the (estimated) reliability 
of the input similarity data resulted in a wider variety of 
underlying dimensionalities, with the number of retained 
dimensions varying from 2 to 6. And fourth, the chosen 
dimensionalities based on the Monte Carlo study also var-
ied considerably (between 2 and 5), but the choices were 
not very similar to those based on the estimated reliability 
of the ratings.

In conclusion, the different choice procedures in which 
the dimensionality choice is (directly or indirectly) based 
on fit measures clearly result in inconsistent dimensional-
ity choices.

The analyses in which the typicalities were correlated 
with distances toward the category centroid also yielded 
solutions in very diverse underlying dimensionalities in 
the different studied concepts (varying from 2 to 7). Note 
also that in many of the studied concepts, 6 or 7 underlying 
dimensions resulted in optimal predictions. This finding 
is in sharp contrast with the dimensionality of solutions 

Table 1 
Withheld Dimensionality According to Four Traditional Dimensionality 

Choice Procedures (Columns 2 to 5) and an External Criterion 
(Column 6) for Each of the 12 Concepts in Study 1

English Category 
Name

 Absolute 
Stress

 Relative 
Stress

 1.0 Minus 
Reliability

 Monte 
Carlo

 Predictive 
Correlation

Reptiles 5 3 2 3 7
Mammals 7 4 5 2 2
Birds 7 3 4 3 6
Fish 5 3 3 2 3
Insects 6 4 4 4 7
Musical Instruments 6 5 5 3 7
Tools 7 3 4 5 6
Vehicles 7 3 5 5 3
Vegetables 7 4 5 5 2
Fruits 7 4 3 4 5
Sports 7 3 5 4 7
Professions  7  3  6  4  7
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presented in the literature, where a dimensionality larger 
than 3 seldom occurs. In 9 of the 12 studied concepts, the 
predictive correlation pointed at a dimensionality that was 
higher than or equal to the selected dimensionality based 
on the other (traditional) choice criteria. We remind the 
reader that a dimensionality choice based on the correla-
tion of an external criterion (i.e., a criterion other than 
the input similarities) cannot be inflated by error fitting. 
If retaining more dimensions results in an increase of the 
correlation, this proves that these additional dimensions 
contain semantic information that was not present in the 
solution offered in a lower dimensionality. And though 
the correlation improvement may be small with additional 
dimensions, the improved representation may reflect nu-
ances that participants may find important. One might 
even ask oneself whether a representation consisting of 
more than seven dimensions yields even higher correla-
tions. However, given the limited number of stimuli (22 to 
30) that were used in Study 1, eight-dimensional solutions 
may not be warranted.

STUDY 2

The analyses presented in the first study suggested 
that the traditional dimensionality choice criteria mostly 
yield inconsistent dimensionality choices. More impor-
tantly, a comparison of the results of these methods with 
those based on the prediction of an external criterion also 
showed that the traditional criteria sometimes underesti-
mate the richness of the data.

In Study 2, we investigated whether—opposite the 
practice of MDS use in psychological applications—high 
dimensionalities can be informative about the semantics 
of the stimulus set. For this purpose, we used larger stim-
ulus sets and categories that are less clearly delineated 
than those used in Study 1. More specifically, the stimulus 
sets consisted of larger semantic domains that cover sev-
eral, possibly overlapping semantic concepts. Due to the 
vagueness of the boundaries of these concepts, judging 
typicalities for every stimulus within each of the differ-
ent concepts is a sensible task and the centroid typicality 
prediction method could be used to investigate whether 
representations in even more dimensions than seven were 
appropriate.

The categories in Study 2 originated from the domain 
of artifacts and were derived from a previous naming 
study with common household objects (Ameel, Storms, 
Malt, & Sloman, 2005). In that study, participants named 
two sets of objects, which we will call bottles and dishes. 
The bottles set contained 73 pictures of objects that were 
selected to be likely to receive the name bottle or jar in 
American English, or else to share one or more salient 
properties with bottles and jars. For the dishes set, 67 pic-
tures were selected of objects that were likely to be called 
dish, plate, or bowl in American English, or else, to have 
one or more salient properties in common with dishes, 
plates, or bowls.

Unlike in Study 1, typicality was predicted for multiple 
names applicable to large sets of stimuli in the studied 
domain. These names were selected such that they were 

dominant for at least ten objects of a stimulus set. The 
three dominant names retained for the bottles set, were 
fles, bus, and pot. For the dishes set, kom, tas, schaal, and 
bord were selected. The categories from the bottles set 
contained, respectively, 25, 16, and 13 objects, the catego-
ries from the dishes set consisted of, respectively, 19, 15, 
13, and 8 objects.

The typicality ratings of the two sets were taken from 
Ameel and Storms (2006), the similarity ratings from 
Ameel et al. (2005). For each object set, the exemplars 
were rated for typicality within the different categories of 
the set on a rating scale, ranging from 1 for very atypical 
or unrelated items to 7 for very typical items. Concretely, 
participants were asked to rate how typical each of the 73 
(randomly presented) objects of the bottles set was for 
the categories fles, bus, and pot. Next, they judged the 
typicality of the 67 objects of the dishes set for the cat-
egories kom, tas, schaal, and bord. (Even though some 
of the stimuli were never named with a particular label, 
judging the typicality of these stimuli for these categories 
is perceived as sensible by the participants because the 
boundaries between the categories corresponding to the 
different labels are not clear-cut.) The order of presenta-
tion of the categories to be rated for an object set, as well 
as the order of presentation of the object sets, was coun-
terbalanced across participants.

Because of the large number of objects in each of the 
object sets, Ameel et al. (2005) did not derive similarity 
matrices from directly rated pairwise similarities among 
all possible exemplar pairs. Instead they asked participants 
to sort the objects into piles based on overall similarity. 
The participants were instructed to provide as many piles 
as they wanted, but less than the number of stimuli and 
more than one single pile. Pairwise similarity was then re-
covered by counting for each of the object pairs the num-
ber of participants who placed that pair in the same pile. 
A large number of participants placing the two objects 
in a pile indicates high perceived similarity between the 
objects of the pair.

Reliabilities were estimated by the split-half correla-
tions corrected with the Spearman-Brown formula. For 
the typicality ratings, the reliability estimates varied from 
0.93 to 0.98 for the bottles and from 0.97 to 0.99 for the 
dishes. For the similarities, the estimates were, respec-
tively, 0.93 and 0.92 for the bottles and dishes set.

MDS Analysis and Dimensionality Tests
The similarity matrices for the two semantic domains 

were again analyzed with the MDS procedure of SAS 
(SAS, V8), using a nonmetric procedure. Following the 
rule of thumb that the number of stimuli should be larger 
than four times the number of dimensions, solutions in 2 
to 18 and 2 to 16 dimensions were computed for, respec-
tively, the bottles and the dishes set. Panels A and B in 
Figure 2 show, in solid lines, the stress values as a function 
of the underlying dimensionality, for the bottles and the 
dishes set, respectively.

If we would require a solution that would be qualified as 
“fair” by the Kruskal (1964) guidelines (i.e., stress value 
of .10), dimensionalities of 5 and 4 would be chosen for 
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the bottles and the dishes set, respectively. Requiring the 
solutions to be “good” according to the same guidelines 
(i.e., a stress value of .05), the chosen dimensionalities 
would be 8 and 6, respectively.

When evaluating the quality of the MDS solutions 
based on the relative stress values, the elbow pointed at 
the configuration in three dimensions for both the bottles 
and dishes set. Further, we determined the dimension-
ality of the solutions whose stress values best matched 
1.0 minus the reliability of the input similarities. For 
the bottles set, the configuration in six dimensions was 
chosen and for the dishes set, the configuration in four 
dimensions.2

Centroid Predictions of Typicality
As in Study 1, centroids for each category within a 

stimulus set were calculated by averaging, for every di-
mension, the coordinates of the exemplars of the category. 
Further, the Euclidean distances of each of the exemplars 
to the category centroids were calculated and correlated 
with the corresponding rated typicalities taken from 

Ameel and Storms (2006). The predictive correlations 
for the categories within each stimulus set are shown, in 
dashed lines, in panels A and B of Figure 2, for the bottles 
and the dishes sets, respectively.

The correlations systematically increased with the un-
derlying dimensionality. For the bottles set (Figure 2A), 
we found an increase up to dimension 15, 17, and 17 
for, respectively, the categories fles, bus, and pot. For 
the dishes set, the correlations also increased up to very 
high dimensions for the categories kom, schaal, and bord 
(respectively 14, 16, and 14). Only for tas, distances 
computed from a four-dimensional solution yielded a 
correlation of 0.96, which did not further increase 
when adding a fifth dimension.3 However, this is not that 
surprising since such a high correlation may indicate a 
ceiling effect.

Following the procedure of Study 1, we also computed 
distances to the central tendency points defined by the 
median value on each of the underlying dimensions. Next, 
the correlations between these distances and the typicali-
ties in the category were calculated. Only for fles and bord, 
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Figure 2. Stress values (solid lines) for MDS solutions in 2 to 18 dimensions for the bottles set (A) and in 2 to 16 dimensions 
for the dishes set (B) and predictive correlations (dashed lines) for the different concepts of the bottles set (A) and the dishes set 
(B) as a function of the underlying dimensionality.
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the median-based predictions yielded a (nonsignificantly) 
higher correlation than those based on the centroid.

Discussion
In Study 2, large stimulus sets were used. The results of 

the traditional dimensionality choice criteria again yielded 
relatively low dimensionality choices. On the contrary, 
when using an external criterion, for larger stimulus sets 
such as the ones used in Study 2, even more than seven 
dimensions were needed to optimally predict typicality. In 
fact, the correlations increased until dimensionalities 14 
to 18. To our knowledge, solutions in so many dimensions 
have never been described in applications of MDS in the 
psychological literature. Although the improvements in 
the correlations are rather small in high dimensionalities, 
the increases cannot be an artifact of error fitting and they 
show that in order to explain typicality ratings in semantic 
concepts a very large number of dimensions is needed to 
describe all the subtle details that are present in the input 
similarities. Especially for the bottles set, correlations can 
be improved by .04 to .05 when allowing more than seven 
dimensions.

GENERAL DISCUSSION

We set out to compare different dimensionality selec-
tion procedures for multidimensional scaling solutions of 
semantic concepts. Four traditional dimensionality choice 
procedures based on some measure of model fit and a 
new one in which the prediction of an external criterion 
was used were applied to two different data sets. For both 
sets it was found that the fit-based methods that are tra-
ditionally used to select the appropriate dimensionality 
of an MDS solution (absolute stress evaluation, relative 
stress evaluation, expected fit based on the reliability of 
the data, and a Monte Carlo-based procedure) often result 
in inconsistent choices. This finding casts doubt on the 
solutions discussed in the cognitive literature (described 
earlier in this paper), where these traditional choice pro-
cedures were used. Moreover, it was found that where 
these traditional methods of dimensionality selection pre-
fer low-dimensional solutions, predictions of an external 
criterion sometimes show systematic information value in 
much higher dimensionalities. This detailed but meaning-
ful information in similarity ratings among exemplars of 
semantic concepts is shown by the small but consistent 
predictive improvements in higher dimensionalities.

Our results suggest that commonly used fit-based mea-
sures of dimensionality selection often underestimate the 
number of sensible underlying dimensions. When one 
applies the prediction of an external variable like rated 
typicality as a criterion, systematic information can be-
come apparent in very high dimensionalities. Besides 
these two classes of ways to determine the dimensional-
ity of an MDS solution, we introduced a third one in the 
beginning of the paper. A priori theoretical reasons and 
interpretability proved to be rather important as indicated 
by their frequent application in the study of semantic con-
cepts: Our review of the literature showed that in 37 of 
138 analyses, one of these criteria was said to have de-

termined dimensionality selection. With an increase in 
dimensionality, as suggested by our results, the interpre-
tation of the withheld dimensions becomes more difficult 
however. Many a researcher will probably think this to be 
an important drawback, considering the ease with which 
(traditional) MDS solutions could be interpreted as op-
posed to solutions of data analysis techniques as factor 
analysis.4 However, when practical applications demand 
the identification of the dimensions that constitute a solu-
tion, regression techniques might be of help, providing a 
theory about the modeled content exists (Kruskal & Wish, 
1978). Especially when one looks for more in MDS than a 
mere means of reducing and inspecting rich data sets, and 
one regards it as an appropriate way to undertake cogni-
tive modeling (Lee, 2001), it might be important to rely 
on both data (fit and prediction of external variables) and 
theory (including interpretability).

The problem of dimensionality selection and interpret-
ability of high-dimensional representations is not limited 
to applications of MDS. It is a problem faced by many 
models of semantic knowledge and often is a source of 
much debate. Latent semantic analysis (LSA, Landauer & 
Dumais, 1997) and the hyperspace analogue to language 
(HAL, Lund, Burgess, & Atchley, 1995; Lund & Burgess, 
1996) are related to the MDS application discussed here in 
that they provide a high-dimensional spatial representation 
of semantic knowledge and hence face similar problems 
of dimensionality selection and interpretability. Typically, 
in applications of these models the very rich information 
in word document co-occurrence matrices is reduced to 
representation vectors of a dimensionality appropriate to 
capture the semantic information in the text files to which 
the models are applied. Although the algorithms for di-
mensionality reduction might differ from the MDS ones, 
related procedures of dimensionality selection may be ap-
plied. Landauer and Dumais (1997), for instance, after 
applying singular value decomposition, decided upon 300 
as the appropriate number of dimensions to capture the 
similarity relations among the words of approximately 
30,000 text samples. This choice of dimensionality was 
based on LSA’s proportion of correct answers on an 80 
item multiple-choice synonym test. When considerably 
more or less dimensions were withheld the model’s fit to 
this external criterion was considerably impoverished. Of 
course, because of the high dimensionality of the retained 
solution one will not be surprised that LSA faces the issue 
of a problematic interpretability. A thorough account of 
ways to resolve this issue is not conceivable within the 
scope of this paper, but we refer the interested reader to 
work by Griffiths and Steyvers (2002) and Steyvers and 
Griffiths (in press) on probabilistic topic models in which 
this issue is explicitly addressed using an approach that is 
formally related to the LSA one.

The above described conclusions are mainly based on 
the (high) correlations obtained when predicting typicali-
ties based on the distance toward centroids of the repre-
sented stimuli in varying dimensionalities. We note, how-
ever, that the comparisons reported may even have yielded 
underestimations of the number of dimensions needed to 
represent the systematic semantic information contained 
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in the input data. For one thing, in about half of the con-
cepts investigated in Study 1, the correlations increased 
till the maximum dimensionality that can be allowed given 
the number of stimuli in these analyses. Given larger stim-
ulus sets for these semantic concepts, correlations based 
on higher dimensionalities may still increase.

Furthermore, the analyses of Study 2 show that very 
high-dimensional solutions yield better predictive corre-
lations than solutions in a lower dimensionality, but these 
results only show the value of additional dimensions to the 
extent that the centroid allows one to predict typicality. 
In other words, the predictive correlations depend heav-
ily on a number of assumptions, which are theoretically 
defendable, but which may not all be completely true. 
For instance, it is not sure whether the optimal prediction 
point for typicality is the centroid of the exemplar cloud. 
The results of Study 1 suggest that median-based central 
tendencies may be better suited as typicality predictors in 
some concepts. (For evidence in favor of a caricature ideal 
point that is to some extent influenced by possible contrast 
categories, see Ameel & Storms, submitted.)

The large number of dimensions needed to extract the 
systematic information included in the input similarities 
also casts doubt on the optimality of MDS as a data-an-
alytic technique to analyze input similarities in the do-
main of semantic concepts. It is conceivable that many 
of these dimensions have a limited number of dimension 
values, and that they can better be represented with di-
chotomous features that are either present or absent in a 
particular stimulus. Suppose, for instance, that the fea-
ture “has wings” co-determines the input similarities to 
a large extent. MDS is able to represent this by adding a 
wing dimension to the solution. However, the stimuli will 
only have two different coordinate values on this underly-
ing dimension. If many of the underlying features have 
a dichotomous—rather than a continuous—nature then 
feature models, like additive trees (De Soete, 1983) or ad-
ditive clustering (Shepard & Arabie, 1979) may provide 
more parsimonious and even better fitting accounts of the 
similarity data. (For evidence in line with this hypothesis, 
see Pruzansky, Tversky, & Carroll, 1982, and Tversky & 
Hutchinson, 1986.) Further study, in which these models 
are applied to semantic data, is needed to investigate this 
question. In such studies, both model fit and prediction of 
external variables (like, e.g., typicality) may be investi-
gated and compared.

Finally, after having selected the dimensionality with 
the external typicality prediction criterion, the chosen rep-
resentations could be used to account for other external 
semantic data, like, e.g., categorization, reaction times, 
induction, etc.5 More research is needed to further explore 
the relation between the dimensionality of MDS solutions 
and such other external variables.
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NOTES

1. We performed significance tests for each pair of successive cor-
relations. However, we did not find any systematic results. For birds 
and insects, the increase in correlations was significant up to dimen-
sion 6, for the other concepts, only a few pairs of successive correlations 
were significantly different, regardless of whether the highest corre-
lation was included in the pair or not. For 7 out of the 12 concepts, 
increases corresponding to comparisons of lower dimensionalities were 
not significant, while increases corresponding to comparisons of higher 
dimensionalities turned out to be significant. These results suggest that 
looking at statistical significance in the pattern of correlations is not a 
very useful strategy to determine whether additional dimensions account 
for unique variance.

2. A Monte Carlo procedure, like the one in Study 1, in which the 
choice procedure described by Wagenaar and Padmos (1971) is em-
ployed, was not practically possible for the data set used in Study 2. 
Factorially combining true underlying dimensionalities varying between 
2 and 18 with solutions obtained in dimensionalities 2 to 18, with 7 
different error levels, and with 100 replications for each combination, 
would, for both studied concepts, lead to more than 400,000 analyses.

3. As in Study 1, significance tests were performed. Although more 
systematic results were found for Study 2 (e.g., the highest correlation 
was always significantly higher than the correlation before it, except 
for kom and schaal), the results again showed an irregular pattern (e.g., 
significant increases still alternated with nonsignificant increases and 
increases in high dimensions were more often significant than increases 
in low dimensions).

4. Schiffman, Reynolds, and Young (1981) note that this advantage 
is partly due to the fact that it comes more natural to people to interpret 
distances between points than angles between vectors, on which the solu-
tions in factor analysis are based. They also note that the factor analysis 
solutions generally consist of more dimensions than the MDS ones, mak-
ing them harder to interpret.

5. We thank an anonymous reviewer for this suggestion.

(Continued on next page)
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APPENDIX

The Monte Carlo simulation studies were performed as follows. First, spatial configurations of stimuli in a 
particular dimensionality were constructed by randomly sampling the coordinates of the stimuli on all dimen-
sions from a uniform distribution between 0 and 1000. After computing the Euclidean distances between the 
stimuli, these distances were error perturbed by multiplication of each errorless distance with a random factor, 
drawn from a normal distribution with a mean of 1.0 and a particular variance (0, 0.05, 0.10, 0.15, 0.20, 0.25, or 
0.30). This procedure was repeated 100 times for each of the concepts, with a number of (randomly localized) 
stimuli that was equal to the number of stimuli in the data set under investigation. Besides the error level of the 
generated data (i.e., the variance of the error component), the underlying true dimensionality of the simulated 
data was also varied: Stimuli were generated in 2 to 7 dimensions.

The randomly generated dissimilarity sets were then used as input for the SAS MDS procedure. For every 
combination of the true underlying dimensionality, the dimensionality of the solution, and the error level, the 
stress values of the solutions for all 100 replications were (1) averaged and (2) rank ordered. Next, the appropri-
ate dimensionality was determined using a procedure similar (but not identical) to the Wagenaar and Padmos 
(1971) method. More specifically, the procedure always started with the assumption that a representation in two 
dimensions (2D) was the most appropriate. Based on this assumption, the error level of the data was determined: 
The stress value of the data in 2D was compared with the average stress value (over the 100 replications) of the 
2D solutions for truly 2D simulated data. If the stress value of the empirical data was in between the averaged 
stress for two different error levels (e.g., error variances .10 and .15), then an exact estimate of the error level 
was determined through linear interpolation between these two bordering error levels. Then a nonmetric deci-
sion procedure was applied to test the hypothesis of two underlying dimensions. First, the percentile 5 values of 
the stress values corresponding to 3D solutions for the error distributions of the two bordering error levels were 
selected. Second, a value in between these two figures (i.e., in between the fifth percentile values of the distribu-
tions of the two bordering error levels) was calculated using the same interpolation position that was obtained in 
the exact error level determination. Finally, if the stress value of the 3D solution for the empirical data was larger 
than the expected (interpolated) fifth percentile stress value, then the hypothesis of two underlying dimensions 
was retained; if the value was lower then the expected fifth percentile, then the hypothesis of a 2D underlying 
solution was rejected. In the latter case, the whole procedure was started over again, assuming an underlying 3D 
representation. The procedure was repeated until the stress of the empirical data exceeded the fifth percentile of 
the stress value distribution corresponding to the dimensionality just above the hypothesized dimensionality

(Manuscript received December 3, 2005; 
revision accepted for publication April 26, 2006.)
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