
Neurobiological studies of learning and memory fre-
quently use the Morris swimming pool navigation task 
(Morris, 1981), in which a rat or mouse has to learn to 
locate an invisible goal by using some distal landmarks as 
a reference. The analysis of the mechanisms that control 
spatial learning in the Morris task is of importance because 
spatial learning has been argued to be a distinctive form of 
learning. In their influential book, The Hippocampus As 
a Cognitive Map, O’Keefe and Nadel (1978) stated that 
spatial learning involves different, specialized systems 
from those required for other forms of learning, such as 
classical and instrumental conditioning. This rather pro-
vocative formulation has been providential for the area of 
spatial learning, and literally hundreds (if not thousands) 
of experiments have been run to assess it.

Early support for the claimed specificity of spatial 
learning comes from neurobiological studies that have 
shown that certain cells preferentially respond to spatial 
locations (e.g., O’Keefe & Dostrovsky, 1971). The coor-
dinated activity of place cells results in the establishment 
of place fields when an animal is exposed to a novel envi-
ronment. This suggests that spatial information might be 
processed differently from nonspatial information (see, 
e.g., Best, White, & Minai, 2001; Lattal & Abel, 2000; 
O’Keefe, 1999). Whether the principles that rule spatial 
learning are also specific is much more controversial.

Behavioral studies have shown that, at least to a certain 
extent, spatial learning is determined by principles similar 

to those involved in other forms of learning. The analysis 
of the acquisition of the Morris task has shown that spatial 
learning shares many important properties with Pavlov-
ian conditioning. For example, preexposure to a target 
stimulus in a Pavlovian preparation retards subsequent 
conditioning of that stimulus, a result known as latent in-
hibition. Similarly, preexposure to the array of landmarks 
that subsequently define the location of a hidden goal in a 
Morris pool task impairs subsequent learning, an instance 
of latent inhibition in the spatial domain (see, e.g., Prados, 
Chamizo, & Mackintosh, 1999). Furthermore, latent inhi-
bition has been shown to be context specific both in stan-
dard conditioning and in the spatial domain (e.g., Prados, 
Artigas, & Sansa, 2007). Together with latent inhibition, 
demonstrations of blocking and overshadowing (e.g., Red-
head, Roberts, Good, & Pearce, 1997; Rodrigo, Chamizo, 
McLaren, & Mackintosh, 1997; Sánchez-Moreno, Rod-
rigo, Chamizo, & Mackintosh, 1999; Sansa & Prados, 
2003) in the Morris task have strengthened the notion 
that learning to locate an invisible goal involves processes 
similar to those involved in the acquisition of standard 
conditioning tasks. More recently, extinction, or deacqui-
sition, of acquired spatial preferences has also been shown 
to behave like extinction in standard conditioning prepara-
tions (Lattal, Mullen, & Abel, 2003; Prados, Manteiga, & 
Sansa, 2003).

One aspect rarely studied in the spatial domain is the 
generalization that occurs in classical and instrumental 
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tunity for the subject to become familiarized with non-
reinforcement and thereby reduces generalization decre-
ment. This is the standard explanation for the well-known 
partial reinforcement extinction effect (PREE). The PREE 
is one of the most thoroughly studied phenomena in learn-
ing and can be defined as a resistance to the detrimental 
effects of extinction following partial reinforcement. It 
has been extensively studied in instrumental learning (see 
Mackintosh, 1974, for a review) and has also been dem-
onstrated within Pavlovian conditioning (e.g., Haselgrove, 
Aydin, & Pearce, 2004; Pearce, Redhead, & Aydin, 1997; 
Rescorla, 1999).

The experiments reported here assessed whether the 
well-known effects of partial reinforcement in standard 
conditioning tasks could be proven to occur in the spa-
tial domain. In Experiment 1, we assessed the effect of 
partial reinforcement on extinction of an acquired spatial 
preference. In Experiment 2, we investigated the effect of 
partial reinforcement on acquisition of a second spatial 
task using the same reinforcer. In these experiments, we 
aimed not only to improve our knowledge of partial rein-
forcement effects on learning and extinction but also to 
increase our understanding about the relationship between 
spatial and other forms of learning, such as Pavlovian and 
instrumental conditioning.

EXPERIMENT 1

Experiment 1 was designed to verify whether the PREE 
could be shown to occur in the spatial domain. If instru-
mental, Pavlovian, and spatial learning are governed by 
similar principles, partial reinforcement can be expected 
to retard extinction of a learned spatial preference in a 
navigation task. To evaluate this hypothesis, two groups of 
rats were trained in the Morris pool according to a partial 
or continuous reinforcement schedule (Groups Partial and 
Continuous, respectively). After completion of the escape 
training phase, all of the animals were given 10 extinction 
trials in which the invisible platform was removed from the 
pool—a procedure that proved to be suitable for the study 
of extinction in the spatial domain (Prados et al., 2003).

Method
Subjects. The subjects were 16 Long–Evans rats (Rattus norvegi-

cus), 8 males and 8 females. They had previously participated in an 
experiment that involved taste aversion conditioning and were ap-
proximately 6 months old at the start of the experiment. The rats were 
housed in pairs in a room that was lit for 12 h each day. They were 
tested at the same time on successive days during the period when 
their living quarters were lit. Rats were assigned at random (4 males 
and 4 females each) to two groups: Continuous and Partial.

Apparatus. The apparatus was a large circular swimming pool, 
made of plastic and fiberglass, modeled after that used by Morris 
(1981). It measured 1.58 m in diameter and 0.65 m deep, and it was 
filled to a depth of 49 cm with water that was made opaque by add-
ing 750 ml of polystyrene latex, a nontoxic substance that does not 
spoil. A constant temperature of 21ºC  1º was maintained. The pool 
was situated in the middle of a large room, mounted on a wooden 
base 0.43 m above the floor. A circular platform, mounted on a rod 
and base, 0.11 m in diameter and made of transparent Perspex, could 
be placed in one quadrant of the pool, 0.38 m from the side, with its 
top 1 cm below the surface of the water. It was thus invisible for the 
animals. The pool was surrounded by a set of black curtains reaching 

conditioning from a particular set of training conditions 
to a novel set. The conditioned response established to 
a particular conditioned stimulus (CS), for example, is 
likely to generalize to other stimuli that have never been 
paired with the reinforcer, depending on their similarity to 
the CS, defining a gradient of generalization (e.g., Pavlov, 
1927). Some recent studies have reported similar general-
ization gradients obtained when varying the relative posi-
tion of two stimuli that defined the location of a goal in a 
spatial task (Artigas, Aznar-Casanova, & Chamizo, 2005; 
Rodrigo, Sansa, Baradad, & Chamizo, 2006).

Other experiments have shown that a change in the 
physical properties of the context can also produce a de-
cline in the strength of the response to a CS. In a study by 
Hall and Honey (1989), for example, rats received food 
after one CS in one context and after another CS in a dif-
ferent context. When extinction trials took place with the 
CSs presented in their usual contexts, responding declined 
more slowly than when the stimuli were presented in the 
opposite contexts (see also Bonardi, Honey, & Hall, 1990; 
Hall & Honey, 1990; Honey, Willis, & Hall, 1990). In a 
series of experiments using the Morris task, Prados et al. 
(2003) replicated this pattern of results. The rats were 
trained in the spatial task in two different contexts using 
two different arrays of cues: A, B, C, and D in Context 1 
(the pool surrounded by a set of black curtains) and L, 
M, N, and O in Context 2 (the pool surrounded by a set 
of striped white and blue curtains). Following training, a 
group of rats was given extinction trials in the alternative 
context (i.e., with A, B, C, and D in the striped context 
and L, M, N, and O in the black context; Group Different), 
whereas another group of rats was given extinction in the 
training context (Group Same). During the first extinc-
tion trials of the experiment, both Group Same and Group 
Different showed a marked preference for the platform 
quadrant (the area where the platform was located during 
the training), although later on, during the last extinction 
trials, both groups performed at random level. However, 
the rats in Group Same spent more time in the platform 
quadrant than did the rats in Group Different, so an ef-
fect of context was observed. This result is what could be 
expected on the basis of the principle of generalization 
decrement following a context switch and replicates the 
context effect that can be observed in standard condition-
ing tasks.

These demonstrations of context specificity of learning 
have depended on a change in the physical characteris-
tics of the environment in which learning takes place. But 
extinction can also be facilitated if it is accompanied by 
a change in the internal state of the animal. According 
to a number of theories, the experience of nonreinforce-
ment during extinction generates an internal state of frus-
tration (e.g., Amsel, 1967, 1992) or a memory trace of 
nonreinforcement (e.g., Capaldi, 1967). When extinction 
takes place after training with a continuous reinforcement 
schedule, the introduction of this state or trace for the first 
time will change the context in which the conditioned 
response occurs and will thereby facilitate extinction 
through a generalization decrement. However, training 
with a partial reinforcement schedule provides an oppor-
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interaction [maximum F(4,56)  1.38]. (Here and else-
where, a significance level of p  .05 was adopted.) On 
the other hand, one-sample t tests carried out on the data 
corresponding to the nonreinforced trials (Group Partial) 
showed that animals performed above chance in every 
block of two sessions [minimum t(7)  3.53].

Group latency of escape means during the two retrain-
ing trials that preceded extinction were 15.31 sec (SEM  
2.37) and 14.06 sec (SEM  2.71) for Group Continu-
ous and Group Partial, respectively. A one-way ANOVA 
conducted on these data showed that there were no differ-
ences between groups (F  1). The results of the extinc-
tion phase are shown in Figure 2. The animals in Group 
Continuous extinguished more readily than the animals 
of Group Partial. These impressions were confirmed by 

from ceiling to 0.50 m above the floor; the curtains formed a circular 
enclosure 2.40 m in diameter. There was a lighting system attached 
to a false ceiling and made up of six low-consumption 70-W light-
bulbs, 1.75 m above the pool. A closed-circuit video camera with a 
wide-angle lens was mounted in the center of the false ceiling, and 
its picture was relayed to recording equipment in an adjacent room.

We used a set of four landmarks, placed at equal distances around 
the circumference of the pool. The landmarks were (A) a 40-W light 
placed inside a white plastic inverted cone 11 cm in height and 13 cm 
in diameter at the base, (B) a plastic beach ball 30 cm in diameter 
with alternate blue–white, yellow–white, and orange–white vertical 
segments, (C) an intermittent 1-W light flashing on and off at a fre-
quency of 60–80 times per minute, and (D) a green plastic plant, ap-
proximately 35 cm in diameter and 30 cm in height. The landmarks 
were suspended from the ceiling, 35 cm above the surface of the 
water and with their midline directly above the wall of the pool. The 
location of the platform was always between C and D.

Procedure. There were two phases in Experiment 1: escape 
training and extinction. During the escape training phase, all of the 
animals were trained to swim toward an invisible platform located 
in a fixed position relative to the four landmarks (A, B, C, and D). 
Animals in Group Continuous were given 10 days of escape train-
ing at a rate of four escape trials per day with an average intertrial 
interval (ITI) of 15 min. Escape training trials consisted of placing 
the rat into the pool with the four landmarks (A, B, C, and D) and 
the invisible platform present. Each rat was given 60 sec to find the 
platform, where it was allowed to stay for 30 sec. If a rat failed to 
find the platform within 60 sec, the experimenter placed his or her 
thumb about 5 cm in front of the rat and guided it to the platform, 
where it was allowed to stay for 30 sec. During each session, the rat 
was placed in the pool once in each of the four possible start points, 
each one below one of the four landmarks—A, B, C, and D—that 
defined the platform location. The order of the start points was de-
termined at random within each session, in such a way that there 
was a long and a short path to the platform (A and C, for example) 
in every block of two trials throughout the experiment (i.e., AD BC, 
CA DB, DB CA, BC AD, etc.). The entire array of landmarks and the 
platform location were rotated 90º counterclockwise on every trial 
throughout the experiment. The time spent by the rats in finding the 
platform (latency of escape) was recorded.

Animals in Group Partial were also given 10 days of escape train-
ing at a rate of four escape trials per day. However, in addition to the 
four escape trials, these animals were also given two nonreinforced 
trials. During the nonreinforced trials, the rats were allowed to swim 
for 60 sec all around the pool, while we registered the time spent 
in each of four previously defined quadrants: the platform training 
(PT) quadrant, delimited by Landmarks C and D, and the other three. 
The order of reinforced and nonreinforced trials was varied in every 
session in such a way that the nonreinforced trials were presented 
three times in the first, third, fourth, and sixth positions, and four 
times in the second and fifth positions.

On the day after the last day of escape training, all of the animals 
were given 2 escape retraining trials, which were followed immedi-
ately by 10 extinction trials with an average ITI of 15 min. The pro-
cedure for extinction trials was exactly the same as for nonreinforced 
trials in the previous phase of the experiment.

Results and Discussion
The results of the escape training phase are shown in 

Figure 1, with those for reinforced trials in the left-hand 
panel and those for the nonreinforced trials (Group Par-
tial) in the right-hand panel. During the reinforced  trials, 
the two groups showed a similar pattern of results. An 
ANOVA conducted on the data with group and blocks 
of two sessions as factors showed a significant effect of 
blocks [F(4,56)  18.19], whereas there were no differ-
ences between groups and no significant group  blocks 
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and the shock US faster than animals given continuous re-
inforcement with Cue A. As suggested above, this result is 
the opposite of what could be expected from a generaliza-
tion decrement view of partial reinforcement effects. Hall 
et al. (2005) suggested an alternative explanation based on 
salience modulation processes.

Traditionally, it has been supposed that salience is deter-
mined by physical intensity and is a fixed stimulus prop-
erty (e.g., Rescorla & Wagner, 1972). Salience is, how-
ever, a much more interesting psychological concept that 
reflects the effectiveness of the stimulus—how it affects 
an organism. Furthermore, recent research has shown that 
the effective salience of a stimulus can be modified by ex-
perience (e.g., Blair & Hall, 2003; Hall, 2003). Hall sug-
gested that mere exposure to a stimulus could be expected 
to reduce its effective salience—a process of habituation. 
He also suggested that this process could be reversed by 
presentations of a cue associated with the stimulus. That 
is, associative activation of a stimulus (in the absence of 
the stimulus itself ) will act to restore its salience. Hall 
et al. (2005) argued that, in the continuous reinforcement 
condition of their experiments, presentations of the shock 
consistently signaled by Cue A would result in a loss of 
effective salience by the shock US. On the contrary, in the 
partial reinforcement condition, presentations of Cue A 
alone would result in associative activation of the shock 
representation and would, thus, alleviate the loss of ef-
fective salience produced by shock presentations in A  
trials. According to the authors of the study, better perfor-
mance in the test with a novel Cue B paired with the shock 
reflects an effective salience of the shock after partial rein-
forcement higher than after continuous reinforcement.

The hypothesis put forward by Hall (2003) suggests that 
differential changes in the effective salience of stimuli that 
occur during continuous and partial reinforcement could 
also play a role in determining the effects of continuous 
and partial reinforcement on extinction of learned behav-
ior. According to that view, continuous reinforcement de-
creases the effectiveness of the reinforcer, whereas partial 
reinforcement maintains its salience or effectiveness at a 
high level. Assuming that the conditioned response relies 
on the salience or effectiveness of the reinforcer, animals 
in the partial reinforcement condition could be expected 
to show a more persistent pattern of response than would 
animals in the control condition. Experiment 2 was de-
signed to assess the merits of this hypothesis by examin-
ing whether, in the spatial domain, associative activation 
of the reinforcer maintains its salience or effectiveness at 
a high level.

EXPERIMENT 2

In Experiment 2, we replicated the design employed 
by Hall et al. (2005) described above but used the Mor-
ris swimming pool navigation task instead of a standard 
Pavlovian preparation. Two groups of rats were trained to 
locate an invisible goal, whose position was defined by 
several landmarks. In the first phase of the experiment, 
the platform was signaled by the presence of a salient 

statistical analyses. An ANOVA conducted on the data 
with group and blocks of two extinction trials as factors 
showed significant effects of group [F(1,14)  4.64] and 
of blocks [F(4,56)  6.52] and a significant group  
blocks interaction [F(4,56)  4.72]. Further analyses of 
this interaction (simple main effects) showed that groups 
significantly differed in Blocks 2, 3, and 4 [Fs(1,14)  
4.54]. Also, the blocks factor was significant in both 
groups [Fs(4,56)  2.83].

The present results add to those of previous studies that 
have demonstrated similarities between spatial learning 
and other forms of learning, such as instrumental and 
Pavlovian conditioning. The detrimental effect of partial 
reinforcement on extinction of an acquired spatial prefer-
ence mimics the well-documented effect of partial rein-
forcement on extinction of instrumental and conditioned 
responses.

Partial reinforcement effects have been attributed tra-
ditionally to generalization decrement (e.g., Amsel, 1967, 
1992; Capaldi, 1967). According to this view, what is 
learned during partial reinforcement is better able to gen-
eralize to the extinction phase in which reinforcement is 
withdrawn. In other words, experience of nonreinforce-
ment during the acquisition phase of the experiment 
makes it hard for the animals in the partial reinforcement 
condition to detect the difference between acquisition and 
extinction. On the other hand, the novelty of nonreinforce-
ment in the group given continuous reinforcement facili-
tates generalization decrement at the time of extinction. 
The decrement in performance can then be attributed, fol-
lowing generalization decrement theories, to the change 
from the conditions of acquisition.

Although generalization decrement offers a good expla-
nation for the PREE, it is not clear whether it can account 
for other partial reinforcement effects that have been re-
ported in Pavlovian conditioning. According to general-
ization decrement theories, the key factor that accounts 
for the PREE is the similarity between the acquisition and 
extinction phases of the experiments. By the same token, 
animals trained according to a continuous reinforcement 
schedule should show more generalization when trained 
in a novel task using continuous reinforcement than would 
animals previously trained according to a partial rein-
forcement schedule. In a series of experiments using a 
conditioned emotional response procedure, Hall, Prados, 
and Sansa (2005) found a pattern of results that seems to 
challenge this prediction. In their experiments, a group of 
rats was given conditioning trials in which a given cue, 
A, was consistently paired with a shock unconditioned 
stimulus (US; A , a continuous reinforcement procedure, 
where “A” represents the signal, either a light or a tone, 
and “ ” represents the shock). A second group of rats 
received the same pairings of the signal A and the shock, 
alternated with presentations of A alone (A /A training, 
a partial reinforcement procedure). This was followed by 
a test stage in which a new signal, B, was paired with the 
shock according to a continuous reinforcement schedule. 
The results showed that the animals given partial rein-
forcement with Cue A learned the relationship between B 
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no significant group  blocks interaction (Fs  1). On 
the other hand, one-sample t tests carried out on the data 
corresponding to the nonreinforced trials (Group Partial) 
showed that animals performed above chance in every 
block of two sessions [minimum t(7)  2.42].

The results of the escape training with Landmarks A, B, 
C, and D are shown in Figure 4. Rats previously trained to 
find the platform by swimming toward the Z cue accord-
ing to a partial reinforcement schedule learned faster than 
animals given the same training according to a continu-
ous reinforcement schedule. An ANOVA conducted on the 
data with group, sessions, and blocks of two escape trials 
as factors showed significant effects of group [F(1,14)  
5.07] and blocks [F(1,14)  7.14]. The remaining fac-
tors and interactions were all nonsignificant [maximum 
F(3,42)  2.82].

stimulus, Z, located immediately above the hidden plat-
form; in that way, the platform could be reached simply 
by moving toward the stimulus—a guide task (O’Keefe & 
Nadel, 1978), also referred to as a beacon homing strategy 
(Gallistel, 1990; Redhead et al., 1997). Animals in Group 
Continuous were trained in the guide task according to a 
continuous reinforcement schedule, whereas animals in 
Group Partial were given partial reinforcement training. 
After completion of the first escape training phase, all 
of the animals were trained in a new task that involved 
learning to locate the hidden platform in the presence of a 
new set of landmarks—A, B, C, and D—that were some 
distance from the goal over the edge of the platform—a 
cartographic strategy (O’Keefe & Nadel, 1978), also re-
ferred to as a piloting strategy (e.g., Gallistel, 1990; Red-
head et al., 1997). Training with the landmarks took place 
according to a schedule of continuous reinforcement. 
According to the hypothesis under examination, associa-
tive activation of the omitted reinforcer during the nonre-
inforced trials of the partial schedule could be expected 
to maintain its salience or effectiveness at a high level. 
Consequently, learning of the second task in the presence 
of the landmarks should proceed more readily in Group 
Partial than in Group Continuous. Alternatively, accord-
ing to a generalization decrement view, higher similarity 
between the two phases of the experiment would allow 
better performance in Group Continuous than in Group 
Partial.

Method
Subjects and Apparatus. A total of 16 male hooded Long–Evans 

rats were used and maintained as in the previous experiment. They 
were divided into two groups (n  8): Continuous and Partial. The 
apparatus was the same as that in Experiment 1. A new, proximal 
landmark was used, Z: a white sphere, 10 cm in diameter, suspended 
from the ceiling, 30 cm immediately above the escape platform.

Procedure. There were two phases in Experiment 2: escape train-
ing with landmark Z, and escape training with landmarks A, B, C, 
and D. During the escape training with Z, all of the rats were given 
12 days of escape training at a rate of four escape trials per day. In 
addition to these four escape trials, animals in Group Partial were 
also given two nonreinforced trials. The order of reinforced and non-
reinforced trials was varied in every session in such a way that the 
nonreinforced trials were presented four times in every position. 
The location of the platform (and the Z cue) varied from trial to trial 
among four possible positions within the pool (corresponding to the 
center of four quadrants, NW, NE, SE, and SW).

During the second phase of the experiment, all of the animals 
were given escape training with Landmarks A, B, C, and D accord-
ing to a continuous reinforcement schedule. All of the animals were 
given four sessions of training at a rate of four escape trials per ses-
sion. The location of the platform was always between C and D.

Results and Discussion
The results of the escape training with Z are shown in 

Figure 3, with those for reinforced trials in the left-hand 
panel and those of the nonreinforced trials (Group Partial) 
in the right-hand panel. During the reinforced trials, the two 
groups showed similar patterns of results. An ANOVA con-
ducted on the data with group and blocks of two sessions 
as factors showed a significant effect of blocks [F(5,70)  
34.04], but there were no differences between groups and 
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that similar principles rule spatial learning and Pavlovian 
conditioning.

As argued above, the PREE observed in Experiment 1 
could be easily explained in terms of generalization decre-
ment: Familiarity with nonreinforcement (and its effects, 
such as frustration) in the partial reinforcement condition 
can be expected to diminish the change of context that 
can be expected to occur in the transition from acquisition 
to extinction. On the other hand, the results observed in 
Experiment 2, in which the animals were required to learn 
a novel task using the same reinforcer, do not seem consis-
tent with predictions of these theories. Greater similarity 
between the two phases of the experiment would lead us 
to expect less generalization decrement in the group that 
was always given continuous reinforcement, resulting in 
better learning of the second task in Group Continuous 
than in Group Partial. This, however, was not the result 
found in the present Experiment 2—nor in the original 
experiments reported by Hall et al. (2005) using a Pavlov-
ian preparation.

The state of frustration has been argued to have other 
effects that might be relevant to account for partial re-
inforcement phenomena. According to Amsel (1958; see 
also Ross, 1964), in the absence of reinforcement, a state 
of frustration would elicit a withdrawal response that 
would compete with any instrumental response of ap-
proaching the cues signaling the reward. In a group of 
animals given continuous reinforcement, the absence of 
reward at the time of extinction would then elicit an in-
terfering response that would decrease the instrumental 
response—thus favoring extinction. In contrast, animals 
given partial reinforcement can be expected to experience 
frustration during the acquisition phase of the experiment. 
That being the case, given that animals will experience 
frustration in some trials in the presence of the reward, 
counterconditioning might develop, by which frustration 
would come to elicit the instrumental response of ap-
proaching the cues that inform about the reward. In the 
present Experiment 1, if frustration had become an elicitor 
of the response of approaching the location of the hidden 
platform, the experience of this emotional state during the 
extinction phase of the experiment would have encour-
aged animals in Group Partial to keep searching, thus re-
tarding extinction. The results of Experiment 2 are a bit 
more puzzling: The animals were tested in the absence of 
the frustration state—according to a continuous reinforce-
ment schedule—and no differences should be expected 
between the two groups. It could be argued, however, that 
given that the rats did not immediately find the hidden 
platform, at least during the first trials of the test phase, a 
certain amount of frustration would be present during the 
final critical phase of the experiment. In this case, frustra-
tion in Group Partial would elicit the previously learned 
response. It is not clear whether that would benefit per-
formance in the second task: In the first phase of Experi-
ment 2, animals were trained in a guide task in which they 
had to approach a visible cue, whereas in the final test, 
they had to infer the position of the platform by using dis-
tal cues—a piloting strategy. If anything, a rat’s approach 

The present results show that training in a spatial task 
according to a partial reinforcement schedule benefits 
subsequent learning of a different spatial task that makes 
use of the same reinforcer. The pattern of results observed 
in the present experiment replicates previous findings ob-
tained in a Pavlovian preparation (Hall et al., 2005).

The finding that partial reinforcement benefits subse-
quent learning according to a continuous reinforcement 
schedule might be taken to challenge traditional theories of 
partial reinforcement based on generalization decrement: 
Greater similarity between the two phases of the experi-
ment should benefit learning in Group Continuous com-
pared with Group Partial. The pattern of results observed 
corresponds, however, to what can be predicted from an 
alternative view that takes into account salience modula-
tion processes. Regular omission of the reinforcer during 
the first phase of the experiment could have contributed 
to maintaining its salience or effectiveness at a high level. 
That being the case, the reinforcer would have a greater 
impact in Group Partial than in Group Continuous at the 
outset of the second phase of the experiment. The fact 
that rats in Group Partial performed better than animals 
in Group Continuous since the start of the test phase with 
Landmarks A, B, C, and D seems to support this view.

GENERAL DISCUSSION

In two experiments, rats were trained in a navigation 
task according to either a continuous or a partial schedule 
of reinforcement. In Experiment 1, after learning to swim 
toward a platform whose location was defined by four 
landmarks, rats were given extinction trials in which the 
platform was removed from the pool. All of the animals 
showed a marked preference for the platform quadrant 
during the first extinction trials. Although, later on, rats’ 
performances gradually decreased to chance, the animals 
given training according to a partial reinforcement sched-
ule showed a greater resistance to the detrimental effects 
of extinction than did the animals given continuous rein-
forcement. This result can be taken to be a demonstration 
of the well-known PREE in the Morris pool task. As far 
as we know, this is a novel finding within the spatial do-
main that adds to previous findings (Lattal et al., 2003; 
Prados et al., 2003), suggesting that extinction of spatial 
preferences mimics extinction in standard conditioning 
preparations.

In Experiment 2, we examined the effect of partial rein-
forcement on acquisition of a second task using the same 
reinforcer. Animals were trained to locate the invisible 
platform by swimming toward a salient stimulus placed 
immediately above the platform. Following this training, 
they were then required to learn the location of the plat-
form by using a set of novel, distal landmarks. Those rats 
that were given initial training according to a partial rein-
forcement schedule showed better performance in the new 
task than did those animals initially trained according to 
a continuous reinforcement schedule. This finding repli-
cates the pattern of results reported by Hall et al. (2005), 
who used a standard Pavlovian preparation, suggesting 
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to any of the available cues in the final test would interfere 
with its finding the hidden platform. Although very attrac-
tive, the counterconditioning of frustration theory seems 
to be not entirely adequate to account for the whole pat-
tern of results reported here.

An alternative explanation for partial reinforcement ef-
fects has been proposed by Rescorla (1999, 2001). Instead 
of generalization decrement or counterconditioning, Res-
corla focuses on the associative change that occurs during 
extinction. After training under a continuous reinforcement 
schedule, the surprising experience of nonreinforcement 
has been found to decrease the associative strength of the 
CS. Partial reinforcement, however, by familiarizing the 
animals with nonreinforcement, reduces the surprise (i.e., 
the effectiveness) of the nonreinforcement event, attenuat-
ing the decrease in associative strength that results from 
extinction trials (Rescorla, 1999). This interpretation has 
no difficulties dealing with the PREE found in the present 
Experiment 1. However, it is not clear whether it can also 
be applied to Experiment 2. Although animals in Group 
Continuous and Group Partial had the same experience 
with the reinforcer, it might be possible that the omission 
of nonreinforcement during the training in the second task 
would increase the surprise or effectiveness of the rein-
forcer. This could be expected to improve the performance 
of Group Partial in locating the invisible platform during 
the second phase of the experiment. The problem is that, 
in the absence of additional supporting evidence, this in-
terpretation could be said to be speculative.

A similar but more convincing way to interpret the pres-
ent results in terms of effectiveness of the reinforcer takes 
into account salience modulation processes (Hall, 2003). 
The advantage of this interpretation is that it provides a 
detailed account of the circumstances that lead to dif-
ferential changes in the effectiveness of the reinforcer in 
the continuous and the partial conditions (see Hall et al., 
2005, for a detailed discussion). According to this view, 
direct activation of the node representing a particular 
event can be expected to diminish its sensitivity, reducing 
the salience or perceptual effectiveness of the event. How-
ever, associative activation of the event has been shown 
to restore the lost effectiveness (e.g., Blair & Hall, 2003). 
Thus, associative activation of the reinforcer in the partial 
reinforcement schedule should maintain its effectiveness 
at a high level. In the present Experiment 1, greater sa-
lience or effectiveness of the reinforcer (escaping from 
water to a platform) after partial reinforcement would 
have promoted a persistent pattern of response, compared 
with the one shown by the animals in the control condi-
tion. Similarly, the presence of a more effective reinforcer 
in the second task of Experiment 2 would have resulted in 
stronger and more rapid learning after partial reinforce-
ment than it would after continuous reinforcement.

To conclude, the present results show that learning and 
extinction in the Morris pool navigation task are consis-
tent with predictions from learning theories that have been 
developed to account for Pavlovian and instrumental con-
ditioning, strengthening the notion that similar processes 
underlie spatial and nonspatial associative learning.
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