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Three experiments investigated visual search for singleton feature targets. The critical dimension
on which the target differed from the nontargets was either known in advance or unknown-that is,
the critical difference varied either within a dimension or across dimensions. Previous work (Treis­
man, 1988) had shown that, while the search reaction time (RT) functions were flat in both condi­
tions, there was an intercept cost for the cross-dimension condition. Experiment 1 examined
whether this cost would disappear when responses could be based on the detection of any (target­
nontarget) difference in the display (by requiring a "heterogeneity/homogeneity" decision). The cost
remained. This argues that pop-out requires (or involves) knowledge of the particular dimension in
which an odd-one-out target differs from the nontargets; furthermore, that knowledge is acquired
through the elimination of dimensions not containing a target. In Experiment 2, the subjects had to
eliminate (or ignore) one potential source of difference in order to give a positive response (displays
could contain a "noncritical" difference requiring a negative response). The result was a compara­
tively large cost in the within-dimension (positive) condition. This can be taken to indicate that pop­
out as such does not make available information as to the particular feature value in which the tar­
get differs from the nontargets. Experiment 3 examined whether search priorities can be biased in
accordance with advance knowledge of the likely source of difference. The subjects were found to
have a high degree of top-down control over what particular dimension to assign priority of check­
ing to. The implication of the results for models of visual search and selection are discussed.

Much recent research in visual perception has at­
tempted to understand how humans detect a (usually
known) target stimulus in a background of nontargets
(distractors; see, e.g., Cave & Wolfe, 1990; Treisman &
Gelade, 1980; Treisman & Sato, 1990; Wolfe, 1994). This
work has used the analysis of reaction times (RTs) as a
function of the number of items in the display (the dis­
play size) as its major tool. Two different patterns of RT/
display size functions are typically observed. Which pat­
tern is found depends on the nature ofthe target and non­
target stimuli. When the search involves a target that dif­
fers from nontargets in a single salient feature (e.g., a
vertical line amongst horizontal lines), the search RT
functions are flat, supporting the notion that targets are
detected by a spatially parallel process. Incontrast, when
the target is defined by a conjunction offeatures, each of
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which is separately present among the nontarget items
(e.g., a red X among red Os and greenXs), the search RT
functions are linearly increasing and the slope ratios be­
tween target absent and present responses are approxi­
mately 2:1. This pattern has been taken as indicative of
a spatially serial search process, where search is ex­
haustive on absent trials and self-terminates upon de­
tecting a target on present trials. However, there is no
simple dichotomy between parallel and serial search RT
functions. Rather, the functions form a continuum rang­
ing from flat to linear with various search rates (slopes).
To account for this family of functions, two-stage mod­
els have been proposed in which a rapid, but error-prone,
spatially parallel analysis stage is followed by an accu­
rate serial decision stage, where the parallel stage serves
to compute the selection priorities for the subsequent
stage by indexing the locations of likely targets (i.e.,
items that are dissimilar to the nontargets and/or are sim­
ilar to the target; see, e.g., Cave & Wolfe, 1990; Treis­
man & Sato, 1990).

All accounts ofvisual search make explicit or implicit
assumptions about the architecture of the underlying
processing system. A review of the processing architec­
tures proposed by the above two-stage models shows
that they have difficulty accounting for pop-out in visual
search for unknown feature targets (in particular, when
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the dimension on which the target differs from the non­
targets cannot be predicted). Three experiments are pre­
sented addressing this difficulty, and modifications to
the above accounts are suggested to accommodate the
experimental findings.

Processing Architectures
One architectural assumption shared by virtually all

accounts ofvisuaI search is that, at the lowest level of the
system, there are dimension-specific input modules,
such as orientation, brightness, color, size (spatial fre­
quency), and motion. Each input module consists of a set
of analyzer units at each spatial location that are tuned
to particular values that the input can take on. These fea­
ture analyzers are spatiotopically organized, forming a
feature map. In brief, input dimensions consist of sets of
spatiotopically organized feature maps. (With some di­
mensions, in particular color, this is an acknowledged
oversimplification.)

Treisman's influential feature integration theory (FIT;
see, e.g., Treisman & Gelade, 1980) is concerned with
the way in which the features of an object, that are rep­
resented in separate maps, are integrated (i.e., bound to­
gether) into a single object representation. Feature inte­
gration is achieved by focal attention, which operates on
a master map of locations. The master map receives
input from all the feature maps in the various modules.
Its units code whether or not a stimulus is present at a lo­
cation, rather than what that particular stimulus is (i.e.,
the location map units respond in all-or-none, rather
than graded, fashion). Directing focal attention to a par­
ticular location effectively enables the gating of what­
ever features (in the various input modules) are active at
that location into a temporary object representation sys­
tem. These object representations are then matched with
stored descriptions in the recognition network.

Revised versions ofFIT (e.g., Treisman & Sato, 1990)
also incorporate a mechanism of top-down control,
which serves to exclude master map locations from at­
tentional scanning that do not represent objects possess­
ing target features (e.g., if the target is not green, loca­
tions with green objects should be excluded from the
search). Master map locations are excluded from search
by means of inhibition from the respective feature
map(s). If inhibited below threshold, location units no
longer signal the presence of a stimulus and will not be
attended. Note that, according to revised FIT, the loca­
tion map units no longer code location in an all-or-none
manner, but rather in a graded fashion. In other words,
the map of locations serves as a kind of saliency map
that guides the allocation of focal attention-s-in particu­
lar, the higher the activation of a location unit, the more
likely that location is to receive focal attention (see
Treisman, 1988, p. 226).

Furthermore, according to FIT, if a target object dif­
fers from the nontarget objects in a single feature (a
single-feature target), "distractors [nontargets] can be
rejected in parallel." As a result, the target pops out and
"will then normally 'call attention' to its location"

(Treisman, 1988, p. 205). Nontargets can be rejected in
parallel using inhibitory links from the nontarget feature
map to the master map of locations. The only location to
remain active (salient) would then be that corresponding
to the target, which would thus receive focal attention
automatically (without requiring serial scanning).

The revised FIT account copes well with feature (as
well as conjunction) search when the target is known in
advance. In this case, inhibition from the nontarget fea­
ture map(s) suppresses (at least to some extent) activity
of all master map location units that represent nontar­
gets. As a result, the target gains in salience and pops
out. However, it is not clear how FIT would explain pop­
out of an unknown target.

One possible answer is provided by the guided search
(GS) model of Wolfe and his colleagues (Cave & Wolfe,
1990; Wolfe, 1994). GS assumes that each dimension­
specific module (consisting of maps of analyzer units)
computes its own saliency map. The saliency maps of all
modules pass their activity to a master map ofactivations,
which integrates (sums), for each location, the saliency
signals from the separate modules. The (serial) allocation
of focal attention is guided by the activity of units in the
master map ofactivations (which is essentially equivalent
the master map of locations in revised FIT).l

The most interesting aspect of GS is that it provides a
means of computing a dimension-specific saliency map
in a bottom-up manner. This is done by similarity com­
parisons between each active unit in a particular feature
map with all other active feature units at different loca­
tions within the module." The overall difference
(between a feature at one location relative to all other ac­
tivated features) computed in these comparisons deter­
mines the activity of units in the module-specific
saliency (location) map. In other words, the dimension­
specific saliency map computes a signal (i.e., a distrib­
uted representation), which indicates loci of difference
(or the absence of such loci) in the input to the module.
A dimension-specific saliency unit thus only knows that
there is a difference at one location relative to the others,
but not what that difference is (i.e., on what particular
feature value that difference exists). The difference sig­
nals are then integrated by units in the master map ofac­
tivations, at which level they may compete for focal at­
tention. Using this bottom-up mechanism, the presence
ofa feature target can be detected even if the identity of
that target is not known in advance.

Note that GS also incorporates a top-down mecha­
nism that comes into play when target identity is known
(this is similar to revised FIT). In particular, top-down
connections excite units coding features possessed by
the target (the Cave & Wolfe, 1990, version ofGS is ag­
nostic as to whether the top-down modulation inhibits
nontarget features or excites target features; in contrast,
GS version 2.0 [Wolfe, 1994] expresses a theoretical
preference for top-down excitation). The essential dif­
ference to FIT is that top-down excitation affects (in the
first instance) the saliency signal computed by an input
dimension.
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In sum, as can explain how a dimension-specific
saliency signal is derived (in bottom-up manner) that
may form the basis for pop-out even when the target
identity is unknown. as assumes that focal attention op­
erates on the overall saliency map (which is computed
by summing the dimension-specific saliency signals).
In this respect, as may present an advance on FIT. Note,
though, that Treisman (1988) admits the possibility of
"mutual inhibition between replicated features [in a non­
target feature map] which might be fed down to the
master-map locations that contain [those features]"
(p. 226). This would serve a similar function as the
bottom-up mechanism in as, without, however, assum­
ing the existence of dimension-specific saliency maps.
One interesting implication of as and extended FIT is
that, in the case ofan unknown single-feature target, the
overall activation/location map would only know that
(and where) there is an odd-one-out item, but not in what
dimension (and what particular value in that dimension)
the odd-one-out item differs from the others.

Visual Search for Unknown Feature Targets
Though clearly theoretically important, the question

of how unknown feature targets are detected has re­
ceived little attention. Treisman addressed this issue in
a set of experiments reported in her Bartlett memorial
lecture (Treisman, 1988, pp. 207-210). In her experi­
ments, the subjects had to search for a target defined by
a single-feature difference relative to the nontargets. The
task differed from the typical feature search in that the
subjects were unable to predict in what particular way
the target would differ from the nontarget items. The
critical difference could be of two types: within- and
cross-dimensional. In the within-dimension condition,
the nontarget items were all short black vertical lines,
and the target could be a left-oriented diagonal line, a
right-oriented diagonal line, or a horizontal line-that is,
the critical difference was one within the orientation di­
mension. In the cross-dimension condition, the non­
target items were again short black vertical lines, and the
target could be a long black vertical line, a short red verti­
cal line, or a short black horizontal line-that is, the dif­
ference was one in the size, color, or orientation dimen­
sion. Treisman found that the search RT functions were flat
(parallel) with both types of critical difference (within­
and cross-dimensional). However, the y-intercepts of the
functions were increased when the target was defined by
a critical difference that could vary across functionally
independent dimensions.

According to Treisman (1988), this RT cost can be ex­
plained as follows: "the 'odd one out' [item] pops out
within a single, pre-specified dimensional module, but
each different module may need to be separately
checked to determine which of them contains it"
(p. 207). Restated, detection of a (target-nontarget) dif­
ference in an unknown dimension requires the separate
search of each dimension, where search is parallel
within a dimension but serial across dimensions.

Note that theories that assume an overall master map
of activations/locations to guide focal attention (such as
as and FIT) seem to have difficulty with this finding.
According to these theories, interitem differences within
dimensions are analyzed in parallel (bottom-up mecha­
nisms) and passed, as differential activation values, to
units in the master map, which sums these signals.' Ac­
cordingly, pop-out (or, at least, focal attentional access
to the odd-one-out item) should be based on the emer­
gence of a high-activation unit at the level of the master
map. Assuming that processing within dimensions is
equally fast, the appearance of a high-activation unit
should not depend on the particular dimension on which
a critical featural (target-nontarget) difference exists. Yet
Treisman's data seem to show that master map (saliency)
representations cannot form the basis of pop-out.

Note that the above difficulty only arises if processing
within the various dimensions (size, color, orientation)
is indeed equally efficient. This is not entirely clear from
Treisman (1988), who reported search RT data averaged
across the three different dimensions (though it appears
that the within-dimension data were also averaged
across data from searches within different dimensions).
Any increased processing time within, say, the size or
color dimensions relative to the orientation dimension
would increase the average RT in the cross-dimension
task (size, color, orientation), relative to the within­
dimension task (orientation only). The experiments to be
reported addressed this problem by making certain that
processing for a target-nontarget difference was indeed
equally efficient within all dimensions (see pilot exper­
iment in the Method section of Experiment 1).

Assuming that processing efficiency did not differ be­
tween dimensions, there is a difficulty for as and FIT.
One possible way out would be to argue that the subjects
in Treisman's (1988) experiments attempted not only to
detect an odd-one-out item ("that" response) but also to
discern on what dimension the critical difference existed
("what" response). This would require additional pro­
cessing if that difference could exist on various dimen­
sions, such as serial checking of the relevant dimensions.

In summary, the problem for as and FIT is that, it
seems, the master map cannot form the basis ofpop-out.
An additional problem for FIT is that, as it stands, it has
no explicit mechanism for dimension-specific pop-out
(such as dimension-specific saliency maps that may be
checked in serial order).

The present experiments were designed to further in­
vestigate visual search for unknown feature targets
within and across dimensions. Experiment 1 examined
whether master map representations can form the basis
for pop-out when the subjects can respond positively
upon detecting any difference among the display items
(i.e., by requiring a homogeneity/heterogeneity decision
rather than a target-absentltarget-present decision). The
answer was negative. Experiments 2 and 3 went on to ex­
amine in more detail the processes involved in within­
and cross-dimension feature search-in particular,
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whether, in the within-dimension case, pop-out is equiv­
alent to knowledge of the particular feature value in
which the target differs from the nontargets, and to what
extent, in the cross-dimension case, the checking of the
relevant dimensions can be top-down controlled.

EXPERIMENT 1

Can the distribution of saliency values over the mas­
ter map of locations/activations (a representation as­
sumed to exist by both GS and FIT) be used to produce
pop-out, without the need to check dimension-specific
saliency representations? Both GS and FIT predict that
this should be possible in principle. In particular, ifpop­
out can arise from the overall saliency map, the (y­
intercept) difference between within- and cross­
dimension feature search should be abolished (or, at
least, substantially reduced) if the subjects do not at­
tempt to discern the source dimension of the target­
nontarget difference. This prediction was tested in Ex­
periment 1. The subjects were no longer asked to detect
the presence/absence of a long, red, or horizontal (odd­
one-out) target (as in Treisman's experiments), but
rather to simply make a heterogeneity/homogeneity de­
cision. That is, a positive response could be given upon
detection of any heterogeneity (due to any odd-one-out
target) in the display, regardless of the source of the
heterogeneity.

Method
Subjects. Twelvesubjects participated in Experiment 1 (unpaid

volunteers from the subject panel of the RWTH Aachen Institute
ofPsychology). Five subjects were female, and 7 were male. Their
ages ranged from 21 to 27 years. They all had normal or corrected­
to-normal vision (as assessed by Titmus Vision Tester).

Apparatus. The subjects viewed the display from a distance of
50 em, with their heads supported by a chin/forehead rest. The
stimuli were presented within the central 6.90 X 6.90 area (mea­
sured in degrees of visual angle) of a monochrome Atari SM 124
monitor (70-Hz refresh rate), which was controlled by an Atari
1024 ST computer. The subjects responded by pressing one oftwo
designated (positive/negative) response keys on the Atari key­
board in front of them. The experiment was conducted under near­
photopic ambient lighting conditions. The screen background was
white. The stimulus/screen-background contrast ratio was 1:2.2
for gray stimuli and 1:31.8 for black stimuli. Stimulus size was
0.69° for small stimuli and 1.15° for large stimuli.

Stimuli. Displays consisted of2, 4,8, 16, or 24 items (the dis­
play size). On half the trials, the display contained one (of three
possible) targets; on the other half, the display contained only non­
target items (target absent/target present). In all conditions, the
nontarget items were small gray vertical lines. The target­
nontarget difference could be one of two types: within- or cross­
dimensional (see Figure I). In the within-dimension condition, the
target was a left-oriented diagonal, a right-oriented diagonal, or a
horizontal line (small and grey in all cases). In the cross-dimension
condition, the target could be a large gray vertical line, a small
black vertical line, or a small gray right-oriented diagonal line.
There was also a control condition in which only small gray right­
oriented targets were presented (on positive trials) among small
gray vertical nontargets-that is, the target was known in advance.

A pilot experiment examined whether search was equally effi­
cient for each of these targets. Nontarget displays consisted of
varying numbers of small gray vertical lines, and the targets were

(I) a small gray left-oriented diagonal, (2) a right-oriented diago­
nal, (3) a horizontal line, (4) a large gray vertical line, or (5) a
small black vertical line. Note that each of the five targets was pre­
sented within separate blocks of trials (so target identity was per­
fectly predictable). Seven unpaid volunteers participated in the
pilot experiment, searching for each of the five targets (in an order
that was counterbalanced as well as possible). A repeated mea­
sures analysis of variance (ANOVA) of the search RTs failed to
find any significant effects of target [F(4,24) = 0.79, n.s.] or dis­
play size [F( 4,24) = .28, n.s.]. The search RT functions were flat
(in all conditions) and did not differ (in terms oftheir y-intercepts)
between the various targets. The average positive RTs were 492,
496, 502, 499, and 487 rnsec, respectively, for Targets 1-5 (see
above). Averaged across the (three) within- and (three) cross-di­
mension conditions of Experiment I, the RTs were 497 and
493 msec for within- and cross-dimension targets, respectively.
Thus, the within- and cross-dimension conditions can be regarded
as equal in terms of (single-target) search difficulty.

Procedure. All (12) subjects participated in the within­
dimension, cross-dimension, and control conditions. These three
types of condition were blocked and presented in counterbalanced
order. Each experimental condition consisted of 300 trials (each
with 150 target-present and target-absent trials). On target-present
trials, each of the three targets in the within- and cross-dimension
conditions was presented equally often (i.e., 50 trials per target).
All types of trial were presented in randomized order. A central
fixation cross was presented at the beginning of each trial, which
was followed, after 500 msec, by the stimulus display. The display
stayed on the screen until the subject responded. Half the subjects
responded with the preferred hand and half with the nonpreferred
hand.

The subjects were told to respond positively upon detection of
any display heterogeneity and negatively otherwise. They were
encouraged to keep their error rates below 5%. Erroneous re­
sponses generated immediate feedback to the subjects by a brief
computer-generated bleep; the subjects received further accuracy
feedback during breaks (after each 40 trials), when their error per­
centage was displayed on the computer monitor.

Results
Ofthe positive responses, only those to right-oriented

targets were analyzed, because this was the only target
that was the same in the within-dimension, cross­
dimension, and control conditions. (A preliminary anal­
ysis of the positive RTs to the three cross-dimension tar­
get alternatives failed to reveal any significant effect due
to target dimension.) Figure 2A presents the correct
(group) mean RTs and Figure 2B presents the error
rates, as a function ofdisplay size, separately for positive
and negative responses. The left-hand panel shows the
functions for the control condition (target known); the
middle and right-hand panels show the functions for the
within- and cross-dimension conditions, respectively.
The findings can be summarized as follows: The search
RT functions were flat in all conditions. The RTs showed
little difference between the control and within-dimension
conditions, but they were significantly raised in the
cross-dimension condition (see RT analysis below). The
error rates were low overall «2%) and tended to be
higher with longer RTs, arguing against speed-accuracy
tradeoffs (see error analysis below).

RT analysis. The RT data were examined using a re­
peated measures ANOVAwith main terms for condition
(control, within dimension, across dimension), response
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(negative, positive), and display size. There was a highly
significant main effect of condition [F(2,22) = 24.95,
P < .001]. The main effects of response [F(l, 11) = 2.61]
and display size [F(4,44) = 0.96] were not significant,
nor were there any significant interactions.

The search RT functions were flat (there was no dis­
play size effect), indicating that search was parallel in all
cases. There was some (nonsignificant) tendency for
negative responses to be slower than positive responses
(in particular, in the within-dimension condition), as is
typically found in feature search.

The search RT functions for the (target-known) con­
trol condition were very similar to those in the within­
dimension condition (in which only the target dimension
was known). A separate ANOVA comparing the search
RTs in the two conditions revealed no significant ef-

Size

Color

fects. [Note, however, that there was a marginally sig­
nificant control/within-dimension X negative/positive
response interaction, F(l, II) = 4.02, .075 > P > .05, due
to a tendency for positive RTs to be faster in the within­
dimension condition.]

In contrast, the cross-dimension condition (in which
the dimension on which the target differed from the non­
targets could not be predicted) exhibited a cost of some
55-60 msec, on average, relative to the control and
within-dimension conditions. This cost accounts for the
significant effect of condition.

Error analysis. An ANOVA of the arcsine­
transformed error rates revealed significant main effects
of control/within/cross condition [F(2,22) = 8.05, p <
.005] and negative/positive trial [i.e., false alarms/
misses; F(l, II) = 16.5, p < .005]. Furthermore, there

I I I I
I-I I
I I I I
I I I I

Figure 1. Pattern of activity across feature analyzers in different dimensions (size, color, orien­
tation) produced by a smaU black horizontal line (the target) amongst small black vertical lines. A
critical difference singling out the target from the nontargets exists only in the orientation dimen­
sion. In the within-dimension condition, the target was, unpredictably, a left-tilted, right-tilted, or
horizontal line. In the cross-dimension condition, the target was, unpredictably, a difference in
terms of stimulus orientation, color, or size.
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Figure 2. Positive and negative search RT/display size functions (panel A) and error rates (Panel B) in the control, within-dimension, and
cross-dimension conditions of Experiment 1.

was a significant negative/positive trial X display size
interaction [F(4,44) = 3.56, p < .025]. The error rates
were slightly lower in the control condition [.010, on av­
erage; control/within, F(I, 11) = 7.73,p < .025; control/
cross, F( 1,11) = 11.10, P < .01] and did not differ be­
tween the within and cross conditions [.016 and .020, re­
spectively; F(1, 11) = 2.49, n.s.]. Misses (positive trials,
.019) were made more frequently than were false alarms
(negative trials, .011), and they increased/decreased
with increasing display size.

Discussion
The search RT functions for the (target-known) con­

trol condition were not different from those'in the
within-dimension condition. This is in contrast to Treis­
man (1988), who found a small cost (ofaround 20 msec)
when the target was not known in advance. Recall that,
unlike Treisman's, the present experiment required the
subjects to make only a heterogeneous/homogeneous
decision-that is, they could respond positively upon
detecting "that" there was a (target-nontarget) differ­
ence, without any need to know "what" the difference

was. The absence of a difference between the control
and within-dimension conditions thus indicates that,
within a dimension, a successful "that" decision (i.e., re­
sponding on the basis that there is a critical target-

'nontarget difference) is feasible. Presumably, within­
dimension pop-out is based on a single signal that inte­
grates the output of dimension-specific feature analyz­
ers, as is assumed explicitly in GS (see also Treisman,
1988, p. 207, who stated that "the 'odd one out' pops out
within a dimension").

However, this does not apply to the cross-dimension
condition, which showed a significant cost (of some 55­
60 msec) when the dimension on which the target dif­
fered from the nontargets could not be predicted. This
cost is similar to, though less marked than, the 100-msec
cost found by Treisman (1988). Thus, it appears that,
across dimensions, a heterogeneity/homogeneity deci­
sion can be made only if information as to the source (di­
mension) of the critical difference is available. This
finding is difficult to accommodate by models that as­
sume that decisions can be based on the detection ofany
differential activity in a master map of activation/
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location units that simply sum the parallel output from
dimension-specific saliency units (or feature analyzers).

One radical response to this difficulty might be to
suggest that the master map plays no role at all in sin­
gleton feature search. Rather, feature search relies solely
on dimension-specific mechanisms that, in the cross­
dimension case, "need to be separately checked to de­
termine which of[the dimensions] contains [the target]"
(Treisman, 1988, p. 207). The alternative is that the mas­
ter map does playa role, using some procedure to obtain
information as to the dimension of critical difference.

For instance, Procedure 1 might be to permit only one
of the three relevant dimensions at a time to pass activa­
tion to the master map. If a critical activation difference
is detected at the level of the master map, the difference
can be attributed to the searched dimension. If not, that
dimension is eliminated, and checking continues until a
definitive decision can be made. In brief, the procedure
would involve top-down modulation, and serial self­
terminating checking of input dimensions (similar to
Treisman's, 1988, separate checking account). An alter­
native, Procedure 2, would involve the decomposition of
the master map saliency signal by serial inhibition ofdi­
mensions (preventing them from activating the master
map). If the master map signal is eliminated by the inhi­
bition ofone of the three dimensions, the difference sig­
nal must originate from the inhibited dimension. If it
persists, the difference signal must originate from one of
the two remaining dimensions. So only one further di­
mension would need to be eliminated to discern the
source dimension of the master map saliency signal.
Both procedures assume that the master map saliency
signal can be used for response only when information
as to the source (dimension) ofthe critical difference be­
comes available. (This information is provided in ad­
vance in the within-dimension condition dimension.)

These possibilities were examined by analyzing the
standard deviations associated with each subject's mean
RTs. The RT variability was significantly increased in
the cross-dimension condition (114 msec), relative to
the control and within-dimension conditions [95 and
91 msec, respectively; main effect of control/within/
cross, F(2,22) = 5.58,p < .025; control/cross, F(1,II) =
8.15, P < .025; within/cross, F(1, 11) = 6.06, p < .05].
Furthermore, negative RTs (106 msec) exhibited greater
variability than did positive RTs [93 msec; F(1, 11) =
8.05, P < .025]. The increased variability in the cross­
dimension condition, relative to the control and within­
dimension conditions, was more marked for negative
RTs than for positive RTs [control/within/cross condi­
tion X negative/positive response interaction, F(2,22) =
4.11, P < .05]. This pattern of effects appears to be con­
sistent with serial checking of dimensions.

To further examine the checking procedure used, the
increase in variability in the cross-dimension (positive
and negative) condition was compared with that ex­
pected on the assumption that the checking of the three
relevant dimensions is serial (in random order) and self­
terminating (see Schneider & Shiffrin, 1977, for the deri-

vation ofvariability predictions of serial self-terminating
search models). The mean time required to check a di­
mension was assumed to be half the difference between
the mean positive RTs in the cross- and within-dimension
conditions (since two checks, on average, are necessary
to find the target dimension); furthermore, the variabil­
ity of the time per check was assumed to equal to that of
the mean RT in the within-dimension condition. The in­
crease in variability in the cross-dimension condition
was found to be only about half that expected on the as­
sumption ofserial self-terminating checking of the three
relevant dimensions (Procedure 1 above). The increase
fits best with the assumption that only one or two of the
three relevant dimensions need to be checked, consistent
with Procedure 2. Other ways in which the critical di­
mension might be discerned in the cross-dimension con­
dition (including parallel checking) are considered in
the General Discussion. For the time being, it is suffi­
cient to assume that this involves some form of elimina­
tion process.

This assumption presupposes that the RT cost in the
cross-dimension condition, relative to the within­
dimension condition, arises at an early perceptual stage
of processing (see also Treisman, 1988) rather than a
later response selection stage. The number of target
stimuli mapped to the positive response was the same in
both conditions, equating the demands placed on re­
sponse selection (this also applies to Experiments 2 and
3 below). A response selection account of the cross­
dimension cost is therefore unlikely to be true. Of
course, it cannot be definitively ruled out that, for some
reason, mapping of three cross-dimension stimuli to re­
sponse may be more difficult than mapping three within­
dimension stimuli. However, the error data of Experi­
ment 1 showed no evidence of this being the case.

EXPERIMENT 2

The above eliminination account predicts that, when
there is a possibility of displays containing a single
irrelevant heterogeneity that needs to be eliminated (i.e.,
a single interitem difference that does not signal the
presence of a target), feature search across dimensions
should be less affected than feature search within a
dimension.

In the within-( orientation-)dimension case, an irrele­
vant difference could be, for example, a horizontal line
among vertical lines, where the horizontal line is not to
receive a positive response (as in Experiment 1) but
rather a negative response in the same way as a homo­
geneous display of vertical lines; positive responses are
to be made only to left- and right-oriented line targets.
In the cross-dimension case, an irrelevant difference
could be one in terms ofsize, such as a large vertical line
among small vertical lines, where the large vertical line
is to be responded to negatively in the same way as a uni­
form display of vertical lines; positive responses are re­
served for orientation (left-oriented lines) and color
(black line) targets.
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Assuming that some form of elimination of dimen­
sions is the normal procedure in cross-dimension feature
search, then redefining one dimension of variation to be
irrelevant (requiring a negative response) should have
li~tle effect on the search, because that dimension may
either be ignored or eliminated with priority. In fact,
there may even be a facilitatory effect on the search,
which may, however, be outweighed by the generally
increased difficulty of the task. The effect on perfor­
mance should be more pronounced for within-dimension
search-in particular, if one assumes that, normally,
within-dimension pop-out is based on a dimension­
specific saliency signal. The reason is that successful
task performance requires not only the detection of any
within-dimension heterogeneity but also the time­
consuming determination of the featural source of the
heterogeneity.

Dimension-specific saliency maps are explicitly as­
sumed by GS, but not FIT. Recall that, in FIT, a dimen­
sion consists of a set of maps each tuned to a particular
feature value. There may also be pooled (map) activity
units, which sum the activation within each feature map
(Treisman & Gormican, 1988). If active, such a unit
would signal the presence of a stimulus (or stimuli) of,
say, a particular orientation. Furthermore, the master
map of locations receives direct input from each feature
map within a dimension. The master map of locations
would, thus, know that (and where) there is a difference
in activation (signaling the presence ofa target), but not
what constitutes the difference. To find out what the dif­
ference is may require time-consuming checking of the
pooled map activity units. Thus, according to both GS
and FIT, the requirement to eliminate one particular het­
erogeneity in, say, orientation should have a compar­
atively marked effect on within-dimension search
because of the need to determine the source of the het­
erogeneity (e.g., by decomposing an integrated saliency
signal either at master map or dimension level). This
prediction was tested in Experiment 2.

Note that a positive finding would be new. Treisman
(1988) observed that heterogeneity within a dimension
was more harmful than heterogeneity across dimen­
sions. However, unlike in the present Experiment 2, het­
erogeneity in her experiment meant that there was not
just a single item that differed from all the others (which
were themselves the same) but rather that the nontargets
were themselves heterogeneous. (See also Duncan &
Humphreys, 1989, 1992, and Humphreys & Miiller,
1993.)

Method
Subjects. Twelve unpaid volunteers participated in Experi­

ment 2 (none of them had taken part in Experiment I). Six subjects
were female, and 6 were male. Their ages ranged from 23 to 29
years. They all had normal or corrected-to-normal vision.

Stimuli. The stimuli were the same as those in Experiment I.
However, there was a difference in the response required by some
of the stimuli. In particular, in the cross-dimension condition, a
positive response was required only when the display contained ei­
ther a small black vertical line or a small gray right-oriented diag-

onal line; but a negative response was required when there was a
large gray vertical line, as well as when there were only small gray
vertical lines. In the within-dimension condition, a positive re­
sponse was required when the display contained either a left­
oriented or a right-oriented diagonal line; a negative response was
required, when there was a horizontal line, as well as when there
were only vertical lines (all stimuli were small and gray). The con­
trol (target-known) condition was the same as that in Experiment 1.

Procedure. The subjects were told to give a positive response
only to relevant targets. They were not explicitly instructed to ig­
nore Irrelevant targets. In all other respects, the procedure in Ex­
periment 2 was the same as that in Experiment 1.

Results
Again, only positive responses to right-oriented tar­

gets were analyzed (because this was the only target that
was the same in the within-dimension, cross-dimension,
and control conditions). A preliminary analysis of the
positive RTs to the two cross-dimension target alterna­
tives failed to reveal any significant effect due to target
dimension. The negative responses analyzed were those
to homogeneous displays with vertical lines only. Fig­
ures 3A and 3B present the correct group mean RTs and
the error rates, respectively, as a function ofdisplay size,
separately for positive and negative responses. The left­
hand panel shows the function for the control condition
(target known); the middle and right-hand panels show
the functions for the within- and cross-dimension con­
ditions, respectively. In brief, the results were as fol­
lows: Positive RTs were slower than negative RTs in the
within- and cross-dimension conditions, which is un­
usual for visual search experiments. Positive RTs were
slower in the within-dimension condition than those in
the control condition (in contrast with the results of Ex­
periment 1). Positive RTs were also affected in the cross­
dimension condition, but less markedly so than were
those in the within-dimension condition (see RT analy­
sis below). The error rates were low overall «2%) and
tended to be higher with longer RTs (arguing against
speed-accuracy tradeoffs) (see error analysis below).

RT analysis. The data were examined using a re­
peated measures ANOYA with main terms for condition
(control, within dimension, across dimension), response
~negative, positive), and display size. There were signif­
icant main effects of condition [F(2,22) = 7.90, p <
.005] and response [F(l,ll) = 6.81,p < .025]. The main
effects of display size were not significant [F( 4,44) =
0.71]. Furthermore, there was a significant controll
within/cross condition X negative/positive response in­
teraction [F(2,22) = 7.96,p < .005].

The search RT functions were flat (there was no dis­
play size effect), indicating that search was parallel in all
cases, as in Experiment 1. However, unlike the results of
Experiment 1, in the within- and cross-dimension con­
ditions, positive RTs were slower than negative RTs
(whereas the control condition showed no difference, as
in Experiment 1) (control/within/cross condition X
negative/positive response interaction). This reversal
tended to be particularly marked in the within-dimension
condition [an ANOYA excluding the control condition



FEATURE SEARCH WITHIN AND ACROSS DIMENSIONS 9

A
CONTROL WITHIN CROSS

580 580 580

580 ~ 560 560 ~-,-neg
540 540

~
540 • •

520 520 620

~RT 500 RT 500 RT 500
(msee)

~-4 • (msec) (msee)
480 480 ...---- 480.. •460 480 460

440 440 440

420 420 420

400 400 400

2 4 8 16 24 2 4 8 16 24 2 4 8 16 24

Display Size Display Size Display Size

B
CONTROL WITHIN CROSS

12 12 12

[;;]10 [Jneg 10 10

8 8 8

Error
6

Error
8

Error
6

('!o) ('!o) ('!o)

4 4 4

2 2 2

0 0 0

2 4 8 18 24 2 4 8 16 24 2 4 8 16 24

Display Size Display Size Display Size

Figure 3. Positive and negative search Rf/display size fnnctions (Panel A) and error rates (panel B) in the control, within-dimension, and
cross-dimension conditions of Experiment 2.

revealed a marginally significant within/cross condition
X negative/positive response interaction, F(l, 11) =

4.17, .075 > P > .05].
Also unlike the results of Experiment 1, positive RTs

were slower in the within-dimension condition than
those in the (target-known) control condition, whereas
there was little difference between the negative RTs [an
ANOVA comparing the two conditions revealed a sig­
nificant condition X response interaction, F(l, 11) =
11.l6,p < .01].

Moreover, there was a cost of some 35 msec, on aver­
age, when the dimension on which the target differed
from the nontargets could not be predicted (i.e., for
the cross-dimension condition relative to the within­
dimension condition). An ANOVA that excluded the
control condition revealed this cost to be significant
[main effect of within/cross condition, F(I,II) = 6.65,
p < .025]. Note that the cost tended to be more marked
with negative responses (48-msec difference) than with
positive responses (21-msec difference) [within/cross

condition X negative/positive response interaction,
F(l,II) = 4.17, .075> p > .05].

The effect of the changed task (elimination require­
ment) in Experiment 2 was further examined by com­
paring the within- and cross-dimension conditions in
Experiments 1 and 2 (separate ANOVAsfor positive and
negative RTs, with experiment [Experiments 1 and 2] as
between-subject variable). The condition to be most af­
fected in comparison with Experiment 1 was the within
dimension positive response, which showed an RT
increase of 73 msec. The cross-dimension positive re­
sponse was much less affected, showing an increase of
only 29 msec. The ANOVA of the positive RTs revealed
a significant experiment X condition (within dimension,
across dimension) interaction [F(l,22) = 5.55,p < .05].
In contrast, the negative responses did not differ signif­
icantly between Experiments 1 and 2. The ANOVA of
the negative RTs revealed no significant main effect of
experiment [F(l ,22) = 0.51] and no significant experi­
ment X condition (within dimension, across dimension)
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interaction [F(l,22) = 0.13J. Since the negative re­
sponses were not affected by the changed task demands
(with respect to Experiment I), it is preferable to think
of the reversed order of positive RTs (slower) and nega­
tive RTs (faster) in terms of slow positive, rather than
fast negative, responses.

The standard deviations ofeach subject's correct mean
RTs were also examined using an ANOYA. As in Ex­
periment 1, the variability was significantly greater for
the cross-dimension condition (111 msec) than for the
control and within-dimension conditions (91 and
87 rnsec, respectively) [main effect of control/within/
cross, F(2,n) = 6.74,p < .01; control/cross, F(l,II) =
5.58, p < .05; within/cross, F(l, 11) = 15.67, P < .005].
Note that the standard deviations were not increased for
the within-dimension condition relative to those for the
control condition [F(l,II) = .04, n.s.].

Error analysis. An ANOYA of the arcsine­
transformed error rates revealed significant main effects
of control/within/cross condition [F(2,22) = 4.05, P <
.05] and negative/positive trial [i.e., false alarms/misses;
F(l ,11) = 8.07,p < .025]. Furthermore, there was a sig­
nificant control/within/cross condition X negative/
positive trial [F(2,22) = 3.57, P < .05]. The error rates
did not differ between the control and within-dimension
conditions (.008 and .007, respectively; F(1,II) = 0.33,
n.s.], but they were slightly raised in the cross-dimension
condition [.014; control/cross, F(l, II) = 3.94,p < .075;
within/cross, F(l ,11) = 7.02,p < .025]. Misses (positive
trials, .015) were more frequent than were false alarms
(negative trials, .004), particularly in the cross-dimen­
sion condition (false alarms/misses, .004/.023).

Discussion
The disproportionately large RT effect on the within­

dimension (positive) condition is consistent with the ex­
pectation. Normally, within-dimension pop-out may be
based on a dimension-specific saliency signal (commu­
nicated via the master map). This signal only indicates
that there is a difference, but not what the difference is.
If there is no difference, no further processing is re­
quired, so negative decisions are not affected. But if
there is a difference, and one specific source of differ­
ence must be ruled out, further processing is necessary,
producing costs in the time required to respond posi­
tively (see Sagi & Julesz, 1985a, 1985b). (Interestingly,
the variability ofeach subject's RTs was not increased in
the within-dimension condition relative to that in the
control condition, suggesting, perhaps, that any further
processing required in the within-dimension condition is
not serial in nature.)

In contrast, with cross-dimension search, decision
making always depends on information as to the dimen­
sion of the critical difference (i.e., it always involves
some form of elimination), so that the explicit elimina­
tion requirement in Experiment 2 produced compara­
tively little added cost. (The increased variability ofeach
subject's RTs in the cross-dimension condition relative
to that in the control and within-dimension conditions

supports the idea that the former condition involves
some form of serial elimination of input dimensions.)

Nevertheless, slow positive responses (i.e., positive
responses being slower than negative responses) were
also found in the cross-dimension condition of Experi­
ment 2. This suggests that the subjects did not simply ig­
nore the irrelevant dimension (size) and respond nega­
tively (by default) ifthere was no difference on the other
(form and color) dimensions. Rather, it appears that the
subjects checked the irrelevant dimension. Not ignoring
the irrelevant dimension (or even giving it a high prior­
ity) can produce slow positive decision, because the tar­
get would be found only after elimination of the irrele­
vant dimension.

There are two possible reasons why the subjects did
not ignore the irrelevant dimension. (1) They may have
chosen not to ignore the irrelevant dimension (as a mat­
ter of strategy). Detection ofa difference in the irrelevant
dimension immediately signaled that a negative deci­
sion was required, so checking the irrelevant dimension
could lead to fast negative responses (the other dimen­
sions needed only be searched if the irrelevant dimension
was found not to signal the presence of a difference).
(2) Alternatively, the subjects may have been unable to
ignore the irrelevant dimension, for example, because
any dimension that is a potential source of difference
cannot simply be disregarded. In other words, there is a
limit on subjects' ability to top-down control the check­
ing of dimensions.

EXPERIMENT 3

Experiment 3 examined to what extent the subjects
can top-down control the checking of relevant dimen­
sions (cross-dimension condition). If they do have con­
trol, then it should be possible to bias the search in such
a way that one of the possible alternatives is assigned
priority of checking-for instance, by making one par­
ticular target much more likely than the alternative tar­
gets. Under conditions similar to those in Experiment 1,
this manipulation should have relatively little effect in
the within-dimension condition, since the response can
be based on the detection ofany difference (without the
need to identify the exact source of the difference). In
contrast, in the cross-dimension condition, this should
have a marked effect on the likely target (dimension),
which can always be checked first. In fact, performance
for that target should approach the level achieved in
the within-dimension condition. However, unlikely tar­
gets should be subject to costs, due to being assigned a
low checking priority. This prediction was tested in
Experiment 3.

Method
Subjects. Eight unpaid volunteers participated in Experiment 3

(some of them had taken part in the previous experiments). Four
subjects were female, and 4 were male. Their ages ranged from 21
to 30 years. They all had normal or corrected-to-normal vision.

Stimuli. The stimuli were the same as those in the previous ex­
periments. However, only display sizes larger than two items were
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presented. Furthermore, in both the within- and the cross-dimen­
sion condition, the right-oriented diagonal line was more likely to
be a target (p = .8) than were the respective alternatives (ps = .1).
That is, in the within-dimension condition, 80% of the targets were
right-oriented diagonal lines, 10% were left-oriented diagonal lines,
and 10% were horizontal lines. Similarly, in the cross-dimension
condition, 80% of the targets were small gray right-oriented diag­
onallines, 10% were large gray vertical lines, and 10% were small
black vertical lines. There was no control condition.

Procedure. The instruction was the same as that in Experi­
ment I (homogeneity/heterogeneity decision). The subjects were
fully informed of the probabilities with which the different targets
were presented. All other procedural details were the same as
those in Experiments I and 2.

Results
Figures 4A and 4B present the correct group mean

RTs and the error rates, respectively, as a function ofdis­
play size, separately for 80% and (2 X 10% =) 20%
positive responses and for the negative responses. (The
20% positive RTs refer to the averaged RTs to the two
unlikely [10%] targets. Preliminary analyses of the RTs
to the two unlikely targets in the within- and cross­
dimension conditions failed to find any significant dif­
ferences due to unlikely target [within, F(1,7) = 0.00,

n.s.; cross, F(1,7) = 2.10, n.s.] and so were pooled [20%
positive responses].) The left-hand and right-hand pan­
els show the functions for the within- and cross­
dimension conditions, respectively. The main findings
were as follows: In the within-dimension condition,
there were no benefits in RT to the likely target. In con­
trast, there were marked benefits in the cross-dimension
condition; indeed, RTs to likely targets were not signif­
icantly slower than those in the within-dimension condi­
tion (see RT analysis below). The error rates were low
overall and tended to be higher with longer RTs (arguing
against speed-accuracy tradeoffs) (see error analysis
below).

RT analysis. The data were examined using a re­
peated measures ANOVA with main terms for within/
cross-dimension condition, negative/80% positive/20%
positive/negative response and display size. There were
significant main effects of within/cross-dimension con­
dition [F(1,7) = 14.78,p < .01] and negative/80% posi­
tive/20% positive response [F(2,14) = 20.89,p < .001].
The main effect of display size was not significant
[F(3,21) = 1.15]. Furthermore, within/cross-dimension
condition interacted significantly with negative/80%

A
WITHIN CROSS

24

•

16

• •

248

560

540

520

500

RT 480
(mSBC)

460

;: 440

420

400

380

2416248

-+-pos80

_pos20

---,--neg

560 T .....------,

540

520

500

RT 480
(msBc)

460

440

420

400
380 -1--........--..-1- ...-..-..........

CROSS

Display SizeDisplay Size

s
WITHIN

12 12
lJpos 80

10 Opos 20 10
• neg

8 8

Error
Error

(%)
6 (%) 6

4 4

2 2

0 0

4 8 16 24 4

Display SIZB

8 16 24

Display Size

Figure 4. Positive and negative search RT/display size functions (panel A) and error rates
(panel B) in the within- and cross-dimension conditions in Experiment 3.



12 MULLER, HELLER, AND ZIEGLER

positive/20% positive response [F(2,14) = 19.75, p <
.001] and display size [F(3,21) = 3.67,p < .05].

The search RT functions were generally flat (there
was no main effect of display size), indicating that
search was parallel, as observed previously.

In the within-dimension condition, there was some
nonsignificant advantage (15 msec, on average) for the
likely (right-oriented diagonal line) target relative to the
unlikely targets and the absent conditions. [A separate
ANOYA of the within-dimension RTs failed to reveal a
main effect of negative/80% positive!20% positive re­
sponse, F(2,14) = 1.31]. In the cross-dimension condi­
tion, there was a large advantage for the likely (right­
oriented line) target relative to both the negative
(41 msec) and the unlikely target conditions (111 msec).
The latter showed a disadvantage (70 msec) relative to
the negative condition. [A separate ANOYA ofthe cross­
dimension RTs revealed a significant main effect of neg­
ative/80% positive/20% positive response, F(2,14) =
32.52, p < .001]. Most interestingly, RTs to the likely
(right-oriented diagonal line) targets showed little dif­
ference (only 19 msec) between the within- and cross­
dimension conditions. [A separate ANOYA of the 80%
positive response RTs failed to reveal a significant main
effect of within/cross-dimension condition, F(1, 7) =
2.39, n.s.]. This pattern ofeffects is exactly as expected.

Note that the overall ANOYArevealed a negative/80%
positive/20% positive response X display size inter­
action. This was due to the within-dimension condition,
in particular fast positive RTs to unlikely targets with
eight-item displays. [A separate ANOYA of the within­
dimension condition showed a main effect of display
size, F(3,21) = 3.80,p < .025, and a negative/80% posi­
tive/20% positive response X display size interaction,
F(6,42) = 2.73, p < .025. A separate ANOYA of the
cross-dimension condition failed to reveal any signifi­
cant display size effects.]

The standard deviations of each subject's correct mean
RTs were also examined using an ANOYA. As in Ex­
periments 1 and 2, the variability was significantly
greater for the cross-dimension condition (83 msec) than
for the within-dimension condition (67msec) [main ef­
fect of within/cross, F(1,7) = 6.74,p < .01], consistent
with the idea that the former condition involves serial
elimination of input dimensions. Note, however, that the
standard deviations of the positive RTs to likely targets
were not increased for the cross-dimension condition
relative to those for the within-dimension condition (74
vs. 69 msec) [F(1, 7) := .04, n.s.], consistent with the
idea that the likely dimension is given priority ofcheck­
ing (cross-dimension condition).

Error analysis. An ANOYA of the arcsine­
transformed error rates revealed significant main effects
of within/cross-dimension condition [F(1,7) = 16.77,
p < .005] and negative/80% positive/20% positive trial
[F(2,14) = 13.31, p < .001]. Furthermore, there was a
significant within/cross condition X negative/80% pos­
itive/20% positive trial interaction [F(2,14) = 9.10, p <
.005]. These effects were due to the unlikely targets

(20% positive trials) in the cross-dimension condition,
which were missed on a disproportionately large per­
centage of trials (9.1%). [Separate ANOYAsofthe error
rates in the within- and cross-dimension conditions re­
vealed a significant trial effect only in the latter condi­
tion; within, F(2,14) = 0.34; cross, F(2,14) = 13.40,
p < .001.]

Discussion
The results of Experiment 3 were as expected, pro­

viding clear evidence of priming of a likely dimension
(in the cross-dimension condition), but no reliable evi­
dence of priming of a featural value on a dimension (in
the within-dimension condition). This pattern is consis­
tent with the idea that, in both conditions, the response
can be based on the detection of any difference (regard­
less of the exact featural value of that difference) in a
primed (cross-dimension condition) or prespecified di­
mension (within-dimension condition). It is not clear
from the within-dimension data of Experiment 3
whether feature priming is not possible" or just not ad­
vantageous when a response can be made upon detection
of any dimension-specific difference.

GENERAL DISCUSSION

Taken together, the results of the three experiments
are consistent with the idea that, in the within-dimension
condition, the response can be based on the detection of
any difference-that is, on a module's integrated saliency
signal that does not carry information as to exactly how
the target differs from the non targets. In the cross­
dimension condition, however, a response cannot nor­
mally be given without information as to the source (di­
mension) of the target-nontarget difference; further­
more, this source must be identified in some form of
elimination process. This applies even when the task re­
quires only detection ofany difference, rather than iden­
tification ofwhat constitutes that difference. In contrast,
in the within-dimension condition, the source dimen­
sion ofthe critical difference is known in advance, so no
elimination process is required.

In the cross-dimension condition, if one dimension is
given search priority and there is a critical (target­
nontarget) difference in that dimension, positive re­
sponses can be made almost as rapidly as in the within­
dimension condition. However, this is not true of nega­
tive responses. If one dimension is checked and found
not to exhibit a difference (thus favoring a negative re­
sponse), it cannot be ruled out (without further check­
ing) that there may be a difference within the alternative
dimensions. In contrast, in the within-dimension condi­
tion, negative responses can be based on the absence of
a difference in the relevant dimension only. As a result,
negative responses are faster in the within-dimension
condition than in the cross-dimension condition.

In some situations (as in Experiment 2), positive re­
sponses require the elimination (or ignoring) of one po­
tential source of difference (i.e., of a difference that de-
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mands a negative response). In the within-dimension
condition, the integrated saliency signal of the relevant
dimension cannot then be used as the basis for response
(because that signal only indicates that there is a dif­
ference). Rather, some process of elimination must
take place within the dimension (to rule out the task­
irrelevant source of difference), producing costs in the
time required to respond positively. The negative RTs
are not affected (no elimination is required when the
dimension-specific saliency signal does not indicate the
presence of a difference).

The present results have implications for the underly­
ing processing architecture, which will be discussed in
the next section. A more complete understanding of the
findings requires consideration of two issues (to be dis­
cussed in the subsequent sections )--namely, whether the
elimination of dimensions is serial or parallel and to
which extent feature analysis is top-down "penetrable."

Implications for the Processing Architecture
How well can the present findings be accommodated

within the frameworks provided by GS and FIT? Recall
that, in GS, modules (dimensions) are organized into
sets of feature maps. However, feature map units do not
communicate directly with the master map of activa­
tions, but through a domain-specific saliency map that
effectively represents differences between neighboring
stimuli (i.e., feature analyzers). The domain-specific
saliency signals are passed to units in the master map of
activations, which integrate (sum) the parallel outputs
from the different dimensions. This can result in en­
hanced differential activation over the master map units
(e.g., if an odd-one-out target differs from the other
items in terms of both orientation and color, the activa­
tion of the corresponding master map unit would be
greater than when the target differs from the other items
in only orientation or color). The distribution of activa­
tion across the master map guides higher order pro­
cesses, such as focal attentional scanning of particular
stimulus locations. FIT also assumes the existence of a
master map of locations/activations that receives paral­
lel input from all dimensions. But it does not assume the
existence ofdomain-specific saliency maps. However, it
appears difficult to account for the present results with­
out appealing to the existence of domain-specific
saliency maps. The consequence for FIT is that it would
need to be extended to include such maps.

Furthermore, the present data affirm the need for a
master map (saliency signal). In FIT and GS, the func­
tion ofthe master map is to allow, respectively, the cross­
referencing ofor simultaneous access to the information
available at a particular location in the various dimension­
specific analyzer modules (i.e., it plays a role primarily
in conjunction search). The present findings argue that
the master map is also important for singleton feature
search. In particular, a master map saliency is necessary,
though possibly not sufficient, for pop-out and detection
to occur (see below for a more detailed discussion of this
point). Detection minimally requires (or involves) knowl-

edge on what dimension a critical target-nontarget dif­
ference exists. The master map representation plays a
role in retrieving this information.

However, the knowledge of the source dimension of
the critical difference does not yet specify on what par­
ticular value (i.e., feature map) on that dimension the
difference exists. For that information to become avail­
able, "checking" is required ofthe different feature maps
for the specific map responsible for the difference to be
discerned. The mechanisms subserving this process are
as yet poorly understood. Presumably, the checking of
feature maps operates in parallel (see Discussion section
of Experiment 2) at the location ofthe odd-one-out item
(see Johnston & Pashler, 1990; Monheit & Johnston,
1994). It may also be aided by pooled (map) activity
units (Treisman & Gormican, 1988). If active, such a
unit would signal the presence ofa stimulus (or stimuli)
of, say, a particular orientation. So checking could be
restricted to those maps whose map activity units are
active.

Elimination ofDimensions: Serial or Parallel?
If one admits the existence ofdomain-specific (local)

saliency maps as well as a master map, one aspect of the
present findings becomes puzzling. If the master map
receives, in parallel, copies of the local saliency maps,
why should it not be possible, in the cross-dimension
condition, to simply respond (positively or negatively)
on the basis of the master map representation (see Ex­
periment I)? In other words, why should there be a need
to eliminate those (of the relevant) dimensions that do
not contribute to any differential activation over the
master map? The answer depends on the nature, serial or
parallel, of the elimination process.

So far, only serial elimination ofdimensions (e.g., in­
volving the decomposition of the master map saliency
signal) has been considered. The mean RTs in the cross­
dimension condition were raised and the RT variances
increased, but this does not necessarily imply seriality. It
is possible that relevant dimensions are checked in par­
allel, and checking multiple dimensions takes longer
than does checking just one. (Even in Experiment 3, di­
mensions could be checked in parallel, with a greater
weight assigned to the more likely dimension.)

One promising parallel account can be derived from
GS Model 2.0 (Wolfe, 1994), which assumes that the
overall activation map computes the weighted sum of
dimension-specific activations (see also Koch & Ull­
man, 1985). In other words, there is parallel weighting
that modulates how strongly a particular dimension de­
termines the overall activation. The weight setting can
be top-down controlled such that only relevant dimen­
sions are sampled and greater weight is assigned to
likely target dimensions. To accommodate the present
findings, this model could make the additional assump­
tion that the weight setting also' depends on the "his­
tory" of the previous targets (Wolfe, personal communi­
cation, January 24, 1994). In particular, if the target on
Trial N is in the same dimension as that on Trial N-l,
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there is an RT benefit due to the correct dimension still
having the largest weight. The overall slower RTs in the
cross-dimension condition (Experiment I) could then be
attributed to changes in dimensional weights occurring
on consecutive trials with targets in different dimen­
sions. No such cost arises in the within-dimension con­
dition in which the weights are set for orientation and do
not change. One possible reason why there should be
such intertrial dependencies in the cross-dimension con­
dition is that singleton detection requires a weight shift
to the target dimension (see below).

Reexamination of the cross-dimension data of Exper­
iment I indeed showed the intertrial dependencies pre­
dicted by Wolfe. The data of only 11 of the 12 subjects
in the experiment could be reexamined (the floppy disk
containing the data of the 12th subject was corrupted).
Furthermore, consecutive cross-dimension trials with an
orientation target were relatively rare (indeed, for 2 sub­
jects, there was only one such case). Intertrial depen­
dencies were therefore analyzed by examining all avail­
able data (including the color and size targets). When the
target on Trial N was in the same dimension as that on
Trial N-1, the RTs were faster than on the preceding trial
(484 msec, on average, vs. 520 msec; 10 of the II sub­
jects exhibited the difference). Conversely, when the tar­
get on Trial N was in a different dimension, the RTs were
slower (541 msec vs. 516 msec; all II subjects showed
the difference). A similar pattern was observed for the
cross-dimension data of Experiment 2 (see Note 4).

Serial accounts. Note that this pattern of intertrial
dependency could also be explained by a serial elimina­
tion account, according to which that dimension is
checked first on Trial N in which a target-nontarget dif­
ference was detected on Trial N-1. Although a serial ac­
count is possible, would it be plausible? It would be if a
master map (saliency) representation did not exist and
responses were based directly on dimension-specific
saliency mechanisms. However, the best-fitting serial
account of the present data would not be feasible with­
out the existence of a master map. The variance data in­
dicated that only one or two dimensions were serially
checked on a trial, even though there were three relevant
dimensions. To reliably identify the target dimension
using only one or two checks would require an inte­
grated master map saliency signal that is decomposed by
the serial elimination (inhibition) ofdimensions not con­
tributing to master map signal (see Discussion section of
Experiment 1).

This raises an awkward question: Why should a mas­
ter map saliency signal be necessary, but not sufficient,
for response? A possible (though somewhat contrived)
answer would be that the master map signal serves sim­
ply to guide the allocation offocal attention to locations
at which a difference was detected, but cannot, as such,
be used for response. Responses depend on "perceptual
content." However, an attention shift does not directly
make available perceptual information, because the mas­
ter map units cannot distinguish between the dimension­
specifie (content) signals that feed into them. Perceptual

information as to the dimension(s) from which the
saliency signal originated becomes available only
through the serial elimination of noncontributory di­
mensions. Elimination of dimensions is also required
when there is no differential master map saliency signal
(i.e., negative trials), because the absence of a master
map saliency signal cannot, as such, be used for re­
sponse. Rather, a negative response requires information
that specifies on what dimension(s) a target is absent,
and this involves elimination of all relevant dimensions.

Parallel accounts. A more convincing explanation
may be provided by a revised parallel-weighting account
(along the lines of Wolfe, 1994). The question of why a
master map saliency signal should be necessary, but not
sufficient, for response would not arise. Pop-out would
be based on the master map signal; for that signal to
reach sufficient strength, a weight shift to the target di­
mension would have to occur.

As it stands, Wolfe's (1994) notion of parallel weight­
ing does not specify how a target that differs from that
on the preceding trial may actually be detected. On such
trials with a different target, the dimension that con­
tained the target on Trial N-l would start off with the
largest weight; but since it does not contain a target on
Trial N, it would contribute nothing to the master map
saliency signal. The dimension containing the target
would start off with a small weight, producing only a
weak master map signal. Assuming that the master map
signal must exceed some threshold value to permit a re­
sponse (a revision to GS 2.0, accepted by Wolfe [per­
sonal communication, January 24, 1994]), there must be
a weight shift from the previous to the current target di­
mension, giving rise to a more salient master map signal.
This shift might then persist into the subsequent trial.

Wolfe's account does not specify how the weight re­
distribution might actually be accomplished. It could be
possible that (1) the weights assigned to the relevant di­
mensions are linked, (2) if the weight for one dimension
is at maximum without producing an above-threshold
master map signal, that weight is reduced, (3) the re­
duction in weight is redistributed to other relevant di­
mensions that have not reached maximum, and (4) that
process terminates as soon as the master map signal
reaches threshold or the weights of all relevant dimen­
sions have reached maximum. This is essentially Wolfe's
parallel-weighting account coupled with a process of se­
rial elimination. An alternative is that active dimensions
(i.e., dimensions exhibiting a dimension-specific
saliency signal) attract weight away from noncontribu­
tory dimensions. Restated, relevant dimensions compete
for weight, with the target dimension gradually accumu­
lating sufficient weight to permit a response. This might
involve rapid repeated sampling of the relevant dimen­
sions as to the strength of their difference signal and
competitive ("winner-take-all") updating ofweight units
modulating the transmission of signals from dimension­
specific saliency maps to the master map (analogous to
the updating of template units in Humphreys and
Muller's, 1993, SERR model of visual search). If rapid
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enough, repeated serial sampling ofdimensions may not
be distinguishable from parallel sampling.

In summary, parallel-weighting accounts would re­
quire some process operating within the time scale of a
trial that would allow the target dimension to be dis­
cerned in the cross-dimension condition. Any such pro­
cedure would involve a weight shift to the target dimen­
sion. This shift might be accomplished in a purely
bottom-up manner-for example, involving competition
between weight units. Such units might also be biased in
a top-down manner, to restrict the competition to relevant
dimensions (see below) or, more generally, to reflect the
probabilities with which dimensions contain a target.

The present data do not allow a decision to be made
between the serial-checking and parallel-weighting ac­
counts developed above. Further empirical work is nec­
essary to do so. However, on the grounds ofplausibility,
some version of parallel weighting seems to be prefer­
able. One problem for the serial-checking account arises
from the fact that it can only awkwardly answer the ques­
tion why a master map signal should be necessary, but
not sufficient, for response. The parallel-weighting ac­
count does not encounter this difficulty. A further prob­
lem for the (strictly) serial-checking account would arise
in visual search for singleton (unknown) conjunction
targets: There would be no straightforward way of as­
certaining on what dimensions the target may be de­
fined, so checking could not be restricted to relevant di­
mensions only. A parallel-weighting account in which
no dimension is assigned zero weight (see below) would
avoid this difficulty.

Top-Down Penetrability ofthe
Feature Analysis Stage

One further important issue concerns whether or not
the search of the various dimensions is top-down pene­
trable. There seem to be at least three studies relevant to
this question: Theeuwes (1991, 1992) and Pashler
(1988). Theeuwes observed that, when subjects searched
for, say, an odd-one-out form target, an odd-one-out
color nontarget could slow RTs to the target, even
though the color dimension was known to be irrelevant.
Whether or not the nontarget would interfere with target
detection depended on the relative discriminability of
the target and nontarget within their dimensions.
Theeuwes proposed that difference signals are computed
(independently and in parallel) within each dimension.
If there are two (or more) difference signals, there will
be a "horse race" between the signals to capture focal at­
tention (where the competition occurs at the level ofthe
master map). What signal is computed first depends, in
part, on the particular dimension and the discriminabil­
ity of an odd-one-out item within that dimension (see
also Quinlan & Humphreys, 1987). Theeuwes (1991)
concluded that (1) "attention is unintentionally switched
based on the order of the availability of the local differ­
ence in features," and (2) "features that are relevant to
the task do not receive a higher priority" (p. 137). That
is, "no intentional selection is possible at the second

stage of focal attention" (p. 137), because "the preatten­
tive stage is top-down impenetrable" (Theeuwes, 1992,
p.604).

Theeuwes's finding that an irrelevant (nontarget)
saliency signal could not be ignored in his experiments
does not rule out that dimensions can be ignored when
they do not give rise to a saliency signal. In this case, the
weights for irrelevant dimensions would be set to near
zero (such dimensions would be strongly inhibited), ef­
fectively restricting sampling to the relevant dimen­
sions. It may not be possible to completely inhibit di­
mensions on which stimuli are defined; rather, all
dimensions on which stimuli are defined may be sam­
pled, but with greater weight assigned to the response
relevant dimensions. This would leave the possibility for
an irrelevant (to-be-ignored) signal from a nontarget di­
mension to affect response. Although that dimension
would not normally receive much sampling, a strong
saliency signal on that dimension may compete for, and
attract, weight in a bottom-up manner. On this account,
an irrelevant saliency signal would not automatically
capture focal attention, but would do so only if it is rel­
atively more salient than the signal produced by a rele­
vant dimension. Note that Theeuwes's (1991, 1992) data
are not incompatible with such an account. In contrast,
Theeuwes's own account would have difficulty explain­
ing why search for an odd-one-out target (in the absence
of an odd-one-out nontarget) is slower when the critical
target dimension is unknown than when it is known (see
present experiments; Treisman, 1988).

Another study that may pose a difficulty for the pre­
sent account is Pashler (1988). Pashler's subjects had to
localize (left/right decision) a singleton target that was
unique in one dimension (e.g., form), while items "var­
ied randomly" in the other, nontarget, dimension (e.g.,
color; i.e., half the items were green and half were red).
In Pashler's Experiment 5, the relevant dimension was
either specified or not at the beginning of a trial. Pash­
ler found that foreknowledge of the relevant dimension
produced only a minimal (though significant) RT ad­
vantage (8.8 msec). Pashler (1988) concluded that "The
observer can voluntarily attend to ... pooled represen­
tations [i.e., pooled across dimensions], but cannot ef­
fectively either (1) suppress the outputs of the specified
irrelevant dimensions, or (2) attend to only those outputs
representing comparisons within a particular dimen­
sion" (p. 317).

However, Pashler's conclusion faces a similar diffi­
culty as that of Theeuwes. It is generally assumed that
dimension-specific saliency signals are computed on the
basis oflocal interitem differences (i.e., differences are
weighted according to the distance between compared
items, with near-neighbor differences being assigned a
greater weight; e.g., see Wolfe, 1994). Pashler's items
varied randomly on the irrelevant dimension. Thus, if
color was irrelevant, it could happen that there were
fewer red items than green items in one area of the field
(or vice versa). As a result, local saliency would have
been computed for that dimension, which may have in-



16 MOLLER, HELLER, AND ZIEGLER

terfered with the sampling of the relevant dimension.
That is, Pashler's findings do not challenge the present
proposal that sampling can be effectively restricted to
one dimension when there is no interference from other
dimensions. (One further problem with Pashler's study
may be that it did not use a standard visual search task,
complicating comparisons with search experiments.)

The present proposals challenge strong claims that
the parallel stage is top-down impenetrable. Support for
this conclusion comes from other recent work by Bacon
and Egeth (1994; see also Yantis, 1993), whose findings
suggest that salient irrelevant singletons only capture at­
tention when the target of search is a featural singleton.

Conclusions
The present experiments examined search for an odd­

one-out feature target under conditions in which the crit­
ical (target) dimension was either known or unknown.
The results indicated that pop-out in these tasks cannot
be based simply on a master map saliency signal that
does not specify the dimension(s) from which saliency
signals originate. Rather, for pop-out and detection to
occur, minimally, the source dimension of the saliency
signal must be known (this also applies to negative, no­
pop-out, decisions). That is, pop-out is ultimately based
on the output of dimension-specific saliency maps. It
appears that these maps are sampled in parallel by the
master map. Sampling is initially biased (i.e., weighted)
toward the dimension that contained a target on the pre­
vious trial. If the current target is contained in a differ­
ent dimension, there must be a weight shift toward that
dimension, specifying the origin of the saliency signal.
Normally, sampling may be restricted to the relevant di­
mensions, on which the target is likely to differ from the
nontargets (top-down control over sampling). However,
a difference signal from an irrelevant dimension may
also attract sampling if it is sufficiently salient (bottom­
up driven sampling). For a pop-out response to be given,
the dimension of an odd-one-out target must be known,
but this is not equivalent to knowing the particular fea­
ture value on that dimension in which the target differs
from the nontargets. To acquire this information, further
processing of the critical dimension is required. Further
work is necessary to investigate the processes involved
in that (postpop-out) stage.
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NarES

I. The distinction between local dimension-specific saliency maps
and a global integrated map was anticipated by Koch and Ullman
(1985). They suggested that "the different feature maps code for the
conspicuity within a dimension"-for instance in terms of the "firing
frequency" of individual analyzer units. In addition, they assumed "the
existence ofanother ... saliency map, which combines the information
of the individual maps into one global measure of conspicuity"
(p. 221). This representation drives attention by means of a winner­
take-all (WTA) mechanism. "Once the most conspicuous location ...
has been detected and examined, its corresponding output [saliency
signal] decays and the WTA mechanism shifts to the next most salient
location" (p. 222). Koch and Ullman speculated that "it is possible ...
that the relative weight of the different properties [dimensions] con­
tributing to this [global saliency] representation can be modulated by
the activity of some higher cortical centers" (p. 221).

2. Feature maps were not specified in the original architecture of
GS, which was dimension-based rather than feature-based (Cave &
Wolfe, 1990). However, a more articulated version of GS might as­
sume that input modules consist of separate feature maps plus a
saliency map (e.g., see Wolfe, 1994). Similarity comparisons would
then be computed between each active feature unit and all other active
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units in both the same and the different feature maps within the mod­
ule. Note further that in Guided Search Version 2.0 (Wolfe, 1994), the
similarity comparisons between any two feature units are scaled ac­
cording to their distance (with their weight decreasing with increasing
distance).

3. GS Version 2.0 (Wolfe, 1994) assumes that master map units
compute a weighted sum of the dimension-specific saliency signals.
Weights are set independently for dimensions (i.e., the total weight is
not limited and weights are not linked). Dimensions have a normal
weight that may be reduced. For instance, if nontargets share a feature,
say, redness, with the target, the bottom-up activation for color is re­
duced proportionally to the ratio of nontarget types. However, bottom­
up information is never reduced to zero (to account for the finding that

irrelevant singletons can attract attention). Accordingly, in cross­
dimension singleton feature search, possible (and equally likely) tar­
get dimensions should be assigned equal weight, and all other dimen­
sions should be assigned a weight close to zero.

4. Interestingly, no such pattern was observed in the within-(orien­
tation- )dimension data of Experiments I and 2. This is in contrast to
recent findings by Maljkovic and Nakayama (1994), who found sys­
tematic intertrial dependencies with color targets. There may well be
a basic architectural difference between the color and orientation fea­
ture mechanisms.

(Manuscript received November 22, 1993;
revision accepted for publication July 26, 1994.)


