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PIETER KOELE and MIRJAM R. M. WESTENBERG
University ofAmsterdam, Amsterdam, The Netherlands

In multiattribute decision problems, the subject has to evaluate a number of alternatives with given
values on a number of attributes, in order to arrive at some conclusion about the attractiveness or util­
ity of these alternatives. The information processing procedure leading to a conclusion is called a de­
cision strategy, and one of the main research topics in multiattribute decision research has been the
extent to which these strategies follow compensatory principles. Judges are said to follow compen­
satory strategies when low values on some attributes are compensated for by high values on other at­
tributes. In process tracing studies using the information board technique, descriptions of decision
strategies are usually based on three indices of the information search process: variability ofsearch,
search pattern (Payne, 1976),and depth of search. Variability of search, defined as the standard de­
viation of the proportion of information searched per alternative, is considered to give an indication
of the degree of compensation of a decision strategy, compensation being smaller as variability in­
creases. In this article, we propose an alternative way for establishing the degree of compensation of
decision strategies in information board studies. Weargue that the degree of compensation depends
on both variability of search and depth of search (the proportion of information searched), and that
a valid compensation index has to be a multiplicative function of these two indices.

In multiattribute decision problems, the subject has to
evaluate a number of alternatives with given values on a
number of attributes, in order to arrive at some conclu­
sion about these alternatives, in terms of their utility, at­
tractiveness, or suitability. The information processing
procedure leading to a conclusion is called a decision
strategy.

One of the frequently used methods for empirically
identifying decision strategies is based on choice tasks
using an information board. This board contains the in­
formation about all alternatives on all attributes in ma­
trix format. Initially, this information is not visible. The
subject has to search for this information by turning over
cards, each card containing the value of one alternative
on one attribute, or by clicking the mouse of a PC on a
cell of the matrix, thus revealing the information.

One ofthe main issues in research on choice processes
has been whether the decision strategy follows compen­
satory or noncompensatory principles (e.g., Westenberg
and Koele, 1994). A strategy is said to be compensatory
when low values on an attribute are compensated for by
high values on other attributes. In other words, there is a
tradeoffbetween the advantages and disadvantages ofan
alternative. Examples ofcompensatory strategies are the
linear additive strategy and the additive difference strat­
egy; examples of noncompensatory strategies are the
conjunctive, the disjunctive, the lexicographic, and the
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elimination by aspects strategies (for formulations and
descriptions of these and other decision strategies, see
Ford, Schmitt, Schechtman, Hults, & Doherty, 1989;
Svenson, 1919).

Because the degree of compensation appears to be
such an important topic in this research area, the question
arises how the degree of compensation of a decision
strategy is actually being determined. It is the purpose of
the present study to discuss the manner in which this
issue is dealt with in the process tracing paradigm using
the information board technique and to propose some
ideas for improving upon the compensation index cur­
rently used.

The Information Board
In process tracing research using the information

board a subject's decision strategy can be analyzed by
calculating the values of several indices of the informa­
tion search process: variability ofsearch and search pat­
tern, as developed by Payne (1976), and depth ofsearch
(Ford et al., 1989). Variability of search is the standard
deviation of the proportions of cards turned over per al­
ternative. A standard deviation of zero occurs when an
equal amount of information is searched for each alter­
native and is considered to be indicative of a compen­
satory strategy. Standard deviations larger than zero in­
dicate the use of noncompensatory strategies. Pattern of
search has to do with the order in which cards are turned
over. This can be done mainly per attribute, or mainly per
alternative. Pattern is defined as the number of
alternative-wise moves minus the number of attribute­
wise moves, divided by the sum of these two numbers.
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A negative value indicates a mainly attribute-wise search
pattern, a positive value a mainly alternative-wise search
pattern. Finally, depth of search is defined as the pro­
portion of cards turned over and consequently reflects
the total amount of information searched for.

In information board studies, four specific decision
strategies are of particular interest since each of them
implies a specific search mode-that is, a combination
of variability and pattern, as was suggested by Payne
(1976): the linear strategy (variability zero, alternative­
wise pattern), the conjunctive strategy (variability greater
than zero, alternative-wise pattern), the elimination-by­
aspects strategy (variability greater than zero, attribute­
wise pattern), and the additive difference strategy (vari­
ability zero, attribute-wise pattern).

One must realize that there are more possible strate­
gies than the four mentioned above and that different
strategies may lead to similar values ofpattern and vari­
ability. The step from the values ofthe information board
indices to a formal description of the strategy is an in­
ductive one: execution of a well-defined strategy will
lead to deductive values of the indices, but any formal
classification of a strategy on the basis of the indices is
only a more or less plausible generalization.

Klayman (1983) introduced contingency measures,
which intend to overcome this problem by assigning a
number to an empirical strategy reflecting the extent to
which the strategy corresponds to a specific formal
strategy. Thus, these measures are able to differentiate
between various compensatory and noncompensatory
strategies. However, they do not measure the degree of
compensation of an empirical strategy. As a matter of
fact, they may be seen as measures of the goodness offit
of formal strategies on empirical strategies. Conse­
quently, these measures have the disadvantage that they
are dependent on the way these formal strategies are op­
erationalized. Besides, given the large number of formal
strategies for multiattribute decision making, the num­
ber of contingency measures describing a single empir­
ical decision strategy may be equally large, which will
seriously impair a straightforward interpretation of in­
formation board data. Nevertheless, we agree with Klay­
man that "strategies ... differ along several continuous
parameters" (Klayman, 1983, p. 410), and that is why we
consider it to be important to develop a measure that
represents one ofthe most important ofthese parameters
(i.e., compensation).

Such a measure should be based on two aspects of the
information search process-variability of search and
the total amount of information searched, depth of
search-because they are both indicative of compen­
satory strategies (Ford et al., 1989). When a subject turns
over the cards for each alternative on only one attribute
(not even necessarily the same one for each alternative),
this subject receives a variability of zero but can hardly
be considered to have followed a compensatory strategy.
A small variability is necessary but is not a sufficient
condition for a high degree of compensation. A strategy
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can be said to be compensatory only when the subject
has searched a large amount of information and an ap­
proximately equal amount of information per alterna­
tive. We shall now introduce an index that integrates the
information supplied by both variability and depth of
search, yielding a continuous compensation index.

A Compensation Index
Compensatory decision strategies will lead to infor­

mation search processes characterized by a relatively
large amount ofinformation processed and a more or less
constant amount of information processed per
alternative, because this is the only way in which a real
tradeoff between attributes within an alternative can be
made. In terms of the information board indices, com­
pensatory strategies correspond to large values for depth
of search and small values for variability of search.
Because depth and variability determine the degree of
compensation ofa strategy jointly, a compensation index
(denoted by C from now on) must be a function of both
of these indices. It is convenient to have C range from
zero to one, just like depth, with increasing values indi­
cating more compensation. Before we can integrate the
information supplied by depth and variability into the
compensation index C, a transformation of variability
must be executed that leads to transformed values rang­
ing from zero to one, with increasing values indicating
more compensation. After that, the precise function form
relating C, depth, and variability can be defined.

The required transformation of variability is done in
two steps. In the first step, the goal is to transform varia­
bility in such a way that it will range from zero to one. In
the second step, the goal is to obtain a scale for this trans­
formed variability on which zero indicates a fullynoncom­
pensatory strategy and one a fully compensatory strategy.

The first step involves dividing variability by its max­
imum value, Vmax ' The value of Vmax can be derived an­
alytically as follows. Variability reaches its maximum
value when half of the number of presented alternatives
are inspected on all attributes, while the remaining alter­
natives are not inspected on any attribute. In other words,
the proportions ofcards turned over per alternative is one
for halfof the alternatives and zero for the other half. In
this case, variability, the standard deviation of the pro­
portions of cards turned over per alternative, is equiva­
lent to the standard deviation of the distribution ofa di­
chotomous variable (an "alternative distribution") with a
proportion p = .5 ones and a proportion 1 - p = .5
zeros. This standard deviation of an alternative distribu­
tion equald[p(1 - p)] = >/[.5 X .5] = .5 (see, e.g.,
Johnson & Kotz, 1969). So, the first step of the trans­
formation is to divide variability (V) by .5, which is
equivalent to multiplying it by a factor of 2. As a result,
this term 2 X V ranges from zero to one, but with in­
creasing values indicating less compensation. To have it
the other way around, the second step of the transfor­
mation consists of taking the complement of the term 2
X V, which results in 1 - 2 X V. I
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We now turn to the question of which function form
should relate C to depth and the transformation of vari­
ability. The most simple thing to do is to define C as the
mean of depth and transformed V, but this operation has
the disadvantage that low values of one of the two in­
dices can be (to a large extent) compensated for by high
values of the other index. We want C to be high only
when both depth and transformed Vare high, and to be
low when they are both low. Because depth and trans­
formed V both range from zero to one, this demand can
be met by defining C as the product of depth (D) and
transformed V:

C = D X (I - 2V).

In the next section, we shall investigate some proper­
ties of C as a measure of compensation of multiattribute
decision strategies.

Validity
Before C can be accepted as a valid compensation

index, more has to be known about its psychometric and
empirical properties. In this section, some results will be
presented that give a first impression of some aspects of
its construct validity (Cronbach, 1990). In particular, we
calculated correlations between C and depth and variabil­
ity to get an impression of C's divergent validity, and we
simulated a few decision strategies in an information
board task in order to see how C varies as a function of
fundamental differences in degree of compensation of
these strategies. As a product term, C will tend to have
substantial correlations with its factors depth and (a linear
transformation of) variability. If these correlations are
very high, C has little divergent validity and will not add
much to the interpretation ofexperimental results beyond
the information already supplied by depth and variability.

In an unpublished study (Willems, Koele, & Westen­
berg, 1995), we investigated (among others) the effect of
two experimental manipulations on the information
board measures: time pressure (high vs. low) and infor­
mation load (high vs. low, by varying the number of al­
ternatives). The results of this experiment will be re­
ported elsewhere; what matters here are the correlations
between C, depth, and variability. These correlations
were calculated on the scores of 22 subjects (first-year
psychology students at the University of Amsterdam) in
each condition and had the following mean values: be­
tween C and depth, .73 (ranging from .37 to .85); be­
tween C and variability, -.72 (ranging from - .87 to
- .40); between depth and variability, - .12 (ranging
from -.45 to .34). These results show that, despite it
being a product term, C is not a fully redundant measure,
because a considerable amount of its variance cannot be
accounted for by either depth or variability.

We simulated a few decision strategies in order to
demonstrate how C varies. They are all two-phase strate­
gies, with a noncompensatory strategy in the first, or
screening, phase-intended to reject unsuitable alterna­
tives-and a compensatory strategy in the second phase-

aimed at selecting the best alternative. There is clear evi­
dence that subjects use such phased strategies in com­
plex multiattribute decision tasks (see Beach and Potter,
1992, and Stevenson, Buserneyer, & Naylor, 1990, for
overviews of empirical findings), and it is precisely for
those kinds of mixed strategies that we think our mea­
sure can be useful. We constructed a 6 (alternatives A up
to F) X 6 (attributes XI up to X6 ) information board
with randomly drawn numbers between 3 and 9 in the
cells. Three two-phase strategies were defined and sim­
ulated on this board.

In all strategies, the first phase is conjunctive and the
second phase is linear additive. The cards are turned over
alternative-wise, and an alternative is rejected as soon as
an attribute value is equal to or below a certain thresh­
old. Ofthe remaining alternatives, the one with the high­
est mean value is selected. In Strategy I, the threshold is
5; in Strategy 2, it is 4; and in Strategy 3, it is 3. Clearly,
Strategy I has the lowest degree of compensation, be­
cause attribute values 5 and lower cannot be compen­
sated for by higher attribute values; Strategy 3 has the
highest degree of compensation, because only the value
3 cannot be compensated for. The results of these strate­
gies are presented in Figure I.

Shaded cells are the ones that would be opened by a
hypothetical subject executing the defined strategy. Val­
ues of depth, variability, and C were calculated on these
data. Underlined alternatives are the ones ultimately se­
lected according to the different strategies.

As expected, Strategy I leads to a rather low value of
C, because the high threshold in the conjunctive screen­
ing phase of the strategy leads to a relatively limited
amount of information searched, as well as a large vari­
ability across alternatives. Strategies 2 and 3 show that
the lowering of the threshold leads to more information
searched, less variability, and, thus, increasing values of
C. It is interesting to note that the three strategies lead to
different choice alternatives.

In a previous section, we discussed four one-phase
strategies. The compensatory linear additive strategy
and the additive difference strategy will lead to boards
with all cards turned over, and consequently depth = 1,
variability = 0, and C = 1. The noncompensatory con­
junctive strategy and the elimination-by-aspects strat­
egy will lead to values ofC smaller than one, depending
on the cut-off threshold used.

These examples serve to illustrate the validity of Cas
a compensation index. Ofcourse, we have demonstrated
only the face validity of C. More elaborate and refined
simulations are needed as a sound and convincing con­
tribution to establishing its construct validity. What we
have tried to show in this section is that C is not com­
pletely redundant and differentiates satisfactorily among
decision strategies varying in degree of compensation.

Discussion
As a continuous measure of compensation, C reflects

the idea already formerly expressed by, for instance,
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Attribute

A

B

c

D
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E

A

B

C

D

E

F

Depth = .64 Variability = .28 C = .28

Strategy 1. Consider each alternative on the attributes, start­
ing with attribute Xl' Reject an alternative as soon as it has an at­
tribute value of 5 or lower. Of the remaining alternatives, select
the one with the highest mean attribute value.

A

B

D

E

F

Depth = .83 Variability = .26 C = .41

Strategy 2. Consider each alternative on the attributes, starting
with attribute Xl' Reject an alternative as soon as it has an at­
tribute value of 4 or lower. Of the remaining alternatives, select
the one with the highest mean attribute value.

Attribute

Depth =.94 Variability = .12 C = .71

Strategy 3. Consider each alternative on the attributes, starting
with attribute Xl' Reject an alternative as soon as it has an at­
tribute value of3 or lower.Of the remaining alternatives, select the
one with the highest mean attribute value.

Figure 1. Examples of multiattribute decision strategies and corresponding values ofinfurmation board measures.

Klayman (1983) and Ford et al. (1989) that empirical de­
cision processes are not either this or that but rather pos­
sess certain properties to a lesser or greater extent. As
such, C may serve a useful purpose as a dependent vari­
able in experimental designs or as a predictor or criterion
variable in correlational studies. In the former case, C
can be used to assess differences in the degree of com­
pensation of decision strategies as a function of experi­
mental manipulations. In the latter case, individual dif­
ferences in the degree of compensation of decision
strategies can be related to individual differences on psy­
chological, physiological, or behavioral variables.

We consider this psychometric approach to the issue
of the degree of compensation of decision processes to
be urgently needed. In our opinion, it makes little sense
to assign labels of formal models to empirical decision
strategies. First, the inductive leap from the values ofthe
information board measures to these models is rather ar­
bitrary. Second, and most important, we feel that it is
time to make a serious attempt to explain individual dif­
ferences with respect to the degree of compensation of
decision strategies from a theoretic psychological point
ofview. For that purpose, a reliable and valid measure of
compensation as a personal characteristic is necessary.



NOTE

v = ~ .5(n - I) x .5(n + I)
max n2
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We hope that the introduction of our measure C may
serve as a stimulating development into that direction.
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I. In the transformation, thus far, it was assumed that the number of
alternatives n is even. In case ofan odd number n of alternatives, vari­
ability reaches its maximum value if there are .5(n - I) ones and
.5(n + I) zeros, or vice versa. Then the proportion of ones equals p =

.5(n - I)/n, and the proportion of zeros equals I - P = .5(n + I)/n,
and consequently Vrna. = -Y[p(l - p)] =

_ ~2_1- .5 --2-'
n

When n approaches infinity, the term under the radical sign ap­
proaches I, and Vrnax approaches .5.ln reality, this limit is reached very
soon. For n = 3, Vrnax equals .47; for n = 5, it is .49; and from n = 7
on, it equals .50. So for all practical purposes, it seems justified to take
.5 as the maximum value of V,and consequently I - 2 x Vas its trans­
formation.
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