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The recognition of words after their acoustic
offsets in spontaneous speech:
Effects of subsequent context

E. G. BARD, R. C. SHILLCOCK, and G. T. M. ALTMANN
University ofEdinburgh, Edinburgh, Scotland

Three experiments are presented that investigated the recognition of words after their acoustic
offsets in conversational speech. Utterances randomly selected from the speech of24 individuals
(total N=288) were gated in one-word increments and heard by 12 listeners each. Of the success­
ful recognitions, 21 %occurred after the acoustic offset of the word in question and in the presence
of subsequent context. The majority of late recognitions implicate subsequent context in the recog­
nition process. Late recognitions were distributed nonrandomly with respect to the characteris­
tics of the stimulus word tokens. Control experiments demonstrated that late recognitions were
not artifacts of eliminating discourse context, of imposing artificial word boundaries, or of repeating
words within successive gated presentations. The effects could be replicated only if subsequent
context was available. The implications are discussed for models of word recognition in continu­
ous speech.

A decade and a half of research on the recognition of
words in fluent speech has demonstrated that under the
right conditions listeners can apply acoustic and higher­
level information to this task more or less instantaneously
(Grosjean, 1980; Marslen-Wilson, 1973; Marslen-Wilson
& Tyler, 1980; Marslen-Wilson & Welsh, 1978). Models
of word recognition designed around these fmdings have
consequently emphasized the optimal functioning of word
recognition processes. The following descriptions of the
process of listening to speech appear to describe a device
that utilizes preceding context only and that starts a new
cycle at the onset of each new word:

Utterances are indeed understood as they are heard; ...
the listenerconstructsa syntactic and semanticinterpreta­
tion of the input word-by-word as he hears it, and ... he
actively uses this information to guide his processing of
thesubsequent wordsin the string. (Marslen-Wilson, Tyler,
& Seidenberg, 1978, p. 240)

Speech is processed sequentially, word by word ... the
words in an utteranceare recognized one after another ...
listenersknowwhere wordsbeginand end by recognizing
them in order. (Cole & Jakimik, 1980, pp. 133-134)

We suggestthat in perception of conversational speechun­
der good listeningconditions, recognition of one word is

This study was supported by Grant GRlC78377 from the Science and
Engineering Research Council (U.K.) to H. S. Thompson and E. G.
Bard. Speech materials were drawn from those prepared under the
auspices of grants by the Education and Social Science Research Coun­
cil (U.K.) to J. Laver and E. G. Bard (HR 6130) and to G. Brown
(HR 3601). The authors wish to thankGill Brown for the use of these
materials and Henry Thompson, John Laver, and the members of the
Centre for Cognitive Science Workshop on Speech Processing for dis­
cussion and encouragement. Reprint requests should be sent to E. G.
Bard, Centre for Speech TechnologyResearch, University of Edinburgh,
80 South Bridge, Edinburgh EHI lHN, Scotland.

complete before recognition of the following wordbegins.
(Cole & Jakimik, 1980, p. 149)

Increasingly, however, it has been suggested that the
human speech recognition mechanism operates in a more
varied fashion than these statements imply. Experimen­
tal evidence of less than optimal processing dates from
the experiments of Pickett and Pollack (1963; Pollack &
Pickett, 1963, 1964), who used a gating technique in
which listeners were asked to identify all the words con­
tained in successively longer substrings of recorded ut­
terances. Pickett and Pollack found that intelligibility in
all word positions in an utterance increased with the length
of the substring presented: not only did later words in the
string become easier to recognize, but earlier words were
often belatedly recognized as subsequent words were
added. More recently, Grosjean (1985) presented seman­
tically uninformative sentence onsets followed by 50­
msec-gated short, rare monosyllabic nouns and brief sen­
tence completions. Recognition was often achieved some
time after the acoustic offset of the nouns, and confidence
in those recognitions peaked only within some subsequent
word. Furthermore, words often were not recognized in
the order in which they had been spoken, so that when
some words were being recognized, their subsequent con­
texts were already available.

More recent models accordingly have offered a num­
ber of alternatives to a strictly left-to-right and word-by­
word device. Marslen-Wilson (1987) proposed that com­
peting word hypotheses may be actively pursued over a
stretch of input corresponding to more than one word,
so that recognition may occur well after word offset. Gros­
jean and Gee (1987) and Cutler and Norris (1988) sug­
gested that one of the mechanisms involved in word recog­
nition waits for syllables of particular clarity and is not
set off at every actual or potential word onset. Like
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Marslen-Wilson's, these approaches allow for the recog­
nition of words after their acoustic offsets, although the
models differ in the extent to which they specify the cases
in which postoffset recognition is most likely and the
mechanisms that are involved.

At present, however, there are very few facts about late
recognition to which theories such as these might con­
form. Although Grosjean's (1985) experiment established
that late recognition can occur, it did not establish the
generality of the phenomenon, because it dealt exclusively
with rare lexical items preceded by contexts offering lit­
tle semantic constraint. The purpose of the present study
was to provide a normative account of late recognition.
On the basis of a large-scale study of the recognition of
words in conversational speech, we sought to determine
whether the recognition of words after their acoustic off­
sets is a marginal phenomenon, such as might be attributed
to random error in an essentially efficient left-to-right
process, or whether the phenomenon has characteristics
that invite further explanation.

The work centers around a number ofquestions. First,
do late recognitions actually occur often enough to be of
interest? Should they be extremely rare, they may well
be seen as the random error in an otherwise efficient
process. Second, is subsequent context implicated in any
way in the process of late recognition? Only if it is can
an account of the phenomenon be distinguished from one
in which the processor works in strict chronological order,
but with variable delays for processing. Third, are late
recognitions randomly distributed over word tokens, as
they would be if a truly random process were involved,
or are they associated with particular characteristics of
words? Because many characteristics of words have
known relationships to the recognition process, the task
of relating them to late recognition is a preliminary to
modeling the mechanisms involved.

These three questions are pursued in Experiment 1 by
means of a word-level gating experiment on a sample of
utterances randomly selected from audio recordings of
conversations. Both the materials and the technique
deserve comment.

The use of spontaneous, conversational speech in this
study was motivated by the assumption that such speech
is what listeners most often process. Conversational
speech has well-documented structural and phonological
characteristics that are minimized in read texts (Dalby,
1984; Shockey, 1973) and that are almost certainly not
optimal for a strictly left-to-right processor because they
obscure the intended relationship between the sound
produced and its correct phonological representation. If
listeners regularly process less than optimal input, the ad­
ditional difficulty of preparing conversational materials
is worthwhile.

The gating technique (Cotton & Grosjean, 1984; Gros­
jean, 1980; Pickett & Pollack, 1963; Pollack & Pickett,
1963, 1964; Tyler & Wessels, 1983, 1985) is a well-

established method for examining the point at which word
recognition takes place. In the present study, the issue was
how often and how far recognition lags behind the com­
pletion of the word's acoustic form rather than when
within a word its recognition might occur. Accordingly,
stimuli were presented in substrings, starting with the first
word alone, and with each successive substring one word
longer than its predecessor. The early recognition data
suggest that a word should often be recognized on its first
presentation when prior context and full acoustic form are
both available. If a word is not recognized until one or
more following words have been presented, then a late
recognition is recorded.

A fourth question arises from the technique itself. Are
late recognitions in the present study due to the effects
of subsequent context or to various changes made to the
original conversational stimuli when they are gated? Ex­
periments 2 and 3 provided the necessary controls.

EXPERIMENT 1

Method
Subjects. Subjects were 48 members of the University of Edin­

burgh undergraduate and postgraduate community. All reported hav­
ing normal hearing. All had been resident in Edinburgh for at least
2 years and could be expected to have encountered the range of
accents represented in the corpus used in the experiment.

Materials. The utterances used in the experiment were assem­
bled from two taped corpora of conversational English (Bard & An­
derson, 1983; Brown, Currie, & Kenworthy, 1980). Both corpora
consisted of lengthy conversational dialogues between naive sub­
jects and an experimenter and were recorded on professional au­
dio equipment in a quiet situation. We selected 12 speakers, 6 male
and 6 female, from each corpus, to include a range of the accents
encountered in the Edinburgh area. For each speaker, 12 utterances
were randomly selected, making a total of 288 utterances.

The decision that a particular string of words constituted a sin­
gle utterance was made on grammatical and prosodic grounds. Ut­
terances that were indistinct as a result of background noise or over­
lapping with the conversational tum of the second speaker were
dismissed. For each utterance actually used in the experiment, an
average of 0.6 utterances were rejected because of background noise,
and another 0.95 because of interruptions by the second speaker.
Thus the materials represent that part of conversational speech in
which perceptual processes do not have to overcome extraneous
noise.

Of the 288 utterances, 67 contained disfluencies such as filled
pauses (37 instances, not necessarily in different utterances), repe­
titions of complete words or phrases (13 instances), syntacticl
semantic reformulations (22 instances), and false starts to words
(17 instances). For purposes of segmentation, filled pauses, false
starts, and contracted forms such as I71 or didn't (112 instances)
were all counted as single words. The utterances varied consider­
ably in length, with a range from 1 to 22 words and a mean of 6.7
words.

The utterances were digitized at l0000-Hz through a low-pass
(5000-Hz) filter. Gates were set at word boundaries as determined
auditorily and visually from the time-amplitude waveform in such
a way that each gate finished immediately before the onset of material
recognizably belonging to the next word. Gated output automati­
cally generated from the digitized utterances was directed to a tape
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recorder. The output began with the first word of the utterance and
was incremented by one word per presentation until the whole ut­
terance was included. The time between word presentations began
at 3.5 sec and was incremented by 400 msec after each gate up to
a maximum of5.5 sec, to allow subjects more time to make lengthier
responses.

Four audiotapes were produced, with all 24 speakers represented
on each tape in a different random order. Three different, randomly
chosen utterances from each speaker appeared in a block on each
of the four tapes; however, repetition of content words by the same
speaker in different utterances was avoided as far as possible on
anyone tape. Each block of three trials was preceded by an un­
gated adaptation utterance from that particular speaker. The same
adaptation utterance for each speaker was played on all four tapes.
Each tape began with a practice block, starting with an adaptation
utterance from a speaker not involved in the main part of the ex­
periment, followed by three gated utterances from the same in­
dividual. These trials were followed by the 72 trials of the experi­
ment proper. In each case, the adaptation utterance was preceded
by two tones and the beginning of a gated item by three.

Procedure. The subjects were provided with a complete list of
the adaptation utterances and were told that the utterances would
be gated in increments of one word, with the exceptions outlined
above. They were instructed to listen carefully to the gated presen­
tations of the utterances and at the end of each gate to write down
all the words it contained, using prearranged symbols to indicate
that the previous transcription stood or that they were unable to
produce any guess for a word. The subjects were, however, urged
to try to identify each word and were cautioned against tampering
with their written answers to earlier presentations rather thanadopt­
ing a new transcription for the new presentation. The subjects
listened to the three practice trials and were given a further chance
to ask questions. Responses to each utterance were recorded on a
separate sheet of paper containing a box for each word of each
presentation, but not indicating how many words any utterance
would contain.

The subjects were tested individually or in pairs, in a recording
studio. The tape was played over a loudspeaker situated approxi­
mately 2 m from the SUbjects.The experiment was run in two ses­
sions of approximately 45 min, separated by a short rest break.

Results
The 288 utterances in the materials contained a total

of 1,930 word tokens. Of these, 288 tokens were
utterance-final. Because these were presented only once,
there was no experimental trial on which they could have
been recognized late. Fifty-five additional tokens were
fragments or filled pauses, and it is unclear whether nor­
mal word recognition processes should be expected to
operate on these items. Consequently, 343 items in all
were eliminated from the analyses reported below.

Each of the remaining 1,587 word tokens was presented
on at least two trials to each of 12 subjects. This gave
19,044 recognition outcomes (i.e., individual listeners'
attempts to recognize individual word tokens over multi­
ple trials) through which the time course of recognition
could be traced. Each recognition outcome was classified
as a successful recognition on the first presentation with
prior context only (immediate), a successful recognition
in the presence of subsequent context (late), or a failure
to recognize (missed). In the analyses presented below,
the original word and its homophones, with or without
the correct inflection, were scored as correct recognitions.

Other marking schemes, including the one accepting only
perfect orthographic transcription, give substantially the
same results.

To justify examining results as a whole without atten­
tion to by-subject or by-materials means, it was neces­
sary to demonstrate that the data were homogeneous.One­
way analyses of variance (ANOVAs) for experimental
groups (4) were performed both by subjects and by
materials on the percentages of responses in each of the
three recognition categories. Except for a tendency of one
group to produce fewer missed recognitions than the
others [Fl(3,44) = 3.14, P = .03; Fl(3;251) = 1.39,
n.s.], there were no differences among groups on any
measure. Furthermore, late recognitions, the category of
most interest, occurred in all but 12 of the 259 multiword
stimuli and in the responses of all subjects. Data were ac­
cordingly summed over stimuli and subjects for the anal­
yses of the incidence and patterns of late recognition set
out below. For multiple regression analyses that explored
the relationship of late recognition to a number of stimu­
lus characteristics, outcome probabilities were calculated
by word token.

Frequency of late recognitions. The first question to
be answered by this experiment was whether late recog­
nition is only a marginal process. Figure 1, which dis­
plays the distribution of outcomes by recognition point,
shows that it is not. Although the majority of recognition
outcomes (69%) yielded success on the word's first
presentation with prior context only, 19% of all outcomes1

and 21 % of all successful outcomes were late recogni­
tions. The mean percentage of late recognitions was sig­
nificantly different from zero [Fl(l,44) = 547.45,
p < .0001; Fl(1,59) 376.38, p < .0001;
minF'(l,I02) = 223.04, p < .0001].

These late recognitions were not merely an artifact of
the interruption of word-final coarticulation. Approxi­
mately 35% of them were identified not at the presenta­
tion of the next word, but later stilL The mean number
of subsequent words needed for late identification was
closer to two than to one (M = 1.69, SD = 1.32).

Patterns of late recognition. The second question was
whether subsequent context appeared to be in any way
implicated in the process of late recognition. The answer
is derived from a subclassification of late recognitions on
the basis of the subsequent words correctly identified at
the time of recognition.' Table 1 gives examples of the
resulting categories, and Figure 2 displays the distribu­
tion of late recognitions among them. The categories are
discussed below, in ascending order of evidence for a
right-to-left flow of information. A conservative assump­
tion has been adopted in forming these categories, namely,
that right context can bear on recognition only if the words
in that right context are correctly identified. In reality,
even if words following an item are not correctly identi­
fied, they may contribute information to the recognition
process insofar as the listener correctly hypothesizes their
syntactic categories or correctly perceives any of the
acoustic information that they contain. Thus the follow-
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Figure 1. D.ributioo ofrecognitioo ootcomes (n=19,044) in Experiment 1 by rec0g­

nition point. Responses for fragments, filled pauses, and utterance-fmal words are
omitted.

ing results are underestimates of the potential extent of
right-to-left information flow.

Category 1: Sequential recognitions. Recognitions in
this category consist of a single word recognized on a
presentation later than its first (i.e., in the presence of
subsequent context), but before any of the subsequent
words have been correctly identified. Table I gives an
example of a gated stimulus and a sequential late recog­
nition: the first instance of the in the utterance is recog­
nized on its third presentation while the responses reader
(for leader) and on (for of) are still incorrect.

This pattern provides no direct evidence that any aspect
of subsequent context affects the recognition of the. When
the word is eventually recognized, the listener has not
identified any subsequent words that might augment the
usable context. Consequently, this sort of late recogni­
tion could be interpreted as the delayed arrival of a per­
cept in a temporally sequential system.

Sequential recognitions, however, account for only 9%
of all late recognitions.

Category 2: Simultaneous recognitions. In this category
of late recognitions, a word is first recognized on the same

Table 1
Temporal Patterns of Late Recognition Found in Experiment 1

Stimulus Sequence

HE'S
HE'S THE
HE'S THE LEADER
HE'S THE LEADER OF
HE'S THE LEADER OF THE
HE'S THE LEADER OF THE LABOUR
HE'S THE LEADER OF THE LABOUR PARTY

Category

Sequential

Response Sequence

HE'S
HE'S a
HE'S a reader
HE'S THE reader on

Complete Partial

Simultaneous
HE'S HE'S
HE'S a HE'S a
HE'S a reader HE'S a reader
HE'S THE LEADER OF HE'S THE reader OF

Nonsequential
HE'S
HE'S a
HE'S a LEADER
HE'S a LEADER OF
HE'S THE LEADER OF THE

Note-Uppercase words indicate correct responses. Italics indicate the word whose recognition outcome
exemplifies the named pattern.
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YIgUI'e 2. DNribution of late recognition<; (n=3,556) in Experiment 1 by tem­
poral pattern. Responses for fragments and filled pauses are omitted.

late presentation at which words between it and the end
of the gate are also first recognized. A simultaneous recog­
nition may be complete, when all the subsequent words
are recognized at once, or partial, when only some of
them are identified. Both types are exemplified in Table 1.

Although the failure of left-to-right processes may ac­
count for the formation ofa queue of unrecognized words
at the end of a stimulus, the resolution of this queue into
a string of late recognitions is most simply explained in
terms of information becoming available at the right end
of the string. The event that we know has occurred at the
point at which recognition is achieved is the presentation
of a new word at the end of the stimulus. In comparison,
purely left-to-right explanations of strings of simultaneous
recognitions appear to be more complex, since they ig­
nore this known event in favor of unspecified covert
processes involving only the left context of the unrecog­
nized words.

Complete simultaneous recognitions represent 70% and
partial simultaneous represent 3% of all late recognitions.

Category 3: Nonsequential recognitions. This category,
which represents the strongest evidence for the effects of
subsequent context, includes instances where the order
in which words are recognized differs from the order in
which they were said. In the example in Table I, the first
the is recognized only on its fifth presentation, after
leader, of, and the second occurrence of the have been
correctly perceived. Because these three words have al­
ready been recognized, the listener has some basis for
generating higher-level information that may be applied
to the disambiguation of an earlier word form.

This category accounted for 18% of all late recog­
nitions.

Figure 2, which summarizes these results, shows that
the bulk of late recognitions fall in those categories (simul­
taneous and nonsequential recognitions) which are difficult
to account for in terms of left context alone.

Factors associated with late recognition. The third
point of interest was whether late recognitions occurred
randomly with respect to the characteristics of the words

being recognized, as might be expected if the process of
late recognition represented random error in the opera­
tion of the speech recognition device. In fact, whether and
when a word was recognized depended to a significant
degree on the characteristics of that word.

Multiple regression analyses were used to explore a
number of potentially relevant characteristics of stimu­
lus words. For these analyses each word was first as­
sociated with a number of independent variables relating
to it as a lexical item or word type. For each word, sylla­
ble length, as determined from dictionary forms, classifi­
cation as e function-ot-coment word, and frequency ofoc­
currence (Francis & Kucera, 1982) were recorded.
Variables associated with each word as a word token in
a particular utterance were also recorded. For each stimu­
lus word, millisecond length was calculated from the du­
ration of the gate introducing the word. To reflect the po­
sition ofeach word token within its utterance, the number
of preceding words and the number of following words
within the utterance were used. Separate multiple regres­
sions were run by the set-hierarchical method of Cohen
and Cohen (1983, chap. 4, pp. 137ff.) to determine the
utility of type and token variables as predictors of each
of the three classes of recognition outcome: immediate,
late, and missed.

In each case, independent variables associated with the
words as tokens added significantly to the predictive power
of equations containing only variables associated with the
words as types. Table 2 lists standardized correlation
coefficients from equations containing both type and token
variables.

As this table shows, several of the variables that were
examined make independent contributions to the deter­
mination of a word's recognition point. Longer words (as
measured in milliseconds), content words (nouns, verbs,
adjectives, etc.), and words further from the beginning
of an utterance were more likely to be recognized on their
first presentation. Function words (conjunctions, prepo­
sitions, articles, auxiliary verbs, etc.), shorter words
(measured in milliseconds), and words closer to the be-
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Table 2
Multiple Regression Equations for Each Category of Recognition Outcome in Experiment 1,

Including AU Words, Content Words, and Function Words

Independent Variables

Dependent Functor! Syllable Word Preceding Following Length Multiple
Variable Contentive Length Frequency Words Words (in msec) Intercept R' F df

All Words

% Irnrnediate .10* -.00 .03 .24§ -.02 .31§ .54 .20 64.10 6,1567
% Late -.07* -.02 .00 -.14* .08t -.30§ .26 .16 49.07 6,1567
% Missed -.08t .03 -.05 -.22§ -.06t -.18§ .20 .09 25.38 6,1567

Content Words

% Immediate .01 -.lIt .23§ .04 .29§ .52 .17 24.93 5,628
% Late -.07 .06 -.16§ -.02 -.26§ .29 .13 19.27 5,628
% Missed .05 .11 -.19§ -.05 -.19§ .19 .08 11.15 5,628

Function Words

% Inunediate .00 .05 .24§ -.05 .29§ .38 .15 33.42 5,935
% Late -.04 -.01 -.12* .12* -.28§ .36 .12 25.07 5,935
% Missed .04 -.06 -.24§ -.06 -.14* .27 .07 14.84 5,935

Note-All F values have p < .0001. *p < .025. tp < .01. *p < .001. §p < .0001.

ginning of the utterance were more likely to be recog­
nized late or not at all. Those that were closer to the end
of the utterance, where the opportunity for late recogni­
tion was limited, were more likely not to be recognized
at all; those further from the end of the utterance (i.e.,
in longer utterances) were more likely to be recognized
late. Thus length, distance from utterance onset, and form
class affect whether or not a word is recognized immedi­
ately. If not, whether it is recognized at all depends on
the number of additional trials available.

These equations show that the function/content word
variable makes a predictive contribution independent of
word length and position, but they cannot reveal whether
function and content words were affected by the same
variables to the same degree. Two further analyses tested
for qualitative differences between these two classes of
words.

First, separate multiple regression equations were cal­
culated for functors and contentives. There was a signifi­
cant difference within each pair of equations [for immedi­
ate recognitions, F(6,1563) = 5.95,p < .00001; forlate
recognitions, F(6,1563) = 4.86, p < .00006; for missed
recognitions, F(6,1563) = 3.27,p < .003]. As Table 2
shows, however, these differences must have been due
largely to a main effect of word class, since this is indi­
cated by the differences between the intercepts of the equa­
tions. Interaction between word class and other variables
takes the form of differences in the standardized regres­
sion coefficients for these other variables within each pair
of equations. Yet the differences here are slight. For the
strongest predictor variables, millisecond length and num­
ber of preceding words, the regression coefficients were
virtually indistinguishable. Thus, although the 23% of
function words and the 12% of content words that were
recognized late were subject to similar effects of word
length and position in utterance, the major difference be­
tween the word classes is that function words seemed to

be more likely to yield late recognitions simply by virtue
of being function words. Similar arguments could be made
for the 62% of functors and 81% of contentives recog­
nized immediately and for the 15% of functors and the
7% of contentives that were missed.

The second analysis compared the distribution of func­
tion and content words among the three patterns of late
recognitions identified above (Figure 2). The distributions
did not differ significantly [X2(2) = 2.32, n = 3,556,
n.s.], with 8% of the late-recognized function words and
9% of the late-recognized contentives classed as sequen­
tial recognitions, 73% of late function words and 74%
of late content words as simultaneous recognitions, and
19% oflate function words and 17% oflate content words
as nonsequential recognitions. As far as these variables
are capable of showing, the recognition outcome of all
words, functors or contentives, depends on similar
processes and follows similar patterns.

Discussion
Experiment 1 was intended to determine whether the

late recognition of words in running speech is anything
other than an error in the operation of a mechanism that
normally decodes word shapes in their chronological order
and with the aid of prior context alone. The results sug­
gest that late recognitions are not a marginal phenome­
non. First, late recognitions are common enough to war­
rant theoretical attention. In a sample of 19,044 attempted
word recognitions, just over 1 in 5 successful recogni­
tions occurred only when some part of a word's subse­
quent context was available. Second, late recognitions are
not readily accounted for in terms of processes that use
only prior context and move in chronological order one
word at a time. In fact, only 9% oflate recognitions could
be explained in this way. Like Grosjean's (1985) find­
ings for monosyllabic nouns, the vast majority of late
recognitions conformed to patterns that suggest that the
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human word recognition device has access to subsequent
as well as prior context. Third, late recognitions are not
randomly distributed over spoken words. Significant
proportions of the variance in the frequency of each of
the three possible types of recognition outcome were ac­
counted for by characteristics of the stimuli. Moreover,
these characteristics are known to have psycholinguistic
consequences.

The fact that longer words of all categories were more
likely to be recognized with left context only and shorter
words to be late or missed is readily related to the long­
established positive correlation between word length and
word intelligibility (Rosenzweig & Postman, 1958). The
finding that words close to the beginning of the utterance
are more difficult to recognize on their first presentation
and more likely to be recognized later or not at all fits
quite comfortably with position effects in the word
monitoring results of Marslen-Wilson and Tyler (1980)
and with the processing difficulties encountered by Woods
et a1. (1976) within automatic speech recognition. The
greater propensity of contentives to be recognized with
left context only and of functors to be recognized late or
not at all conforms to what might be predicted from their
behavior on other tasks (Bradley, 1978).

The nature of a mechanism capable of creating these
effects will be discussed later. First, it is necessary to show
that the results of Experiment 1 were not an artifact of
the peculiarities of the gating technique as used here. Ex­
periment 2 dealt with the effects of using utterance-length
stimuli removed from their natural discourse context. Ex­
periment 3 controlled for the repetition of stimuli within
the standard gating technique and for the effects of the
artificial word segmentation used in word-level gating. 3

EXPERIMENT 2

In Experiment 1, the only prior context available to
listeners came from within the gated utterance itself. The
rest of the discourse in which the stimulus utterances had
been produced was not presented. But if left-to-right
processes had been able to operate over the true left con­
text of the stimuli-that is, the full prior discourse-they
might have sufficed for first-trial recognition in many
more cases.

This explanation seems plausible in view of the find­
ing (Bard, Anderson, & Laver, 1982) that speakers tend
to give less careful articulation to content words that have
occurred recently in a discourse than to the same words
on their first occurrence. For instance, if the recently
preceding discourse had mentioned cars, subsequent
tokens of car or cars might be less carefully articulated
to the point that they could not be deciphered without
reference to their extended discourse context. Further­
more, access to the full prior discourse would give
listeners considerably more exposure to idiosyncrasies of
accent and voice quality than was possible with the adap­
tation utterances in Experiment 1.

In Experiment 2, subjects were provided with the
preceding discourse context, represented by the full taped
dialogue up to and including utterances that had elicited
substantial numbers of late recognitions in Experiment I.
The utterances themselves were represented by the same
gated stimuli as in the earlier experiment. If the late recog­
nitions of Experiment 1 were artifacts of the impoverished
discourse environment in which stimuli were presented,
then they should be replaced here by immediate recogni­
tions. If dependence on subsequent information is a
characteristic of word recognition in natural conditions,
however, extending the prior context should have little
effect on recognition patterns.

Method
Subjects. The subjects were 48 students at the University of Edin­

burgh who had not taken part in Experiment I.
Materials. For 2 male and 2 female speakers, the six utterances

producing the greatest number of late recognitions in Experiment I
were selected. An audiotape was produced for each speaker, in­
cluding a copy of the original dialogue with the six critical utter­
ances replaced by the gated versions of the same utterances that
had been used in Experiment I. A series of three tones was added
to the tape before each gated utterance. Two tones preceded the
resumption of the dialogue.

Procedure. The subjects listened to the tapes over headphones.
Each of the four tapes was heard by 12 subjects. In each case, the
subjects heard all of the taped dialogue containing the gated utter­
ances, up to the end of the last gated item. They were instructed
to listen carefully to all of the conversation and to write down the
words contained in each gate of the gated utterances. The rest of
the instructions were as before.

Results
Although addition of prior discourse context in Experi­

ment 2 reduced the.rate of late recognitions and the aver­
age delay to recognition, it did not eradicate them. As
Figure 3 shows, late recognitions fell from Experiment 1
levels and immediate recognitions rose, whereas the num­
ber of missed items remained constant. Although the dis­
tributions differed across the two experiments [X1(2) =
14.51, P < .05, n = 5,496 for all responses; X1(1) =
14.33,P < .05, n = 5,037 for successful recognitions],
late recognitions still represented 19% of all outcomes and
21 % of all successful recognitions. The mean number of
presentations to recognition for words actually recognized
fell from 2.69 in Experiment 1 to 1.90 [t(249) = 2.24,
P < .025J.

In other respects, the additional left context did not ap­
pear to change the nature of the late recognition process.
As Figure 4 shows, the proportions of late recognitions
in these materials that could be classed as sequential,
simultaneous, and nonsequential were essentially the same
as in Experiment 1 [r(2) = 0.74, n.s., n = 1,161J. Also,
as Table 3 shows, multiple regression equations for Ex­
periment 2 stimuli failed to differ from equations for the
same stimuli heard within Experiment 1 [all Fs(8,438)
< IJ: the same factors determined recognition outcome.
Interestingly, even the detrimental effect of proximity to
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Figure 3. Distribution of recognition outcomes by recognition point for materials
presented with full prior discourse context (Experiment 2) or with prior within­
utterance context only (Experiment 1).

utterance onset reappeared in this experiment, despite the
fact that utterance onset was no longer the onset of left
context.

Thus the absence of prior discourse context in Experi­
ment 1 was not responsible for the bulk of the late recog­
nitions recorded there, for the patterns they assumed, or
for the stimulus characteristics associated with them. It
does seem, however, that the completeness of prior con­
text determines when the late recognition is finally
achieved: with more prior context, less subsequent con­
text is needed. The finding that the same words were
recognized with different delays in the two experiments
is consistent with the view that the recognition device

D Experiment 2 (n = 523)

needs some disambiguating information, but not some par­
ticular piece of disambiguating information in each case
of late recognition. Such a mechanism cannot depend on
a particular word or syllable to enable it to discharge pend­
ing recognitions, but will address the task of recognition
in a way determined by the combination of prior context
and word shape available at the time.

EXPERIMENT 3

Experiment 1 shared two characteristics of conventional
gating tasks that might be suspected ofcontributing to the
number of late recognitions that listeners produced. One

D Experiment 1 (n = 638)
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Figure 4. Distribution by temporal pattern of late recognitions for materials
presented with full prior discourse context (Experiment 2) or with prior within­
utterance context only (Experiment 1).
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dfF

Table 3
Multiple Regression Equatiens for Each Category of Recognition Outcome for Words Presented With (Experiment 2)

and Without (Experiment I) Full Prior Discourse Context
------------------

Independent Variables

Dependent Functor/ Syllable Word Preceding Following Length Multiple
Variable Contentive Length Frequency Words Words (in msec) Intercept R'

Full Discourse

% Immediate .25t -.11 .10 .34§ .04 .22t .33 .20 9.31§ 6,220
% Late -.24t .02 -.09 -.33§ -.05 -.24t .53 .23 1O.88§ 6,220
% Missed -.13 .16* -.06 -.16* .00 -.07 .14 .05 1.90 6,220

Utterance Only

% Immediate .19* -.05 .03 .34§ .00 .26:j: .27 .25 12.39§ 6,220
% Late -.17t -.02 .02 -.30§ -.05 -.24t .59 .23 11.12§ 6,220
% Missed -.08 .12 -.09 -.19* .09 -.13 .14 .09 3.42 6,220

*p < .05. tp < .01. :j:p < .001. §p < .0001.

characteristic is the artificial segmentation of the utter­
ance imposed by the process of gating. The other is the
repetition of stimuli in successive gates. These are ex­
amined factorially in Experiment 3.

In Experiment I, gates ended at word boundaries. The
segmentation of utterances into words may supply the
listener with information that he/she would otherwise have
to derive actively. Though this information might facili­
tate recognition, the interruptions might just as easily dis­
rupt the timing and continuity of recognition processes.
Where the discontinuities in the early part of an utterance
have misled the subject into an incorrect interpretation,
mistakes may propagate through the utterance until the
erroneous interpretation becomes totally untenable. The
listener may then abruptly change interpretations and
produce numerous late recognitions. Experiment 3 con­
trols for this possibility by presenting one word per ut­
terance under two conditions: in one, the whole utterance
is gated, as in Experiment I, and in the other, the first
gate for the utterance contains all the words up to and in­
cluding that critical word. If segmentation promotes late
recognitions, then this unsegmented control will produce
more immediate and fewer late recognitions than the seg­
mented replication of the earlier experiment.

The gating method used in Experiment I also leaves
open the possibility that late recognitions resulted not from

the processing of additional context with each new gate,
but from the additional processing of the original acous­
tic material which is repeated in all the succeeding gates.
Cotton and Grosjean (1984) have shown, however, that
responses to individual gates presented to different
listeners do not differ substantially from responses to the
same gates presented in sequence to a single group of
listeners. Experiment 3 provides an additional control for
repetition by directly testing the hypothesis that late recog­
nitions are caused wholly or largely by repetition of the
stimulus word. Conditions in which an utterance is gated
to the end of a particular word and then merely repeated
without subsequent context are contrasted with those in
which the same number of subsequent presentations con­
sist of the original gates with subsequent context, as in
Experiment I. If it is repetition and not subsequent con­
text that is responsible for late recognition, both condi­
tions should show the same proportion of late recogni­
tions, because in both the critical word is repeated. If,
however, the subsequent context is crucial, then only the
with-subsequent-context condition should produce many
instances of late recognition.

The factorial design of Experiment 3 appears in Ta­
ble 4. To deal with segmentation, each utterance is
presented up to and including its single critical word either
segmented, like the examples in the first row of the ta-

Table 4
Stimulus Sequences for Experiment 3

Right Context

Left Context With Subsequent Context Without Subsequent Context

Segmented He's
He's the
He's the leader
He's the leader of
He's the leader of the
He's the leader of the Labour
He's the leader of the Labour Party

He's
He's the
He's the leader
He's the leader
He's the leader
He's the leader
He's the leader

Unsegmented He's the leader
He's the leader of
He's the leader of the
He's the leader of the Labour
He's the leader of the Labour Party

He's the leader
He's the leader
He's the leader
He's the leader
He's the leader

Note-Only the italicized word is scored.
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ble, or unsegmented, like those in the second. Once the
gate ending with the critical word has been presented, it
is repeated either with subsequent context, as illustrated
in the first column of the table, or without subsequent con­
text, as in the second column. If segmentation generates
artificially high numbers of late recognitions, then the
number of late recognitions will differ across rows. If
repetition of stimuli is what allows late recognition to be
achieved, then late recognitions will be the same across
columns, because both conditions involve repeating the
stimulus. If subsequent context is what makes late recog­
nition possible, however, then only the patterns in the first
column of the table will produce late recognitions.

Method
Subjects. Subjectswere 48 students from the University of Edin­

burgh: none had taken part in any of the previous experiments.
Twelve were run in each condition.

Materials. From the 288 items used in Experiment 1, 60 were
selected which contained one word recognized late by at least 3
of the 12 subjects. These 60 reliable instances of late recognition
contained 15 from each of the following four categories:
(1) sequential recognitions; (2) short complete simultaneous recog­
nitions, in which two consecutive words were recognized on the
first presentation of the second word; (3) long complete simulta­
neous recognitions, in which three or more consecutive words were
recognized on the first presentation of the last word in the string;
and (4) nonsequential recognitions. The partial simultaneous
category did not provide a sufficient number of reliable instances
for inclusion. In 9 of the 15 items in each category, the critical word
was utterance-medial; in the remaining 6, it was utterance-initial.

The sequences corresponding to the four cells of Table 4 were
made from the original gated stimuli. For each utterance, the gat­
ing of subsequent context continued until the last point at which
a listener in Experiment 1 had come to recognize the critical word,
and the corresponding stimulus in the without-subsequent-context
conditions used the same number of repetitions. One audiotape was
prepared for each cell of the design.

Procedure. The stimulus materials were presented to the sub­
jects over headphones. Subjects in the segmented/with-subsequent­
context condition received the instructions given in Experiment 1.
Subjects in the other conditions received appropriate descriptions
of their stimulus materials, used appropriate practice items, and,
in the case of the unsegmented left context conditions, had inter­
stimulus intervals beginning with 12 sec. In other respects, the
method was the same as in Experiment 1.

Results
To determine whether the segmented/with-subsequent­

context condition replicated the results of Experiment 1,
the distribution of recognition outcomes was compared
with the distribution for the corresponding items in the
earlier experiment. The differences were minimal: per­
centages of Experiment 1 and Experiment 3 outcomes in
each class, respectively, were 27% and 33% immediate
recognitions, 60% and 50.4% late recognitions, and 12%
and 16% failures to recognize [X2(2) = 2.17, n = 200,
n.s.].

Next, separate pairs of2 (segmented, unsegmented) x
2 (with subsequent context, without subsequent context)
ANOVAs were run on numbers of immediate, late, and
missed recognitions. Subjects were nested in cells, and

stimuli were crossed with both factors. Figure 5 displays
the mean results for each cell.

The segmentation of sentences at word boundaries did
not reduce the number of immediate recognitions or in­
flate the number of late recognitions achieved. In fact,
none of the three dependent variables showed a main ef­
fect of the segmentation of prior context or any interac­
tion with segmentation (all F values for these effects have
p > .10).

The only significant effects were due to the presence or
absence of subsequent context. The mean number of late
recognitions was greater with subsequent context than
without [30.79 and 3.08, respectively: FI(1,44) = 366.27,
p < .0001; F2(1,59) = 231.73,p < .0001; minF'(1,I02)
= 141.93,p < .001]. Themeannumberofmissedrecog­
nitions was less with subsequent context than without
[9.125 and 43.79, respectively: FI(1,44) = 814.03,
p < .0001; F2(1, 59) = 279.55,p < .0001; minF'(I,92)
= 208.09, P < .001]. Because subjects were unable to

, better theiroriginal guesses given repetition alone, the con­
clusion that subsequent context is responsible for the late
recognitions is compelling.

It would appear that listeners could not make use of sim­
ple repetition even when they intended to do so. Subjects
in the repetition-without-subsequent-context conditions
produced fewer immediate recognitions of critical words
than those in the with-subsequent-context conditions
[13.13 and 20.08, respectively: FI(1,44) = 22.55,
p < .0001; F2(1,59) = 34.36,p < .0001; minF'(1,91)
= 13.61, p < .005]. Because the prior contexts were
matched across these conditions, the effect on first-trial
recognitions could not have been due to left context. Nor
could it have been attributed to the content of right con­
texts, for these had not yet been heard when the critical
word was first presented.

Instead, subjects in the repetition-without-subsequent­
context conditions might merely have been holding back
their guesses in the expectation of being able to improve
on them in the course of further presentations of exactly
the same material. But with no further information forth­
coming, the total number of correct identifications
scarcely rose (by an average of 3.08 late recognitions)
with subsequent presentations. In fact, the average num­
ber of recognitions over all trials in these conditions
(16.21) is close to what subjects in with-subsequent­
context conditions achieved on first trials alone (20.08).
Because the without-subsequent-context subjects had no
more pertinent information on their last trials than both
groups had had on their first presentations of these same
critical words, it is not surprising that similar results were
obtained. Because the with-subsequent-context subjects
produced many late recognitions (30.79 on average), they
ultimately recognized a large proportion ofcritical words
(50.87 out of 60, or 85 %). This recognition rate is within
the reported range of recognition accuracies for careful
transcription of dialog (see Note 1). It seems, then, that
subjects in the without-subsequent-information conditions
employed an ad hoc strategy which failed, whereas sub-
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jects who heard subsequent context achieved what is nor­
mal in the recognition of conversational speech.

GENERAL DISCUSSION

The answers to the four central questions posed in the
introduction to this paper all indicate that late recogni­
tion is a phenomenon of theoretical interest rather than
the product of random error. First. late recognitions were
not rare, but accounted for roughly one in five words
recognized. Second. the majority of observed late recog­
nitions followed patterns which are not readily explained
as the result of left-to-right processes alone. but appear
instead to implicate right context in the process of recog­
nition. Third, late recognitions were not distributed ran­
domly: word tokens which were recognized late tended
to possess certain characteristics which are known to af­
fect ease of recognition. Finally, late recognitions were
not artifacts of the technique: they persisted when all of
the preceding discourse was made available to listeners
or when earlier parts of the sentence were not segmented
into words, and they could not be made to occur merely
by offering listeners repeated opportunities to examine the
same word and left context. Only the addition of subse­
quent context made late recognition possible.

The characteristics of word tokens associated with late
recognition suggest the sort of processes which may be
involved. The word tokens which were recognized late
tended to be shorter than those recognized with left con­
text alone, possibly reflecting the fact that shorter tokens
are less intelligible, even out of context, than long. The

tokens recognized late were also likely to be those with
inadequate support from left context. Higher rates of late
recognition were associated with smaller amounts of prior
context: words closer to utterance onset and words
presented with only utterance context were more often
recognized late. Late recognitions depended also on
amount of subsequent context: words not recognized on
their first trial were more likely to be recognized late if
more words followed in their utterance. A final charac­
teristic concerns the syntactic and semantic nature of right
contexts and is reflected in the functor/contentive form­
class difference.

Function words were recognized late more often than
were content words. Although a difference in average
length of tokens in the two categories is partly responsi­
ble, the multiple regression equations for Experiment 1
showed an additional, independent effect for the func­
tor/contentive distinction itself. Function words do not
have straightforward interpretations which might be read
without alteration from a conventional dictionary: the in­
terpretation of a function word is often determined by its
subsequent context, as example I illustrates for the word
to:

lao to skip
lb. to my mind
le. to Edinburgh

The choice of function word, like its interpretation, de­
pends on the construction to which it belongs. Whenever
the function word is not the final element in a
construction-and in a pre-positional language such as En-



406 BARD, SHILLCOCK, AND ALTMANN

glish, it most often is not-the choice may be constrained
by subsequent as well as by preceding context. In exam­
ple 2 below, for instance, an unintelligible word follow­
ing eats might be any of the function words listed in paren­
theses. For examples 3a-3b, however, left and right con­
text together restrict the possible choices to a much smaller
set.

2. Benjamin eats __ ... (with, at, on, under, from,
like, the, when, ... )

3a. Benjamin eats __ a spoon. (with, from, without)
3b. Benjamin eats __ the table. (at, on, under)

In example 4, the prior context occurs in a separate ut­
terance, example 4a, but the identity of the function word,
the or a, still depends on both prior context and subse­
quent context. The listener attempting to recognize a short,
indistinct token in the positions marked by blanks would
not be helped by prior sentential context, because at the
point at which the article is said, examples 4b and 4c are
identical. The decisive context in each case is the noun
mug or cup, but which article it selects depends on the
number of mugs or cups previously mentioned. The
asterisked items in examples 4b and 4c are unacceptable.

4a. You'll find a cup and some mugs on the shelf.
4b. Give Adam __ mug. (*the, a)
4c. Give Adam __ cup. (the, *a)

These cases all suggest the value of processing subsequent
context in instances in which function words cannot be
recognized on the basis of their acoustic form alone.

Our findings demonstrate, then, that prior context,
acoustic information, and subsequent context all have
roles in the processing ofconnected speech. As we men­
tioned earlier, models of word recognition have been
designed mainly to explain the roles of prior context and
acoustic word shape; the role of subsequent context has
been largely ignored. Although subsequent context may
be processed by nonsequential mechanisms operating
more or less in parallel with a left-to-right device (Cutler
& Norris, 1988; Grosjean & Gee, 1987), a more par­
simonious account involves a single mechanism which al­
lows the interpretation of some part of the input to be af­
fected in similar ways both by what precedes and by what
follows it.

An adequate model of word recognition should employ
contexts of various kinds to select a word candidate from
among several competitors hypothesized on the basis of
incomplete acoustic information. Such a general mecha­
nism has already been proposed, for example, in TRACE
(McClelland & Elman, 1986) and in the revised cohort
model (Marslen-Wilson, 1987). In each case, however,
the kinds of context which can affect word recognition
are limited.

In TRACE, for example, each feature identified in the
input activates all phoneme units having that feature, and
these in tum increase the activation for all word units in
which they participate. A poorly specified phonetic seg­
ment will not prevent the activation of the word which

contains that segment, because both the left and the right
phonetic context will contribute to the correct recogni­
tion of the word. Although TRACE allows for left and
right context effects within words and between adjacent
words, it instantiates no higher-level processes which
would allow syntactic, semantic, or pragmatic interpre­
tations of the word's surroundings to bear on the process
of recognition.

The revised cohort model, like TRACE, allows many
word hypotheses to be activated by the same stretch of
input. Activation level is determined solely by goodness
of fit with the available acoustic input, and it is expected
that the presence of a particular word token will usually
cause the corresponding word hypothesis to be among the
most highly activated. Even when one or more segments
of a word are missing or incorrectly identified, the cor­
rect hypothesis may still be highly activated, because the
correct and incorrect pronunciations are phonologically
similar: shigarette will activate the representation of
cigarette. Unlike TRACE, the revised cohort model also
contains an interpretative level within which an account
of the meaning and structure of the utterance is being con­
structed. Higher-level processes assess all active word
hypotheses in parallel for integration into this develop­
ing interpretation; the process of integration constitutes
recognition. The model allows for the recognition of a
word on the basis of only its earlier segments, that is, for
early recognition. The match between the input and the
first few segments of the word candidate is sufficient to
activate that candidate and permit its assessment by the
higher-level processes. As a result, that candidate may
be integrated into the utterance interpretation before all
the acoustic information is processed which would make
it recognizable out of context.

The revised cohort model also allows for postoffset
recognition in a particular set of instances: words which
do not diverge phonemically from all other words before
their own final phoneme. Such words are homophonous
with the early parts of longer words: for instance, boy
may become boycott or boisterous. When the shorter word
is said and prior context of whatever kind does not dis­
tinguish it from its competitors before its offset, recogni­
tion of the word must wait for that later point at which
the acoustic information can no longer support the word's
competitors. Luce (1984) has pointed out that the majority
of words heard will fall into this category. Luce's account
is framed in terms ofcitation pronunciations. The problem
is presumably more widespread for tokens produced in
running speech.

The majority of these cases, however, should be
resolved within the next word: boy from is clearly not a
token of boisterous, boyish, or boycott. The late recog-

. nitions observed in the present experiments, however,
were often so delayed and of such chronological complex­
ity as to make it unlikely that postoffset uniqueness points
of this kind were responsible. Some more general account
is needed both of how a word token may not be recog­
nized during its acoustic lifetime and of how it comes to
be recognized later. In what follows, we will show how
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this account might be captured within the framework
provided by the revised cohort model.

In instances in which words are" not immediately recog­
nized, we assume first that the word token does activate
the correct word hypothesis during its acoustic lifetime,
albeit weakly and with many competitors. This assump­
tion is necessary to preserve the modular architecture of
the revised cohort model, within which only the analysis
of current acoustic input can generate word hypotheses.
Second, it must be assumed that a late recognized word
token should be unintelligible if heard in isolation, for if
the token had been a particularly clear one, the priority
accorded to acoustic evidence in this model should yield
an immediate recognition.

Finally, it must be assumed that the left context (de­
fined at whatever level) of a late-recognized word is in­
sufficiently constraining to select among the weakly ac­
tive candidates. Whether or not a word hypothesis is
incorporated into the interpretation by its offset is, there­
fore, some function of the constraint offered by its left
context and the goodness of fit between the stored
representation of the word and the acoustic signal. The
revised cohort model currently depends on these two
sources of information. And it is well established that
when left context offers more constraint, whether syn­
tactic, semantic, or discoursal, then a poorer acoustic
specification is sufficient for recognition (Hunnicutt, 1985;
Lieberman, 1963; Marslen-Wilson & Welsh, 1978). The
present suggestion is that the consequences of this com­
plementary relationship include the possibility that no
word hypothesis will be selected for integration by word
offset, because there are some values of the context/clarity
function at which selection is impossible. In a model giv­
ing priority to acoustic evidence, clarity is the variable
which contributes more strongly to the failure of immedi­
ate recognition.

If word recognition has failed to occur by word offset,
processing must continue through the input correspond­
ing to the next word. We propose that right context will
make a late recognition possible when it offers sufficient
acoustic or interpretative constraint to allow the integra­
tion of the earlier weakly activated word hypothesis.
Whether or not a word is recognized at all becomes a joint
function of left context, acoustic specification, and right
context. Under current models, however, it is not clear
how subsequent words are recognized when parts of their
left context remain unresolved.

The present results demonstrate that the incorporation
of words into an interpretation need not correspond to the
chronological order of those words in the input. Accord­
ingly, a word must be capable of being represented at the
level of the interpretation without there existing a com­
plete representation of its left context. In such cases, of
course, recognition need not proceed without contextual
help. Many of the sources of information available for
uninterrupted left-to-right processing remain. The topic
of the discourse, the most plausible antecedents of
pronouns, the prevailing tense, and so on are still avail-

able. Even without the immediately preceding word or
words, syntactic constraints still exist. These aspects of
context could function much as they would on uninter­
rupted interpretations.

Furthermore, the difficulty of recognizing words with
incomplete left contexts should diminish where relatively
unambiguous stretches of the acoustic input, such as syl­
lables with unreduced vowels, provide highly activated
hypotheses which require only minimal contextual con­
straint for disambiguation. Two approaches already men­
tioned here suggest active processes which respond to in­
put of this type. Cutler and Norris (1988) proposed that
strong syllables, which are often word-initial, are actu­
ally used to demarcate new words, a particularly useful
function in instances in which the words have incomplete
left contexts. Grosjean and Gee (1987) suggest that a
process centering on phonologically stressed syllables
serves to organize surrounding uninterpreted material,
with the stressed syllables keying entries in the mental
lexicon. Within the framework adopted here, however,
late recognition simply emerges from the regular func­
tioning of a mechanism in which alternative hypotheses
are entertained simultaneously until such time as there is
sufficient evidence to select one hypothesis above the
others. Clearly articulated syllables correspond to "islands
of certainty" simply because they would tend to activate
a cohort containing relatively few strong competitors to
the intended word.

For a substantial proportion of the time, this more pas­
sive processor must be pursuing hypotheses across a
stretch of input corresponding to more than one word.
The processor may, in fact, be assessing against the in­
terpretation not only all of the locally competing word
candidates, but also all of the combinations of successive
candidates. That is, listeners may employ their capacity
for dealing with syntactic ambiguity in tandem with their
capacity for dealing with phonological ambiguity: they
may assess against the existing interpretation every com­
plete syntactic path through the series of competing word
candidates.

Whichever mechanism or mechanisms actually serve
to deliver the information held in words' right contexts,
a full model of word recognition must accommodate to
the limits of the processor's performance both in optimal
conditions, with maximally clear articulation, and in the
usually less than optimal conditions which obtain in nor­
mal conversational speech. A picture emerges of the
processing of normal conversational speech in which the
processor is regularly confronted with stretches of low
intelligibility in the speech stream which may only be
resolved with reference to subsequent context.
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NOTES

I. The failures of recognition (12 %of outcomes) are approximately
what would he expected from reports of disagreements in transcribing
spontaneous dialogue (see Bard, 1982, chap. 2, for a review), and do
not necessarily indicate poor-quality material.

2. Similar categories were used by Grosjean (1985), but only with
respect to the order of recognition of a single pair of adjacent words
in each sentence. The current categorization takes into account all the
words following each late recognition.

3. Another possible source of artifact, the time available for making
recognition decisions, has been dealt with by Tyler and Wessels (1985),
who found no difference between timed and untimed responding in gating
tasks with short, fixed gate duration. Given the scope of the listener's
transcription task in the present experiments, the time pressure is con­
siderable and the task closely approximates a timed gating task. Both
because of Tyler and Wessels's results and because of the nature of the
task in Experiment 1, the effects of permitted response latencies will
not be explored further here.
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