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A hybrid model using neural networks and ACT-R
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How do people make decisions given contradictory information? This paper presents a model of
how expert DSOs (defensive system operators) on a B1bomber examine a complex series of signals,
categorize whether those signals are dangerous or not, and then make a decision on the basis of those
signals. This decision is made more difficult because an automatic on-board computer sometimes
identifies the signal incorrectly. Therefore, the DSO must compare the actual signal to the system ID
"guess." The proposed model is a hybrid model, combining a standard neural network and ACT-R, a
production system, which achieves a high degree of success.

How do people make decisions, given contradictory in­
formation? At the least, they must determine which cues
are valid, decide what to do with the contradictory in­
formation, and then integrate the information they have
into some coherent whole. This paper proposes a com­
putational model of how DSOs (defensive system oper­
ators) make complex decisions in a limited amount oftime,
given contradictory cues. The proposed model repre­
sents only a portion of the DSO's overall task.

A DSO is one ofa four-man crew on a B 1 Bomber. The
DSO is required to examine a radar display and deter­
mine which signals on the radar screen are real threats
and which are nonthreats. For each threat, the DSO must
take a particular defensive action (e.g., avoidance). Each
signal appearing on the radar display can vary within a
given range; this makes it more difficult to uniquely de­
termine its identification. In addition, the task of the
DSO is further complicated by the immense number of
signals that are very similar.

The DSO's job is facilitated by an on-board computer,
the ALQ-161. This computer system analyzes each signal
and displays information on the DSO console represent­
ing the computer match for that signal. Because of the
large number of signals and the great variability among
the signals, the ALQ-161 may display information that
does not correctly correspond to the radar signal.

Therefore, the DSO's responsibility is to examine each
signal, verify that the computer information is correct, and
take the appropriate defensive action. If the system has
identified the signal incorrectly, the operator must recall
from memory which threat corresponds to the signal,
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correct the misidentified signal information, and finally
take appropriate action. The ALQ-161 needs the correct
signal identification in order to deploy an effective de­
fense. This process has several critical phases: The DSO
must (1) recognize the signal, (2) compare the actual sig­
nal with the system's identification ofthe signal, (3) change
the system identification if necessary, (4) categorize the
signal as dangerous or not dangerous, and then (5) initi­
ate appropriate defense ifnecessary. These tasks must be
performed rapidly: the plane is flying a predetermined
route that demands arrival over specific geographic areas,
or way points, at defined times. Also, the threats are often
airborne and move to intercept the bomber.

The primary goal of the present research is to build a
cognitively realistic computational model of how DSOs
categorize and respond to signals.' Building a computa­
tional model of how a DSO performs his job was found
to be difficult, owing to the fact that most computational
systems are designed for laboratory-oriented studies that
are typically much less complex than the DSO task. The
DSO task utilizes a wide variety of skills; good compu­
tational models exist for each subskill, but no single model
incorporates all the skills needed for this task. Therefore,
finding a single computational system to model the DSO
task was quite difficult.

The two prevalent cognitive architectures in use today,
neural networks and production systems, were consid­
ered during the planning stages of the computational
model. Both neural networks and production systems ex­
hibit serious shortcomings in modeling a complex task of
this type. General-purpose neural networks (e.g., Me­
Clelland, Rumelhart, & the PDP Research Group, 1986;
Rumelhart, McClelland, & the PDP Research Group,
1986) are excellent at very quick pattern recognition and
at differentiating between signals. However, a crucial de­
ficiency in using a neural network when modeling this
type ofcomplex task is the inability to perform both com­
plex decision-making and problem-solving tasks. For ex­
ample, a neural network would be excellent at determin­
ing which threat corresponded to a particular signal, but
it would be quite poor at deciding what defense to per-
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form on a given threat. In addition, one of the goals of
this research is to improve DSO performance. It is quite
difficult to interpret how a neural network performs a
task and the representation that it has constructed (Church­
land, 1990). Because ofthese two limitations, to improve
a neural network's performance and then analogize to im­
prove a DSO's performance would be virtually impossi­
ble. Because the DSO task requires a great deal of deci­
sion making and problem solving, and because the final
model must be easily "inspectable," a pure neural net­
work model was judged to be inappropriate for the DSO
task.

Production systems (see, e.g., Anderson, 1993b; New­
ell, 1990), on the other hand, are very good at decision
making and at solving problems and are easily in­
spectable. However, consideration of the use of a pro­
duction system to model the DSO task revealed several
deficiencies. First, pattern matching is, computationally,
the most expensive part of executing a production (An­
derson, 1993a). Pattern matching refers to the process of
determining whether a production's conditions (i.e., the
left-hand side of a production) match the contents of
working memory. Given the fact that this task requires a
great deal of pattern matching, and since this model
should be fast as well as realistic, this was considered a
shortcoming.

Second, a very large number ofrules would be needed
by a production system to achieve reasonable perfor­
mance for deciding whether a signal corresponded to a
particular threat. For example, different productions
would be necessary for signals that had very similar char­
acteristics. The large number of rules required for even
simple systems is a very real problem for rule-based sys­
tems (see, e.g., Guha & Lenat, 1990; Lenat, Prakash, &
Sheperd, 1986). Finally, a good model ofhow DSOs take
the computer system's information into account does not
currently exist. It is clear that DSOs do not ignore the
ALQ-161, but it is not entirely clear how they integrate
this possibly contradictory information with the signal
information. Without our knowing how DSOs use the
ALQ-161 information, a production system model of
the DSO would be seriously deficient.

It should be noted that the main shortcomings men­
tioned above are primarily technical, not cognitive. For
example, if a "pure" production system were built to
model the DSO task, it would take an enormous amount
of time to input all the rules necessary to achieve ade­
quate performance, though it is possible (and perhaps
even cognitively realistic). Therefore, because ofthe tech­
nical difficulties ofeach type ofsystem, a hybrid system
was constructed that utilized the most powerful features
of each model. As mentioned before, this task requires
complex pattern recognition, at which a neural network
is very good, and complex decision making and problem
solving, at which a production system is very good.
Therefore, the hybrid system used a neural network to
determine the identity ofthe signal (pattern recognition)
and a production system to make decisions based on the

identity of the signal (problem solving and decision
making).

The building of a hybrid system allows the deficien­
cies of each system to be resolved by the other, at least
for this task. For example, the neural network does not
have to perform complex problem solving and decision
making, because the production system performs that
aspect of the task. In addition, while a neural network is
not very "inspectable," a production system is: It may be
possible to examine the productions used by DSOs and
construct training materials that would facilitate future
DSO performance. On the other hand, the neural net­
work, by identifying the signal, greatly reduces the num­
ber of productions and the amount of pattern matching
for the production system. Finally, the neural network in­
corporates the information from the ALQ-161 into the
model. The neural network uses the ALQ-161 informa­
tion statistically to learn that the ALQ-161 is not always
correct. Therefore, the network weighs the ALQ-161 in­
formation accordingly. It should be noted, however, that
this "statistical" method is not necessarily cognitively
realistic.

MEmOD

Apparatus
Both the neural network and the production system were written

in Common LISP (Steele, 1990). The hybrid system will run on
any system that executes Common LISP.

Procedure
Neural network. The neural network code was adapted from

Fahlman's quickprop code (Fahlman, 1988). The neural network
contained three layers: an input layer, a hidden layer, and an out­
put layer. The input layer contained three units, one for the signal
ofthe threat, one containing some spatial location information, and
one with the ALQ-161 "best guess" information. The hidden layer
contained five units, all interconnected to both the input layer and
the output layer. Finally, the output layer contained an output unit
for each ofthe 12 possible threats.s The upper portion of Figure 1
shows a schematic of the simple neural network.

Initially, 12 "idealized signals" were constructed by taking the
nominal signal for each ofthe 12 threats, the appropriate spatial 10­
cation information, and the correct system "guess,"? Noise was then
added to these 12 basic signals to construct a total of400 total input­
output vectors. Specifically, noise was added to the signal to sim­
ulate possible ranges of the signal. In addition, the system "guess"
was incorrect approximately 25% of the time. No changes were
made to the spatial location information since the spatial location
information is always correct and always available to the DSO.
Halfofthese signals were then used to train the network; the other
half were used to test the network after successful training.

Production system. ACT-R (Anderson, 1993b) was used as the
production system. ACT-R is a model ofcognitive skill that makes
a fundamental distinction between declarative knowledge (knowl­
edge offacts) and procedural knowledge (knowledge of how to do
something). Declarative knowledge is represented as an associa­
tive memory network (i.e., Anderson & Bower, 1973), while pro­
cedural knowledge is represented as production rules.

Hybrid system. The neural network takes an input and then out­
puts an activation level for each possible threat. In order to take the
outputs from the neural network and apply them to ACT-R, a sin­
gle simple function was created. This function was the only code
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Figure 1. Schematic model ofthe hybrid system. The top halfof the
figure shows the neural network (each circle is a unit), and the bot­
tom box represents the production system. The input units corre­
spond to what the DSO sees, and the output units represent levels of
activation for each threat. The production system decides what action
to take, depending on the activation of the output units.

neural network is considered a simple associative mem­
ory network; similar signals are likely to be confused
because of their similarity. Because the neural network
becomes part of the declarative memory structure of
ACT-R, the finding that human subjects and the hybrid
system make similar errors is not entirely surprising,
given the vast amount ofresearch on associative memory
(Anderson, 1983; Anderson & Bower, 1973).

One ofthe most interesting questions that this research
addresses is "How can a neural network and a production
system be combined?" This is an important question,
both from a pragmatic and cognitive viewpoint. In the
present research, this problem has a very simple prag­
matic solution: both programs were written in LISP. There­
fore, it was a very simple matter for the neural network
to feed information into the production system.

The cognitive viewpoint is more difficult and contro­
versial; a great deal of discussion has gone into deter­
mining whether rules are a basic part ofhuman cognition
(Churchland, 1990; Hamad, 1990; Rume1hart & Mc­
Clelland, 1986) or whether productions are instantiated
through neural-network-like structures (Lebiere & An­
derson, 1993). For this hybrid system, it is assumed that
declarative memory is implemented in terms ofa neural­
network-like structure and that productions are instanti­
ated via rule-like structures.' This assumption, however,
makes it more difficult for the neural network to com­
municate to the production system, because they differ in
terms of their accessible representations.

Some researchers (e.g., Bremner & Gotts, 1995; Gotts
& Bremner, 1995) use a "black box" approach for which
they transform the output ofa neural network into a sym­
bolic representation that an expert system can use. The
problem with this approach is that because the transfor­
mation program is a black box, it is not cognitively real­
istic and the black box is not inspectab1e. In the present
research, it is very clear what the relationship between
the neural network and the production system is: the
neural network is simply a more elaborate form of de­
clarative memory than is typically used in ACT-R.
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in the simulation that was not directly part of either the neural net­
work or ACT-R. The unit that has the highest level of activation
corresponds to the threat that the inputs most closely match. This
level of activation then becomes part of the associative memory
network of ACT-R. Which productions fire depend on which
threat has the highest level of activation. If two or more threats
have the same activation level, a random decision is made. Figure I
shows a graphical description of the hybrid system.

For example, assume that a particular series of inputs is fed into
the neural network. The neural network outputs a signal between
0.0 and 1.0 for each ofthe 12 threats. This output level becomes the
activation level for each threat. A series of productions then fire,
depending on which threat has the highest level of activation. For
example, if the threat that has the highest level of activation is a
true danger, the production system may decide that the plane should
change course and avoid the threat.
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NOTES

1. A DSO's job is much more complicated than described above, but
this initial model was built to model the task described above.

2. Please note that there are many more than 12 threats in the actual
DSO task. However, for simplicity's sake the number of threats has
been reduced to 12.

3. The actual signals seen by the DSO are confidential. In order to
avoid revealing confidential data, simple analogues of the actual data
were created as training data. These analogues were created by trans­
forming the numeric information and converting the spatial informa­
tion into numbers.

4. Of course, because productions are implemented in the human
brain, at some level they also must be implemented in neural-like struc­
tures. See Anderson (1993b) for a fuller discussion of this issue.

(Manuscript received November 18, 1994;
revision accepted for publication January 31, 1995.)




