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Is writing as difficult as it seems?
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Experiment 1 assessed the time and effort allocated to writing subprocesses while generating writ­
ten and verbal protocols over 10 weekly writing sessions. Within a 40-min session, planning time con­
sumed about 45% in the first 5 min, but stabilized at near 300!& thereafter. Generating text initially con­
sumed 400!& of the writers' time, peaked at 50%midway, and then declined to its original level. The time
spent revising and reviewing was negligible early in writing sessions, but increased substantially late
in the sessions. The highest and lowest quality documents could be differentiated on the basis of the
amount of time the writers devoted to revising and to the magnitude of their RTs in a secondary inter­
ference task. Writers showed consistent, distinctive patterns of transitional probabilities between writ­
ing subprocesses both within and across sessions, yielding quantitative representations of their writ­
ing styles. In Experiment 2, writers overestimated the amount of time they devote to revising and
overestimated the amount of effort they allocate to planning and text generation. Their estimations did
not improve after 10 weeks of composing. A time-and-effort-based analysis of writing is proposed to
account for these data.

Both professional and nonprofessional writers often la­
ment that the process of writing is arduous and complex.
Perhaps not coincidentally, writing is also one of the least
understood language-production tasks. One step toward
better understanding of any complex production task lies
in a detailed and fine-grained analysis of its components.
This is one of the main goals of our research.

Three basic writing subprocesses have received exten­
sive theoretical and empirical attention: planning, trans­
lating, and reviewing (Hayes & Flower, 1980). With some
notable exceptions (Kellogg, 1987, 1988; Kellogg &
Mueller, 1993), little empirical work has been done to de­
termine how time and effort are devoted to each of these
subprocesses during writing. It would be extremely useful
in guiding the development of models that can predict and
explain quality writing to have a clearer account of how
people allocate their resources to the processes that con­
stitute the task. We need to identify the possible effects of
generating verbal protocols (Ericsson & Simon, 1980,
1984, 1993; Stratman & Hamp-Lyons, 1994), currently
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our main source of data about writing. And finally, despite
the fact that writing is an ongoing activity for many adults,
no data have been reported about how, or whether, an in­
dividual writer's pattern of writing changes across writing
sessions.

In the following sections, we describe research on writ­
ing processes from the time-course-and-effort studies that
Kellogg and his colleagues began and compare it with our
own approach. We then explain the need for longitudinal
studies ofwriting that can inform us about the stability and
distribution of quality writing within and across multiple
writing sessions.

The Time Course and Effort of
Written-Language Production

Theories of written-language production that capture
the second-by-second processes of the task are in their in­
fancy. Limited time-and-effort data necessary for devel­
oping detailed theories have been collected, but only using
indirect means within a single writing session. For exam­
ple, Kellogg (1987, 1988; Kellogg & Mueller, 1993) peri­
odically probed writers to retrospect about whether they
were engaged in generating text, reviewing, or planning. A
general pattern of time allocation emerged across these
studies. Subjects devoted about 50% of writing time to
generating text throughout, but as the session progressed,
they spent increasingly less time planning, and more time
reviewing. These data were derived at least partly from
subjects' assessments oftheir own processing, which may
not always be veridical (Ericsson & Simon, 1980). The pres­
ent study compares this general picture of time allocation
with direct on-line measures of typing behavior supple­
mented by verbal-protocol information. Because verbal
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reports are not evaluative, they are less susceptible to writ­
ers' own theories ofthe process (Ericsson & Simon, 1993).

While they composed, Kellogg's subjects performed a
secondary task, responding to a randomly presented tone.
If subjects have substantial cognitive capacity reserves
while performing the primary writing task, they should be
able to allocate an appropriate amount to performing a
secondary task, enabling them to perform it faster or bet­
ter (e.g., Tyler,Hertel, McCallum, & Ellis, 1979). Kellogg
(1987, 1988; Kellogg & Mueller, 1993) found that the
least effort was required during text generation, that an inter­
mediate level was required during reviewing, and that the
greatest effort was required during planning. Kellogg
(1987) suggests that text generation is most like the rela­
tively automatic process of speech and should, therefore,
require the least effort of all writing subprocesses. Effort
was inferred from the interference response times (IRTs)
to the tones (i.e., the algebraic difference between the RT
to a tone presented while writing and the RT collected dur­
ing a baseline period). We implicitly assume that the RT
task and the various writing subprocesses all draw on
common resources, while recognizing that this assumption
is still the focus of some controversy (see Fodor, 1983).

The data in the present study bear on two competing hy­
potheses regarding effort and writing performance. Kel­
logg's (1987) workload hypothesis suggests that better writ­
ers should exert less effort during writing than lesser writers,
as defined in terms ofamount of topic knowledge. For ex­
ample, a better writer may be able to allocate less effort to
text generation, liberating cognitive resources for revising,
and thereby improve writing quality. Britton and Tessor
(1982) alternately suggest that experts should exert greater
effort than novices and hence have less flexibility in allo­
cating resources among the writing subprocesses. The latter
idea is closer to Bereiter and Scardamalia's (1987) view that
better writers raise the level ofdifficulty ofthe task with in­
creasing experience, changing a simple knowledge-telling
approach into a more complex knowledge-transforming
one. According to a knowledge-transforming view, better
quality documents should be written with greater effort
than poorer ones iftotal writing time is held constant. The
methods we report here yield a more fine-grained data set
than is possible with directed retrospection, and thus may
permit more sensitive comparisons to be made.

In contrast to Kellogg's methodology that requires retro­
spection, we use a direct measure oftime that people devote
to various writing subprocesses (Levy & Ransdell, 1994).
Writers' word-processed documents and verbal protocols
are captured on videotape, played back in real time, and
coded for various writing subprocesses. The resulting data
enable time-and-effort profiles of documents to be stud­
ied on a second-by-second basis. Such data can facilitate
the development of a process explanation of the time and
effort allocated to writing subprocesses through time.

A Model of Writing Processes Based on
Three Types of Protocols

The bulk of research on writing processes comes not
from direct behavioral measures (e.g., RT, time on pro-

cess), but from verbal-protocol analysis (Bereiter & Scar­
damalia, 1987; Bereiter, Burtis, & Scardamalia, 1988;
Hayes & Flower, 1980, 1983). The present study integrates
written, verbal, and resource-allocation protocols to char­
acterize time and effort on writing processes. Written and
verbal protocols facilitate operationally defining four
basic writing subprocesses: planning, generating text, re­
viewing, and revising. Written protocols provide a record
of all of the text as it unfolds and is edited, including far
more than just the final written product. Verbal protocols
synchronized in time with unfolding written text include
comments that allow us to determine whether pausing that
occurs during writing is associated with reviewing text al­
ready generated or with planning future text. We also sub­
divide reviewing time into reviewing and revising epochs
because these two subprocesses can be readily differenti­
ated on the basis of a combination of writers' comments
and their actual typing behavior.

The contents ofverbal protocols provide a rich descrip­
tion of the subprocesses writers use when they write. For
example, the widely cited chapter in Hayes and Flower
(1980) describes three main processes that writers talk
about when they generate protocols: planning, generating
sentences, and reviewing. Planning includes creating
ideas, organizing ideas, and setting goals to achieve dur­
ing composition. Sentence generation refers to the pro­
cesses of actual language production-selecting words
and constructing sentences. For the present studies, we use
the term text generation for two reasons: (1) our unit of
analysis is the text that evolves each second; and (2) our
quality assessments are based on the entire text, rather than
on individual sentences. Reviewing includes evaluating
text already in place as well as editing errors. Our protocol­
analysis technique allows us to distinguish between what
are clearly different subprocesses-namely, reviewing
and revising.

Hayes and Flower (1983) argue that verbal protocols pro­
vide direct information about these subprocesses through
a working-memory monitor system. Information main­
tained within working memory drives the contents ofone's
written and verbal protocols as well as how one juggles the
constraints of writing subprocesses. We therefore collect
written protocols (real-time records ofword-processed writ­
ing) and verbal protocols (what writers say while they are
writing) to develop converging evidence for a time-course
analysis ofwriting. We also collect resource-allocation pro­
tocols (IRTs linked to specific writing behaviors), which
index the cognitive effort allocated. The contribution of
time-and-effort information regarding writing subprocesses
is necessary for further development of a process model.

The Need for Longitudinal Studies of Writing
It is an empirical question whether the distribution of

time and effort devoted to planning, sentence generation,
reviewing, and revising seen within a 40-min period is
constant over several months or more on the same type of
writing task. We simply do not know whether the patterns
reported earlier, based typically upon a single writing ses­
sion, will be stable over time.



Because the initial weeks of the present study include
the addition of thinking aloud and responding to a tone as
a measure of cognitive effort, the design also permits the
influence ofthese conditions on the "natural" writing task
to be established. Ransdell (1995) found that generating
concurrent verbal protocols can slow the rate of writing
relative to silent controls, but does not affect the nature of
the task. Ericsson and Simon (1993) review many re­
search findings showing that problem-solving tasks such
as writing are not changed by generating concurrent ver­
bal protocols if they already involve a verbal component.

A related question concerns the predictive validity of
writer profiles created from written, verbal, and resource­
allocation protocols. Can high- and low-quality documents
be distinguished on the basis of time-and-effort allocation
to writing subprocesses? Can such documents be distin­
guished by different patterns of transitions between writ­
ing subprocesses? Process profiles that address these ques­
tions and that can predict writing quality over time have
important theoretical as well as practical significance.

EXPERIMENT 1

The purpose of Experiment I is to determine the time
course and effort of four writing subprocesses: planning,
generating text, reviewing, and revising, both within and
across multiple writing sessions. Wecompare writers' time
on subprocesses under several conditions in a longitudinal
design: while writing alone, writing while responding to a
tone (a measure ofcognitive effort), and then by six weeks
of writing while both responding to a tone and generating
verbal protocols. The main goals of the experiment are:
(I) to determine unique profiles of time course and effort
allocation for relatively higher and lower quality compo­
sitions; (2) to investigate the impact of concurrent verbal
protocols on such profiles; and (3) to discover the stabil­
ity oftime course and effort allocation within a writing ses­
sion and across many sessions.

Method
Subjects. A group of 10 undergraduates from the University of

Florida volunteered to participate in a 12-week writing study. They
were recruited by posters placed around campus inviting people who
enjoyed writing and were proficient in the use of a word processor
to consider participating. The subjects indicated that they had used
a word processor 3-4 h per week for the last 1.5 years, that they
wrote frequently for pleasure as well as to meet academic require­
ments, and that, except for in-class assignments, they did all of their
composing on their word processors. They were not paid for their
services, but were told that the writer of the single best document
would be awarded a $100 gift certificate from a local merchant. The
subjects' average VSAT score was 630.

Apparatus and Materials. The writers performed their assign­
ments on a personal computer. As detailed in Levy and Ransdell
( 1994), the display screen was divided into panels representing three
programs running in a Windows environment. The left three-quarters
of the screen contained a writing area running the Windows Notepad,
a low-end word processor offering cursor control, searching and re­
placing, and cutting and pasting oftext, but no formatting capabili­
ties or spelling and grammar checking facilities. The lower right
panel showed a digital clock, from which we determined when sub-
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jects made various oral and typed responses. The upper right panel
contained the window for the tone-monitoring task, which was driven
by a special-purpose program that (I) randomly presented the de­
fault Windows "beep," (2) captured through the serial port the sub­
jects' RT to depress a footswitch, and (3) displayed a running count
ofthe auditory signals delivered (Levy, Fryman, & Ransdell, 1994).

The signal from the computer to the monitor was also sent to a
special-purpose device (SimuIScan) that converted the signal from
a VGA signal to an NTSC signal. This enabled us to videotape the
subjects' screens unobtrusively. During sessions requiring a con­
current verbal protocol, the subject's voice was also recorded simul­
taneously on the videotape.

Procedure. Writing sessions began with a 2-min period during
which the subject sat with closed eyes, listening for a beep that the
computer generated. The beeps were spaced an average oDD (± 15)sec
apart. The subjects were instructed to depress a footswitch as quickly
as possible whenever they heard the tone. This initial 2-min period
served as a baseline for evaluating RTs collected while the subjects
wrote. Because the average of the four RTs collected during each
session did not differ systematically across weeks, the average ofthe
40 RTs collected during the 10 weeks of writing was used as the
basis for determining each writer's IRTs.

The writers each wrote on a new title each week and had no ad­
vance information about the topic. They were challenged to create a
document that would be appropriate for submission to the editor of
a sophisticated national magazine such as TheNew Yorker. After col­
lecting the baseline RTs, the experimenter announced the title ofthat
day's assignment and the writer began a 40-min composition period.
The titles were open ended and designed to enable writers to ap­
proach the topic from different perspectives, using whatever genre
they wanted. Examples are "The Greatest High of All," "Perfect
Job," and "Politically Correct." Weeks I and 12 were devoted to de­
termining the subjects' metacognitions about their own writing (de­
scribed in Experiment 2).

The first two weeks of writing (Weeks 2 and 3) accustomed the
writers to the laboratory environment and to the requirement for
composing against a deadline. While the computer generated beeps
throughout the writing segment, the subjects were told to ignore
them. All subjects wrote on the same topics ("The Lottery" and
"Just for the Fun of It").

During the third week of writing (Week 4), the subjects for the
first time monitored and responded to the beeps that were presented
throughout the writing. At the beginning of the session on Week 5,
the subjects were instructed in the concurrent verbal-protocol tech­
nique and shown a 2-min video that demonstrated its use. Essentially,
they were encouraged to talk aloud while they were writing, verbal­
izing whatever came into their minds and not introspecting or justi­
fying what or how they were writing. Sessions during next 6 weeks
were identical to those ofWeek 4, except for the additional require­
ment that the subjects provide the concurrent verbal protocol through­
out the writing period. The experimenter prompted the writer with
"keep talking" whenever there was a silence of about 10 sec.

Week II was equivalent to Week 4, except that the subjects wrote
for only 20 min, after which they watched the videotape oftheir writ­
ing session and generated retrospective verbal protocols as their
composition unfolded. The analyses ofthese retrospective protocols
are not included in this report.

Coding writing subprocesses. Twelve student assistants were
trained in using Eventlog (Henderson, 1989) to score sample tapes
until they achieved a satisfactory degree of reliability. Eventlog is a
program that enables a computer to emulate an n-channel event re­
corder. The user initially defines keys to represent behaviors of in­
terest. When the program is launched, a rater depresses and releases
appropriate keys to signal the onset and offset of the specified be­
haviors with millisecond resolution. Afterward, the research can in­
spect the data on screen as virtual multi-channel ink-tracing or can
store the data as an ASCII file for further processing.
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At least two assistants used Eventlog to score each of the writers'
tapes for Weeks 4-11. Levy and Ransdell (1994) explain how the
Eventlog records were combined across judges.

The written-protocol records were derived from judges' coding of
the following behaviors exhibited on videotapes ofthe original com­
position: instances of typing, revising, pauses in typing or revising
of various lengths and at various places in the text, moving the cur­
sor through the text, and paragraphing. To force judgments to be
based solely upon the visual record of the writing session, the audi­
tory track was silenced. Reliability of coding the visual written
record was high, ranging from r = .83 for pausing to r = .95 for
paragraphing. In all measures of reliability and in the statistics that
followed, behaviors and the processes they reflected were deter­
mined for each l-sec period.

The tapes were independently re-scored by other trained assis­
tants, who closely monitored the auditory track on the videotapes,
but were told to code the verbalizations in terms of what they could
see occurring in the writing. Reliability for the audio record based
on the verbal protocols was also high; all rs were .90 or higher for
the four main categories of planning, rereading, speaking and writ­
ing same content, and writing content.

Once both the visual (written) and auditory (verbal) tracks were
coded in Eventlog files, we combined the judgments using the rules
displayed in Table 1 to determine the moment at which each writing
subprocess began and ended. A computer program then determined
what occurred during each of the 2,400 sec in a writing session and
which writing subprocess was under way whenever each tone oc­
curred. Interrater reliability was quite high, with two judges agree­
ing over 90% of the time on planning, text-generating, and revising
subprocesses.

Assessing writing quality. The documents produced by each
writer were individually printed in a standardized format, combined
with those of all other writers, sequenced in random order, and pre­
sented to a pair of judges who provided blind ratings. These judges
were trained undergraduates, whose background and writing expe­
riences were similar to the writers' . Each judge independently scored
each document on 13 dimensions of writing quality using a tool de­
veloped in holistic quality assessment as part of university English
placement examinations (Ransdell & Levy, in press). These dimen­
sions included content, purpose, style, word choice, organization,
and mechanics. The judges were instructed to rate all documents on
one dimension before repeating the process with the next dimension.
Interrater reliability across all dimensions was r = .90.1 The corre­
lations between dimensions ranged from .20 between mechanics
and content to .45 between style and organization, indicating partial
independence of the subscales from one another. The quality score
assigned to a document was the sum of the ratings of both judges,
expressed as a percentage ofthe maximum possible score.

The judges also blindly rated two essays retyped from The New
Yorker magazine to serve as a professional-quality reference point.
In addition, the judges blindly rated 10 documents produced by rel­
atively novice adult writers in a previous experiment by the authors
(Ransdell & Levy, 1994). These documents were written under sim-

ilar conditions as those in this experiment, except for the secondary
tasks of responding to a tone and generating concurrent protocols.

Results and Discussion
Writing during Weeks 1-3 was intended solely to accom­

modate subjects to the tasks, and data from these sessions
were not analyzed. We begin by showing how collecting
thinking-aloud protocols and IRTs did not interfere with
subjects' writing, and then discuss time-and-effort allocation
patterns within and across sessions. All results described
as reliable meet or exceed the 5% level of confidence.

The influence of thinking aloud. As anticipated, the
effects of thinking aloud were negligible. For both plan­
ning and text generation, the absolute differences in IRTs
on Weeks 4 and 5 were less than 50 msec [all ts < 1.0, n.s.].
During the time allocated to text generation, writers cre­
ated equivalent numbers ofwords while providing concur­
rent verbal protocols as they did when writing alone, either
across sessions, within a session, or within the first 10 min
of a session [all Fs < 1.0]. As unnatural as thinking aloud
first seemed to our writers-most needed considerable
coaxing and reminding to keep talking during the first few
minutes of Week 5-they very quickly overcame any in­
hibitory effects that this additional processing imposed.

Because thinking-aloud protocols do not change how
writers generate text, we can use them to disambiguate writ­
ing subprocesses. Planning time decreased reliably when
the written and verbal protocols were combined [F(1,59) =
129.Ql, MSe = 254.8,p < .001]; much of this decrement
resulted from the reassignment of pauses in the visual
record from the planning to the reviewing subprocess. Re­
vising involved more time after using both the auditory and
visual records than when using the visual record alone
[F(I,59) = 17.81, MSe = 314.2, P < .001]. Because the
reviewing-process category is meaningful only when the
auditory track is considered, it was not possible to mea­
sure reviewing before Week 5, when the verbal protocols
were introduced.

Cognitive effort ofsubprocesses. IRT is the algebraic
difference between the subject's RT to a tone while en­
gaged in a writing subprocess and the RT during the pre­
vious baseline period. Both within and across sessions, in
comparison with their planning IRTs, writers exhibited
longer IRTs while revising [t(50) = 2.58, P < .02] and
generating text [t(50) = 1.96, P < .05], although the ab­
solute differences were small-about 91 msec. The IRTs

Table 1
Combinational Response Patterns for Determining Writing Subprocesses

ResponsesFrom Writing Protocol* Responses FromVerbal Protocolt Writing Subprocess

Pausingor starting new paragraph Not rereading Planning
Anything Future planning Planning
Typing Anything Textgenerating
Deleting,making meaningfulor Anything Revising

nonmeaningfulchanges,or any
cursor movement

Pausing Rereading or critiquing Reviewing

*Scoredfrom visual track. "Scoredfrom audio and visual tracks.



were remarkably stable otherwise within and across writ­
ing sessions [all Fs < 1.0].

Time on subprocesses. The IRTs were independent of
subprocessing time. None of the correlations relating IRT
to the time allocated for a subprocess was significantly dif­
ferent from zero, indicating that these variables were mea­
suring different aspects of the writing process.

Within writing sessions, the allocations of time varied
systematically. The subjects spent about 45% oftheir time
planning their documents during the first 5 min ofthe ses­
sions and gradually stabilized thereafter at around 35%
[F(7,37I ) = 10.25, MSe = 704, P < .00 I]. As the experi­
ment weeks progressed, they devoted less time to planning
[F(35,371) = 1.65,MSe = 704,p<.01]. Between the first
and last weeks, their planning times declined from 40% to
about 30%.

The time spent generating text increased reliably within
sessions [F(7,37I ) = 7.65, MSe = 1,562, P < .001], but
not across sessions. The subjects spent about 40% of their
time generating text during the first 5 min ofthe sessions;
this later increased to nearly 50%, and declined in the last
5 min back to 40% at the end, yielding significant qua­
dratic and cubic components [F(I,53) = 40.36, MSc =

1,464,P < .00 I and F( I,53 = 3.82, MSe = 1,026, P < .05,
respectively].

Reviewing time occurred during only about 2%~3% of
the first 5 min, rising to nearly 5% for the duration of the
sessions, producing a significant main effect [F(7,371) =
5.23, MSe = 409, P < .00 I]. Slightly less time overall was
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devoted to revising, but the pattern oftime allocation within
sessions was nearly the same for these subprocesses. The
main effect of time block for revising was also reliable
[F(7,371) = 16.78, MSe = 354,p < .001].

In the writing sessions that occurred during Weeks 4-10,
the subjects spent about 40% of their time planning and
45% generating text, but only 8% reviewing, 6% revising,
and 1% doing other activities. Kellogg (1987) found a
similar time allocation for generating text (50%) but a lower
percentage for planning (30%) and a higher percentage for
reviewing (35%). About 65% oftotal composing time was
allocated to planning by Gould (1980), who operational­
ized planning as that part of the writing session not de­
voted to text generation.

When all subprocesses were included in an analysis of
variance (ANOYA) of time allocation, a significant three­
way interaction emerged between subprocesses, writing
sessions, and time blocks within sessions [F( 105, 1113) =
1.89, MSe = 1000.3,p < .001]. This complex interaction
is portrayed in Figure 1 as a series of scatterplot matrices
(SPLOMs) that disregards the differences in magnitude
between subprocesses. Superimposed on the SPLOMs are
the best-fitting straight lines describing the relationship be­
tween time allocations between and within sessions dur­
ing Weeks 5-10. Upward-pointing lines indicate that more
time was spent on the process within a specific time block
as the weeks passed. Steeper lines reflect greater relative
increases in time allocated. The general picture for plan­
ning shows progressive decreases within sessions across

TIME ON WRITING PROCESS

Figure 1. The three-way writing subprocess X week x 5-min time block interaction plot­
ted as a series of scatterplot matrices (SPLOMS) generated by Systat (Wilkinson, Hill, WeIna,
& Birkenbeuel, 1992). Each row in each cell displays the distribution oftimes for the 10 writ­
ers within each 5-min time block. Each cell also shows the best-fitting straight line for the per­
centage of time on the subprocess as a function of a particular week and 5-min time block
for a specific writing subprocess.
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weeks. In contrast, text-generation time increases sharply
within the initial 5 min, but increases more slowly across
weeks during Min 6-30. Eventually (during Min 31-35),
text-generation time became stable, but it began to de­
cline across weeks during the final minutes. Revising time
exhibited little change across weeks during the early com­
ponents of the writing period, but increased across weeks
during the later portions of the sessions. Across weeks, re­
viewing time appeared to increase noticeably at three
points: after the writer had composed for about 5 min, and
again after 20 and 30 min of writing had occurred.

Writers were remarkably self-consistent from week to
week in their differential allocation of time to planning
and text-generating across weeks. For all pairs ofadjacent
weeks, the r values between planning times were about
.60-.70, and for text generating, they were about .80. The
patterns ofrevising and reviewing times were less consis­
tent (adjacent-week r values were generally less than .10).
However, the multiple R values revealed that between
80%-95% of the variance for each subprocess during
Week 10 was accounted for by the times allocated during
the prior 5 weeks. Such highly consistent patterns ofallo­
cating time led us to look carefully for variables that
would help us to better understand individual differences
among writers. Some of the results of this search appear
in the next two sections.

Processing epochs and transitional probabilities.
Epochs were defined by the onset and offset of a writing
process. The surprisingly brief median durations of writ­
ing subprocessesvariedreliably:text-generatingepochs were
about 7.5 sec, and planning, reviewing, and revising each
averaged about 2.5 sec [F(3,78) = 82.73, MSe = 4.42,p <
.001]. Independent ofepoch duration, we observed thatthe
number ofepochs also varied significantly between the pro­
cesses. Subjects typically produced about 46 planning and
37 text-generating epochs, but only 15 reviewing and 21 re­
vising epochs [F(3,78) = 81.17, MSe = 266.8,p < .001].

When epoch duration is ignored, it is possible to ana­
lyze the shifts by the writers from one writing process to
another by studying tables of transitional probabilities.
These probability matrices were determined by dividing
the number ofoccasions on which a writer moved from one
subprocess to another subprocess by the total number of
epochs within a particular time period. In the present study,
we used IO-minblocks oftime as the base in order to have
100 or more epochs for any subject. For example, if dur­
ing the first lO-min block a subject shifted from planning
to text generating 55 times and from text generating back
to planning 39 times, and within that time block the writer
exhibited 105 writing epochs ofat least l-sec duration, the
transitional probability for planning-otext generating
would be .53 (55/105), and for text generating-splanning
it would be .37 (39/105). Note that these probabilities are
independent ofthe duration and number ofepochs. For ex­
ample, if all of this subject's 11 remaining epochs re­
flected shifts between revising and reviewing (.10), this
subject would have twice the probability of revising-e
reviewing than would someone who also shifted II times
between these two processes but whose session contained

a total of 210 shifts between processes. These probabili­
ties provide a means to capture the recursiveness in a sub­
ject's writing.

Figure 2 shows the transitional-probability matrices for
two subjects that capture their performance during 10-min
time blocks on Weeks 5 and 10.The top left matrix displays
the transitional probabilities for the first 10 min in the writ­
ing period by Subject I on Week 5. The cells are filled with
various shades of gray that indicate the magnitude of the
probability of shifting from one writing subprocess to an­
other. The diagonal cells are undefined. The top row rep­
resents the probability of the subject shifting from plan­
ning to text generating, reviewing, and revising. The left
column shows the probability ofchanging subprocess from
text generating, reviewing, or revising to planning.

On Week 5, Subject I initially shifted between planning
and text generating or reviewing about equally often, and
between planning and revising less so. Over the 40-min
period, there was a gradual and stable redistribution oftran­
sitional probabilities, so that the writer shifted from one
writing process to another nearly equally often. This is re­
flected in a tendency for all cells in the matrix to be homo­
geneously gray. The four matrices for this subject on
Week 5 closely resemble their counterparts on Week 10,
and are clearly different for those exhibited by Subject 5.

Subject 5 oscillated frequently from planning to text
generating and back within each IO-minblock on Week 5.
Six weeks later, she was still exhibiting a similar set of
transitional-probability patterns. This subject almost never
shifted from reviewing to text generating or revising or
from revising to reviewing. The transitional probabilities for
other writers were similar in showing high consistency
within days and across weeks. Most writers had distinctive
features in their transitional-probability matrices that dis­
tinguished them from those produced by other writers.
These writing "signatures" (Levy & Ransdell, in press) char­
acterize how subjects micromanage their recursive shifts
among writing processes.

The documents produced by Subject 5 on both weeks il­
lustrated were among our lowest in rated quality. The doc­
uments produced by Subject I were among our highest.
While the transitional probability matrices among writers
of the highest quality documents differed from one an­
other, they tended to show relatively homogeneous pat­
terns, like those displayed for Subject I. In contrast, when
the majority of the shifts in subprocesses occurred as they
did for Subject 5, between planning and text generating and
vice versa, the quality of the document suffered.

To our knowledge, transitional-probability matrices have
not been used previously to characterize writers' perfor­
mance. At a minimum, their utility as a research tool de­
pends upon their revealing above-chance levels ofperfor­
mance. Ifparticipants randomly shifted from one writing
process to another during a specific time block on any day,
each of the 12 off-diagonal cells in the transitional proba­
bility matrix should be equiprobable. (The diagonal cells
are not meaningful here because they reflect the momen­
tary probability ofa writer continuing to be engaged with
the same process.) In most cases, the sum ofthe probabil-
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Figure 2. Transitional-probability matrices for Subjects I and 5 on Weeks 5 and 10 during four to-min time blocks. Darker colors
represent greater probabilities. The rows of each matrix represent the subprocess that occurred during Epoch i, The columns repre­
sent the subprocess that occurred during Epoch i+l. The main diagonal is undefined.

ities within each matrix is near 1.0, but is almost never
unity because shifts from one of the four processes shown
to "other" and from "other" to one ofthe four primary pro­
cesses seldom sum to zero. As a result, the greatest prob­
ability that can be assigned to each off-diagonal cell is .083;
the actual values vary across matrices and depend, as
noted, upon the shifts to and from the "other" category. We
computed chi-squares for each of the 236 complete matri­
ces available for analysis; the remaining 4 matrices were
unuseable owing to mechanical problerns.? The analyses
indicated that 98% of the matrices exhibited nonchance
patterns (p < .001). Six of the writers' matrices reflected
greater-than-chance shifts (p < .001) in processing 100%
of the time. The other four writers' patterns were reliably
different (p < .001) from chance 95% ofthe time or more.

To quantify the consistency that appeared in the
transitional-probability matrices between and within writ­
ing sessions for individual subjects, we calculated corre­
lation coefficients in two different ways. First, to measure
the consistency across weeks, we treated the 12 defined
elements in each transitional-probability matrix as a vee-

tor, and averaged these vectors across the four time blocks
within each writing session. The average week-to-week
correlations obtained in this way ranged from .56 to .85, and
all were significantly greater than zero [i.e., t(46) = 4.58,
P < .00 I]. The overall correlation across all subjects was
.76. The correlation for Subject 1, whose data are shown
on the left of Figure 2, was .59. For Subject 5, it was .94.

Within-session correlations were computed by averag­
ing all of the vectors representing the matrices for Weeks
5-10 separately for each time block. These correlations
ranged in value between .24 and .93, and averaged .74.
The smallest r value was marginally significant (z = 1.85,
N = 60, p < .06; the balance was reliability greater than
zero). For Subject 1, the intrasession r = 0.76; for Sub­
ject 5, r = 0.94.

Quality profiles. The rated quality ofour writers' doc­
uments was moderately high. The mean quality score (74%
ofthe maximum possible points) was significantly greater
than that produced by less proficient college students (57%)
in one ofour earlier studies (Ransdell & Levy, 1994), but
less than that for professionally written passages excerpted
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from The New Yorker magazine [82%; F(2,114) = 8.26,
MSe = 31.5, p < .001].

Quality scores in our sample ranged from 310/0-98%.We
tested for quality differences by comparing documents that
fell in the highest and lowest quartiles ofrated quality. The
high-quality documents received an average score of86%
and the low-quality documents earned an average of 53%
[t(38) = 12.35,p< .001]. Compared with low-quality docu­
ments, those rated high in quality contained more revising
and reviewing epochs [40.5vs. 28;F(9,225) = 3.43,MSe =
63.6,p < .001], but about the same number ofplanning (46.2
vs. 45.5) and text-generating epochs (36 vs. 39.7). The es­
says rated highest in quality were produced by people who
spent about 40% more time revising and reviewing than
did those who produced documents scored as the low­
quality essays [F(1,29) = 5.54, MSe = 818.5, p < .03].
About 9.1% ofeach session was devoted to revision in the
high-quality documents, compared with only 6.5% in the
low-quality documents. These time differences were the re­
sult ofmore epochs being devoted to revising and reviewing
rather than to longer epoch durations.

The total number ofwords created per minute (including
those erased during editing and that did not appear in the
final document) was significantly greater in high-quality
documents (32.3 wpm) than it was in low-quality documents
(24.7 wpm) [t(35) = 2.24,p < .03]. IRTs were greater dur­
ing text generation for high-quality than for low-quality doc­
uments [177 msec vs. 52 msec; t(37) = 2.30, p < .03]. No
other comparisons, including length of the final document,
total words typed, percentage of words changed, or IRTs
during planning, revision, or reviewing, were reliable.

Revision type. With practice generating protocols,
writers made significantly more revisions, both meaning­
ful and superficial. They made about 20 meaningful revi­
sions per document starting at Week 4 and increased con­
sistently to 33 revisions by Week 10 [F(7,28) = 4.74, MSe =
675, P < .001]. Superficial revisions increased even more
rapidly from about 20 at Week 4 to 67 at Week 10 [F(7,28)
=3.04,MSe = 1949,p<.01]. These results are consistent
with Ransdell and Levy (1994).

EXPERIMENT 2

The purpose ofExperiment 2 is to compare writers' meta­
cognitions about their writing with the actual time and ef­
fort they allocate to various writing subprocesses: Do writ­
ers allocate time and expend effort on the subprocesses of
writing the way they think they do? We are particularly in­
terested in whether writers changed their allocation strate­
gies over time after they told us about how they think they
write, and in the effects that generating verbal protocols
might have on their metacognitions about their allocation
of time and effort.

In a three-pronged approach to understanding writing
(Trabasso & Sub, 1993), we seek converging evidence about
the time and effort writers allocate to writing subprocesses.
Metacognitions of the writing process would form part of
the approach that includes formal models of writing such
as the one proposed by Hayes and Flower (1980). Meta-

cognitions are not protocols, because they include writers'
evaluations of how they believe they write. Verbal proto­
cols expressly do not include evaluative comments (Erics­
son & Simon, 1993). We compare three sources of data:
writers' metacognitions about the time and effort they al­
locate to their writing processes, their verbal protocols, and
their actual writing behavior over time.

Few studies have compared behavior and self-reports
(Critchfield & Perone, 1990). In the domain of writing,
we need to learn how behavior and self-report measures of
the temporal qualities of composing correspond.

Method
Subjects. In a general psychology class at the University of

Florida, 484 students completed a writing survey during their first
week ofthe school term. Data from only 367 of these students were
sufficiently complete to be useable. From this group, 40 volunteers
were randomly selected to participate in an ostensibly unrelated
writing study. A third group ofsubjects surveyed consisted ofthe 10
writers who participated in Experiment I.

Materials. Two versions of a writing survey were used. A paper
version inquired about subjects' writing skills and habits, such as
how rapidly and accurately they could type, their word-processing
experience, how often they wrote personal and business letters, the
last time they wrote an "important" document (e.g., a term paper or
college-admission essay), how their writing compared with their
peers'. The critical elements of the instrument asked subjects to es­
timate the percentage of time that they spent planning and organiz­
ing before writing even began, writing, rereading what they wrote,
pausing to think about what to write next, correcting spelling and
grammatical errors, and adding ideas to and deleting ideas from
what they wrote when they composed an "important document" using
pen and paper, a typewriter, or a word processor.' (The few who
could not type or had no word-processing experience were asked to
imagine how they would divide their time.) Then they were asked to
use a seven-point scale to indicate how effortful each of the writing
subtasks was when the same type ofdocument was composed using
each of the three tools.

A software version of the questionnaire, developed for use in an­
other project, was administered to the writers. This version was a su­
perset of the paper instrument that probed more deeply into the sub­
jects' writing experiences, beliefs, and impressions.

Procedure. During the first week ofthe school term, the surveys
were administered during a class meeting. Those who indicated that
they would be willing to participate in a two-part writing research
project were later randomly selected until appointments were sched­
uled for 40 subjects. Their appointments for completing the ques­
tionnaires were for the fourth and sixteenth weeks of the semester,
to coincide with the times during which the 10writers were also sur­
veyed. None ofthe subjects tested twice was given any reason to sus­
pect that their last session in the study would involve a repetition of
the writing survey. The subjects' final session was introduced as an
opportunity to determine whether their writing patterns had changed
during the intervening 12 weeks. These subjects did no writing in
our laboratory. Their participation enabled us to establish a control
baseline against which to compare the metacognitions ofthe writers
who participated in Experiment I.

Results and Discussion
The subjects' estimates ofthe percentage oftime devoted

to the various writing subtasks were added to yield esti­
mates for planning, text generating, and revising/review­
ing. The parallel survey items that involved estimates of
mental effort were combined by averaging the ratings given
to the appropriate items.
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Figure 3. Mean percentage of time estimated during the
pretests (left bars) and posttests (right bars) by the 10 writers
(Subj) and the 40 control students from the general psychology
class (Psy), The curves represent the actual percentage of time
devoted to the writing processes across the 6 weeks during which
the writers were required to generate verbal protocols.

MSe = 0.47, P < .001]. Where writers indicated that they
devoted greater-than-average effort to planning and text
generation (about five on a seven-point scale), they indi­
cated that their effort during revising and reviewing was
about average (3.8). The adjusted IRTs, however, did not
differ reliably across writing subprocesses. These esti­
mates oftheir actual effort hovered around the midpoint of
the scale.

On the survey questions that dealt with estimated time
and mental effort, for each subprocess there were no reli­
able differences between the responses given by the large
class, the subset who reported for the repeated sessions, and
the writers. At the outset, then, neither our selected writ­
ers nor our control subjects were atypical in their metacog­
nitions about how they allocated their time and effort, com­
pared with a heterogeneous group of undergraduates.

Figure 3 displays the estimated time on each writing sub­
process for the writers and the subset from the large class
and compares these with the average percentage of time
that the writers devoted to the subprocesses during Weeks
4-10. Because the actual revising and reviewing times
were so small (and generally not different from one another),
in the subsequent analyses, revising and reviewing times
were combined. Both groups ofsubjects initially believed
that they devoted almost equal amounts of time to plan­
ning, text generating, and revising/reviewing; all between­
group comparisons were nonsignificant. Their beliefs had
not changed 12 weeks later.

Initially, writers significantly underestimated by about
58% the amount of time they spent on planning [t(9) =

3.73, P < .001], but their final estimates were in accord
with the time that they devoted during Week 10 [t(9) =
1.64, n.s.]. The opposite pattern ofresults emerged for text
generation: The difference between the pretest estimates
and the actual time on Week 5 was not reliable, but their
72% posttest underestimation of their actual time on
Week 10 was highly significant [t(9) = 3.58, p < .005].

The most dramatic finding, however, was the enormous
discrepancy between estimated and actual time spent re­
vising and reviewing. The writers initially estimated that
they spent 33% of their time in these activities, but they
actually spent about 5% on Week 5 [t(9) = 13.78,p < .001].
By the time oftheir posttest, the writers still believed that
they spent about one-third of their time on these subpro­
cesses, yet their actual time was only about 10% [t(9) =
11.84, P < .001]. Ten weeks of self-monitoring, a by­
product of the talk-aloud requirement in Experiment I,
did very little to bring the writers' beliefs about their re­
vising and reviewing times closer to reality or, for that
matter, their behavior closer to their metacognitions.

Because the data using mental-effort estimates and the
IRTs collected during Experiment I were measured on
different scales, direct comparisons were achieved by di­
viding the range ofiRTs by seven and assigning each IRT
a value between one and seven. Figure 4 reveals a distinctly
different pattern from that shown in Figure 3. Writers over­
estimated by 35%-42% their planning effort (IRT scores)
both at the beginning of the experiment [t(9) = 5.23, p <
.001] and at the end [t(9) = 3.78,p < .001]. Similar over­
estimations also occurred for text generation: the corre­
sponding t(9) values were 3.78 and 3.41, respectively (both
ps < .01). In contrast, the writers' estimated effort during
revising and reviewing closely resembled the adjusted IRT
scores; all comparisons were nonsignificant.

An ANaYA indicated that the writers' estimated effort
differed reliably among writing processes [F(2,18) = 11.79,
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ing sessions. These profiles constitute a quantitative and
graphical representation of a writer's composing style.

The time on task and effort data from Experiment 1 in­
dicate that writers are not adversely affected by generating
verbal protocols or by responding to a tone while writing.
While these tasks make possible fine-grained analyses of
writing subprocesses, they do not cause writers to signif­
icantly alter their time and effort strategies. According to
Ericsson and Simon (1993), writing should not be affected
by concurrent verbal protocols since they primarily in­
volve the coding and decoding ofverbal information. Pre­
vious research has found that the rate at which writers
generate words is slowed while generating protocols
(Ransdell, 1990). However, the present study indicates that
this slowing ofwriting rate is at best transitory; writers are
soon able to write efficiently even while generating proto­
cols at the same time. Our data also clearly establish the
independence oftime and cognitive effort (indexed by IRTs)
allocated to a writing subprocess.

In Experiment 2, writers were more accurate in predict­
ing the amount oftime and effort they allocate to planning
and text-generation processes than they were in predicting
that allocated to revising and reviewing. The subjects
vastly overestimated time spent revising and reviewing
even with practice generating verbal protocols. Part ofthe
discrepancy between the self-reports in Experiment 2 and
the data in Experiment 1 are reflected in the differences
between Kellogg's (1987) directed retrospective time­
allocation profiles and our own. For instance, in Kellogg's
paradigm, subjects report higher levels of reviewing than
we observed in our writing data, even when, as Kellogg
does, we considered reviewing and revising as one pro­
cess. Directed retrospection must partially reflect sub­
jects' own "theories" because our subjects' metacognitions
more closely match the writers' retrospections in Kellogg's
studies than they do their own writing behavior. The fact
that verbal protocols lack the characteristics of social
communication, such as explanation,justification, and ra­
tionalization, sets them apart from self-report data (Erics­
son & Simon, 1980, 1993). Self-reports are evaluative and
often nonveridical. In contrast, verbal reports are noneval­
uative and can predict patterns ofactual behavior. Directed
retrospection may fall between self-reports and verbal­
protocol data in terms ofmatching actual writing behaviors.

While our writers were carefully selected, and generally
did good work, we do not believe that these results are spe­
cific to relatively sophisticated writers. While some ofour
subjects were able to craft documents that surpassed the
rated quality of published essays by professional writers,
it is also true that they sometimes produced unquestion­
ably inferior work. Because there were nowhere any dif­
ferences between the initial metacognitions ofour writers
and those of the control subjects and the large heteroge­
neous group ofsubjects surveyed, our writers' understand­
ing (and misunderstanding) of what they do when they
compose may be representative of that ofa diverse college
population.

In the present experiments, writers were free to select
the genre to use for any specific topic. A given writer some-
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Our data suggest that studies of writing across time,
while labor intensive, enable us to capture characteristics
ofcomposition that cannot be seen when subjects write only
in a single session. The different allocation patterns for
time and effort across weeks and the cumulative explana­
tory power of previous time expenditures on current ef­
forts converge to suggest that writers can be distinguished
by their processing profiles. These profiles, represented as
transition-probability matrices, indicate a remarkable con­
sistency ofa writer's compositional strategies both within
a specific writing session and across widely separate writ-
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Figure 4. Mean estimated effort during the pretests (left bars)
and posttests (right bars) by the 10 writers (Subj) and the 40 con­
trol students from the general psychology class (Psy), The curves
represent the adjusted mental effort calculated from the IRTs
(see text) for the writing processes across the 6 weeks during
which the writers were required to generate verbal protocols.

GENERAL DISCUSSION

7

6 Revising & Reviewing



times wrote an essay, another time a letter or a dialogue. If
it is plausible to hypothesize that these writers chose a spe­
cific genre for reasons that included their familiarity with
its use, we should anticipate that their data will compare
favorably with other situations in which the writer has ex­
perience with the genre called for by a situation-news
styles for journalists, persuasive styles for lobbyists, highly
formalized expository styles for scientific writers. It is an
open empirical question as to whether they also apply to
situations in which the writer is inexperienced with the
genre demanded (e.g., in some composition classes) or has
only a meager knowledge of the topic assigned.

There are many reports ofthe efficacy ofplanning in the
preparation of high-quality documents. The writers in our
study exhibited planning times approximating values re­
ported by recent research in other laboratories (e.g., Kellogg,
1987). But planning time, as a global number measured
across the writing session or as a fraction of the time spent
within a temporal window as brief as 5 min, provides us
no information that is useful in differentiating high-quality
documents from low-quality ones. What did permit us to
make such differentiations was the temporal distribution
of time spent revising. Revising occurs throughout each
writing session, albeit as a relatively small percentage of
all writing activities. It is the revising that occurs late in a
writing session, after a substantial amount of prose is de­
veloped, that contributes most to the differences among
documents varying widely in quality.

The differences between people who produce exemplary
writing and those whose writing is mediocre often can be
attributed to differences in knowledge ofthe subject matter
(Kellogg, 1987), in the genre (Ransdell, 1995; Ransdell &
Levy, 1994), in the audience (Ransdell & Levy, 1994), or
in mastery of writing conventions. These are macrolevel
considerations that were largely held constant in this re­
search. Our fine-grained examination of the interplay
among writing subprocesses, ofthe extent to which the re­
cursiveness that Emig (1971) first noted occurs, and of the
robust and idiosyncratic writing signatures apparent in the
writers' transitional probabilities may help us to understand
better what contributes to differences in writing quality.

Some ofour best and worst writing samples were com­
posed by the same individuals. This situation provided a
rare opportunity for inquiry because the variance attribut­
able to individual differences was effectively reduced to
zero. While the number of documents involved was only
about 15% of the cases, the fact that such dramatic shifts
in quality can occur within an individual must add an en­
tirely new dimension to our conception of the writing pro­
cess. A much larger sample of such cases is needed before
it is possible to determine with any precision whether
writers' transitional-probability signatures, distribution of
time, or distribution ofeffort are the best predictors ofthe
quality of their documents.

New models of writing will need to include production
profiles oftime and effort allocation that can predict qual­
ity writing. The present data suggest that those documents
judged highest and lowest in quality can be differentiated by
the number of times a writer initiates a revising epoch, re-
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gardless of its duration. Quality may also be explained by
the propensity ofwriters to oscillate rapidly between certain
writing processes when they produce low-quality documents
and a tendency to distribute their microwriting epochs
(each only a few seconds in duration) more widely among
writing processes when creating high-quality documents.

A test ofBereiter and Scardamalia's (1987) knowledge­
transforming model of writing is beyond the scope of the
present initiative, but evidence consistent with this model
comes from the positive relationship between IRT and the
quality ofa document. Increased cognitive effort was par­
ticularly apparent during revising, indicating that the writ­
ers were not simply telling what they know, but were trans­
forming their knowledge as well. It is possible, of course,
that writers transform knowledge without an increase in
cognitive effort, but the model suggests that such a relation­
ship would be most likely under knowledge-transforming
conditions.

A Time-and-Effort-Based Analysis of Writing
The time-and-effort-based analysis introduced here

incorporates written, verbal, and resource-allocation pro­
tocols to account for writing behavior within and across
writing sessions. This analysis adapts the three-pronged
approach previously used by Trabasso and Suh (1993) in
understanding text comprehension. Like the Hayes and
Flower (1980) model of writing, it is a cognitive-process
explanation, which focuses on a comparable set ofwriting
subprocesses: planning, generating text, reviewing, and re­
vising. What is new is that it incorporates time and effort
components not apparent in research on verbal or written
protocols alone. The analysis yields the following four em­
pirically derived principles highlighted below: predictable
patterns of process use occur within, and across, writing
sessions, and positive relationships exist between text qual­
ity and effort and between text quality and time devoted to
revision late in the writing episode.

Predictable Process Patterns Occur Within
Writing Sessions

Time allocation is illustrated by SPLOMs (see Figure 1).
These SPLOMs indicate, among other things, that writers
trade offplanning time for time generating text about two­
thirds ofthe way into a given writing session. At this point,
writers increase time generating text until about 85% of
the writing session is complete. From there, text-generation
time drops, possibly to allow time for increased revision.
Revising accounts for only 2%~3% of writers' time until
about halfway through a session, when it rises steadily to
more than 10% by the end. Reviewing is similar in over­
all allocation, but begins to rise earlier, within the first
quarter of each session.

Predictable Process Patterns Occur Across
Writing Sessions

The analysis yields a pattern of time allocation to sub­
processes that is stable across many sessions ofwriting. The
pattern varies from one writer to the next in much the same
way that cursive signatures vary. Like signatures, the writ-
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ers' pattern of transition probabilities are remarkably sta­
ble through time. Future research should include a wider
range ofwriting contexts to test the uniformity ofthis com­
ponent. One strength ofthis analysis is that it incorporates
the range in quality of writing that can occur within indi­
viduals, not simply the range that occurs between good and
poor writers.

Effort Predicts Writing Quality
We found a positive relationship between IRT and the

quality ofa document that is consistent with Bereiter and
Scardamalia's knowledge-transforming approach to writ­
ing and with Britton and Tessor's (1982) finding ofgreater
cognitive effort among expert writers. Greater effort in
higher quality essays does not support Kellogg's (1987)
hypothesis, but in accord with that hypothesis, it is revis­
ing time that best predicts quality. Increased cognitive ef­
fort was particularly apparent during revising, indicating
that the writers were not simply telling what they know,
but were transforming their knowledge as well. It is of
course possible that writers transform knowledge with­
out an increase in cognitive effort, but our analyses sug­
gest that such a relationship would be most likely under
knowledge-transforming conditions.

Time Devoted to Revision Late in Writing
Session Predicts Quality

The analysisrelatesthese production profiles to a product­
based marker ofwriting success-holistic quality. For ex­
ample, it predicts that more time is allocated to revising in
documents of relative high quality, especially within the
last portion of a writing period. Self-report data indicate that
writers believe they allocate upward of30% oftime to re­
vision. Verbal protocols and actual writing behavior, in
contrast, show that revision occurs at relatively low rates
throughout (nevermore than 10% oftotal time). Such data
are consistent with the observations of composition in­
structors that unskilled writers maintain that they devote
substantial time to revising. Unskilled writers in fact char­
acteristically treat revision simply as a matter of correct­
ing superficial errors and spend very little time on this pro­
cess. Our analysis reveals that revision takes less total time
than other subprocesses, but that it disproportionately de­
termines writing success. We also offer additional detail
about the likelihood ofwriters changing from one process
to another that might improve instructional techniques in
composition. Our evidence suggests that higher quality
documents differnot only in terms ofallocation, but in terms
of the number and distribution of subprocess epochs con­
tained within writing processes.

One direct test ofthe utility ofour approach will involve
using time-and-effort-based process profiles from high­
quality documents in long-term training sessions of peo­
ple with varying experience and success in writing to de­
termine whether their writing behavior can be trained to
approximate such profiles. A stronger test would require
that such modified profiles be associated with higher
quality documents. The ultimate success of a time-and-

effort-based analysis ofwriting will be its ability to stimu­
late patterns ofsuccessful writing in a wide range oftasks.

Finally, it is clear from Experiment 2 that despite
their misperceptions of the amount of time they devote to
the various writing subprocesses, our subjects' under­
standing ofhow difficult writing is for them is quite differ­
ent from their self-reports. Planning and text generating
seem to require substantial effort (and more effort than re­
viewing and revising do), and this is generally interpreted
by subjects as indicating difficulty. The actual estimates of
effort or difficulty, as reflected by the adjusted IRTs, are
consistent across both time and writing subprocess, but are
generally less than the amount estimated. Only in the case
of revising and reviewing, where the effort scores fall
near the middle of the scale, are the subjects' metacogni­
tions in accord with their behavior. Given that revising and
reviewing occurred only about 10% ofthe time, we believe
that greater weight should be given to the substantial over­
estimation of the effort required for planning and text
generating. If that is done, the answer to the question
about whether writing is really as difficult as it seems is:
Not really.
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NOTES

I. Raters achieved high reliability by using the following procedures:
(I) Initially, they read all of the sample quickly for scope, (2) They then
read sets of 10 essays once through, evaluating each on a single quality
dimension. They were instructed to determine first whether a document
was high (5) or low (1) on the dimension, If they could not make this de­
termination, they were to assign the document a rating of medium (3).
Otherwise, they determined whether the document initially assigned a
(5) justified that designation or whether a low-high (4) was warranted.
Similarly, they determined whether those initially assigned a (I) warranted
that value or a high-low (2). (3) This process was repeated for each ofthe
13 quality subscales. Raters met periodically to discuss the definitions
of each subscale and to exchange examples outside the sample of essays
that met each subscale criterion.

2. During Weeks 5~10, we calculated four transition-probability ma­
trices for each subject during each writing session. Thus, 10 writers X 6
weeks X 4 time blocks = 240 matrices,

3. An "important document" was defined as one that had special sig­
nificance to the writer (e.g. a letter to accompany ajob application or a
college-admission application). We assumed that targeting the editor of
a national magazine as the audience for their documents and offering a
$100 prize for the single best document would provide incentives for the
subjects who composed in Experiment I to approach the task as one of
writing an "important document."
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