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Linguistic difficulties in language and reading
development constrain skilled adult reading

CONRAD PERRY
Macquarie University, Sydney, New South Wales, Australia

and

JOHANNESC. ZIEGLER
Macquarie University, Sydney, New South Wales, Australia

and CREPCo-CNRS, Aix-en-Provence, France

This study investigated whether the quality and specification of phonological representations in early
language development would predict later skilled reading. Two perceptual identification experiments
were performed with skilled readers. In Experiment 1, spelling difficulties in Grade 1 were used as a
proxy measure for poorly specified representations in early language development. In Experiment 2,
difficulties in perceiving and representing liquid and nasalized phonemes in final consonant clusters
were used for the same purpose. Both experiments showed that words that were more likely to develop
underspecified lexical representations in early language development remained more difficult in skilled
reading. This finding suggests that early linguistic difficulties in speech perception and structuring of
lexical representations may constrain the long-term organization and dynamics of the skilled adult
reading system. The present data thus challenge the assumption that skilled reading can be fully un
derstood without taking into account linguistic constraints acting upon the beginning reader.

Much of the literature on adult reading has examined
the processes underlying skilled reading without consid
ering developmental constraints. That is, it has been as
sumed that once the skilled reading system has reached
its "final" state, it does not matter much how it actually got
there. Such a way of thinking ignores the possibility that
different words may acquire different kinds of represen
tations in the course oflanguage development. Instead, it
is often assumed that the "final" representations under
lying skilled reading are identical across all words in terms
of their orthographic and phonological specification.
Computational models that code all words according to
the same representational scheme are good cases in point
(e.g., Coltheart, Curtis, Atkins, & Haller, 1993; Coltheart
& Rastle, 1994; Grainger & Jacobs, 1996; McClelland &
Rumelhart, 1981; Ziegler, Rey, & Jacobs, 1998).

The developmental literature, in contrast, investigates
reading from a more continuous perspective (e.g., Dun
can, Seymour, & Hill, 1997; Frith, 1986; Goswami, 1993;
Goswami & Bryant, 1990; Kavanagh & Mattingly, 1972;
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Treiman, 1992). One major idea is that phonological rep
resentations are gradually restructured throughout de
velopment. Initial word representations are thought to be
relatively holistic. However, as vocabulary grows, the need
to discriminate between similar sounding words forces
lexical representations to become increasingly segmen
tal. As a consequence, smaller segments such as syllables,
rimes, and ultimately phonemes become represented
(Fowler, 1991; Goswami, 2000; Metsala & Walley, 1998;
Swan & Goswami, 1997a; Walley, 1993). This segmen
tal restructuring does not occur in an all-or-none sys
temwide fashion, but on an item-by-item basis (Metsala,
1997a). Some words would experience more pressure to
develop well-specified segmental representations than
others. Thus, in contrast to the adult perspective, the de
velopmental perspective naturally predicts that different
words can acquire different kinds of lexical representa
tions during the course of development.

There is increasing evidence that the quality of these
phonological representations plays a causal role in lan
guage and reading development. For example, phonemic
awareness ability, which is thought to reflect the degree
to which segmental restructuring has taken place, is a po
tent predictor of future reading achievement (e.g., Brad
ley & Bryant, 1983; Goswami & Bryant, 1990; Lundberg,
Frost, & Petersen, 1988). Also, there is increasing consen
sus that poorly specified, imprecise, or inadequate phono
logical representations are a major factor underlying
reading impairment (e.g., Fowler, 1991; Metsala, 1997b;
Snowling, Goulandris, Bowlby, & Howell, 1986; Swan
& Goswami, 1997a, 1997b). Finally, reading and spelling
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acquisition both affect the phonemic level ofrepresenta
tion (Goswami, 2000; Goswami & Bryant, 1990).

The present article investigated whether phonological
representation quality in early language development is
a predictor of skilled adult reading. Our goal was to show
that words, which are likely to have less well specified
phonological representations during early language and
spelling development, remain more difficult to process
for the skilled adult reader, despite variables known to
affect skilled reading being equal. For this purpose, we
compared the perceptual identification performance of
skilled readers on two groups of words: one group for
which the development of fully specified phonological
representations should have been easy and another group
for which the development ofsuch representations should
have been harder.

In Experiment 1, the spelling difficulty of children in
Grade 1 was used as an index for the quality of phono
logical representations during early reading develop
ment. In Experiment 2, difficulty in perceiving and rep
resenting nasalized or liquid coda consonants was used
for the same purpose. In both experiments, the two groups
of items were matched on variables that were known to
affect skilled reading from the adult perspective. Thus, if
early developmental patterns affect the permanent orga
nizational structure of the skilled reading system, we
would expect differences between those groups ofwords,
for which the development of phonological representa
tions would have been different. In contrast, if early de
velopmental constraints become superfluous or if the
specificity of phonological representations reaches a ceil
ing, early developmental patterns should have no effect
on later skilled reading.

These predictions were tested in a perceptual identifi
cation task developed by Rey, Jacobs, Schmidt-Weigand,
and Ziegler (1998). In this task, subjects are asked to
identify as quickly as possible words on a computer screen
that become gradually more visible through an increase
in luminance. This task was ideal for our study because
it requires subjects to fully identify the words while re
ducing decision processes associated with the more com
monly used lexical decision task.

EXPERIMENT 1

In the first phase of this experiment, it was necessary
to find a measure that would allow us to estimate which
kind of items were more likely than others to exhibit
poor phonological representation development during
early language and spelling development. For this pur
pose, we examined a rich database on children's spelling
collected by Treiman (1993). Because spelling requires
children to adequately break down the sound of a whole
word into smaller parts, spelling difficulties can be seen
as a reliable measure for the quality of children's lexical
representations. Moreover, given that learning to read

and spell may be a major force in driving segmental re
structuring (for a review, see Goswami, 2000), spelling
difficulties provide information on the degree to which
segmental restructuring has taken place. Thus, Treiman's
(1993) database was used as an independent a priori
method for selecting words that were difficult for chil
dren to spell and hence would be likely to have had poorer
phonological representations during reading and spell
ing development.

Two groups of words were selected that contained ei
ther difficult or easy phoneme-grapheme correspondences
according to the Treiman database. Difficult correspon
dences were those that were spelled incorrectly more than
50% ofthe time (from Treiman, 1993, Appendix A). These
two groups were matched on a number of dimensions
known to influence word identification according to the
adult perspective, including word frequency, letter and
body neighborhood, grapheme complexity, regularity,
and consistency. Thus, this manipulation made it pos
sible to address a simple question: Do words that were
difficult for children to spell remain slower to process for
adults? Under the assumption that spelling performance
is a reliable index for the quality of lexical represen
tations in early language development, finding differences
between the groups with hard and easy correspondences
would suggest that representations that were less well
specified for children might remain less well specified
for skilled readers.

Method
Subjects. Twenty-four students enrolled in a first-year psychol

ogy course at Macquarie University participated in the study as part
of a course requirement. All were native English speakers.

Stimuli. Forty words were used in the present experiment.
Twentywords contained phoneme-grapheme correspondences that
were difficult to spell according to Treiman's (1993) Grade 1 data
base; 20 words used correspondences that were easy to spell ac
cording to the same database. Difficult correspondences were con
sidered those that had over a 50% error rate in Treiman (1993). To
increase the number of items without excessively repeating the same
correspondences, five words with sonorous initial coda consonants
were used in the difficult set. Treiman, Zukowski, and Daylene
(1995) found that children have difficulty perceiving those pho
nemes in that type ofword.

Both groups were matched pairwise on number of graphemes,
phonemic structure, length, body neighborhood (BN, Forster &
Taft, 1994; Ziegler & Perry, 1998), orthographic neighborhood (N,
Coltheart, Davelaar, Jonasson, & Besner, 1977), CELEX word fre
quency (Baayen, Piepenbrock, & van Rijn, 1993), and consistency
(Treiman, Mullenix, Bijeljac-Babic, & Richmond-Welty, 1995).
The mean values for the last four variables appear in Table I. Eight
additional words were used as training items to familiarize subjects
with the task.

Procedure. The luminance increment procedure was used (Rey
et aI., 1998). In this procedure, stimuli are presented at a gradually
increasing illumination on the screen. That is, words are invisible at
first (i.e., they start out black on black) but become gradually more
visible as the luminance of the word increases. Subjects are asked
to interrupt the incremental procedure when they have identified
the word by pressing a key on the computer keyboard. Once a key



Table 1
Item Characteristics, Mean Reaction Times (RTs),

and Percentage of Errors for Words Used in Experiment 1

Easy Hard

RT SD RT SD

Frequency 220 334 220 342
N 6.75 4.84 7.05 5.16
BN 10.80 4.51 10.15 4.17
No. irregular words" 2
Friend-enemy ratio .97 .14 .94 .15

Mean RT 1,328 40 1,361 48
% Error 4.38 3.97 3.54 3.65

Note-N, number of letter neighbors; BN, number of body neighbors.
*Multisyllabic words were not included in the regularity or consistency
analysis.

has been pressed, the stimulus is removed from the screen. Subjects
then type their response using the computer keyboard. The time from
the onset of the stimulus until the subject's response is recorded.
Items were presented in a pseudorandom order to each subject. The
eight training items were always presented first.

There are some major advantages of the luminance increment
procedure: First, in addition to error rate (the only dependent vari
able typically used in standard perceptual identification tasks like
backward masking), the luminance increment procedure makes it
possible to obtain identification latencies. Second, because the pro
cedure does not require stimulus quality to be degraded by a mask,
the procedure is less susceptible to effects of sophisticated guess
ing. Third, unlike the lexical decision task, it requires no nonwords
to be used. Fourth, since the task does not require a vocalized response
(as in reading aloud), it is not susceptible to articulatory onset in
fluences that affect the voice key differently for words with differ
ent onsets. Finally, subjects seem to experience lower levels of'frus
tration in the luminance increment procedure than in procedures
that rely on stimulus degradation and brief presentation.

Results and Discussion
Responses to items 3 SD above or below the individ

ual grand means were considered errors. This procedure
affected 1.15% of the data. The overall error rate includ
ing errors due to outliers was 3.96%. Latencies on error
trials were excluded from the latency analysis. All re
ported effects are significant at or beyond the .05 level
unless otherwise noted. Mean response latencies and er
rors appear in Table I.

Overall, the mean response latencies went 33 msec in
the expected direction. That is, words containing corre
spondences difficult for Grade I children to spell were
responded to more slowly than words containing corre
spondences that were not difficult (1,361 msec and
1,328 msec, respectively). The result was significant by
subjects and items [t)(23) = 3.01, SE = 14.45; t2(38) =
2.39, SE = 14.03]. In the error analysis, there were no
significant differences between the two groups (both ts <
I). These results confirmed our prediction that words with
segments that were hard to spell for children in Grade I
were also slower to identify for adults. If spelling diffi
culty is taken as a measure of poorly specified lexical
representations, our data seem to suggest that items that
are less well specified early in life might remain less well
specified even in skilled reading.
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EXPERIMENT 2

In the previous experiment, spelling difficulty in
Grade 1 was used as a measure of the quality of lexical
representations early in reading development. In Exper
iment 2, we used a more direct measure of the quality of
phonological representations, namely early difficulties
in perceiving and representing particular speech seg
ments. Notably, Read (1975) pointed out that children
exhibit difficulty in perceiving nasal sounds in final con
sonant clusters (codas) if those sounds occur in the first
position ofa complex (i.e., multiphoneme) coda (e.g., Iml
in hump). Similarly, Treiman, Zukowski, and Daylene
(1995) showed that children have difficulties in repre
senting both nasalized and liquid consonants (e.g., the
III in wilt) if they are the coda-initial phoneme in a com
plex coda cluster. When they compared the writings of
consonant-consonant-vowel-consonant(CCVC) structures
(e.g., crab) with consonant-vowel-consonant-consonant
(CVCC) structures (e.g., wilt), they found that children
often left out coda-initial nasalized and liquid phonemes
in CVCC words. This suggests that the phonological rep
resentations of words with nasalized or liquid sounds in
the final consonant cluster were more poorly specified
than words that did not contain such sound segments.

Ifthe developmental literature is correct in suggesting
that children show difficulties in perceiving, segmenting,
and representing words with nasalized and liquid coda
initial sounds, then we should replicate our previous ef
fects when using difficulty ofperceiving coda-initial nas
alized and liquid sounds rather than spelling difficulty
as an independent measure of the quality of phonologi
cal representations during reading development. Thus,
our major assumption was that early phonetic effects
should provide a reliable measure of how well specified
children's phonological representations are. On the basis
of the results of our previous experiment, we predicted
that words with poor phonological representations in child
hood should also be slower to process in adulthood. To
test this prediction, three groups of words were selected
that differed in terms ofwhether they contained particu
lar sound segments that were likely to be hard to perceive
during early language and reading development. In par
ticular, we compared CVCC words that contained nasal
ized or liquid coda-initial consonants (e.g., wilt) both with
words that had the same CVCC structure but no nasalized
or liquid sounds (e.g., lisp) and with a group of CCVC
words (e.g., crab). The groups were again matched on
critical variables shown to influence reading from the adult
perspective. Thus any differences between the three groups
would suggest that inadequate phonological representa
tions produced by difficulties in phonetic perception in
early language development can have long-term effects
on skilled reading performance.

Method
Subjects. Twenty-three first-year Macquarie University psychol

ogy students participated in the study as part of a course require-
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ment. None of them had participated in the previous experiment.
All were native speakers of English.

Stimuli. Three groups of words were used. Two of the groups
had a CVCC structure (e.g., wilt); the other had a CCVC structure
(e.g., crab). One of the CVCC groups used words where the coda
initial phoneme was either liquid or nasalized (e.g., wilt, hump).
The other group used a coda-initial phoneme that was neither liq
uid nor nasalized (e.g., rift, lisp). This group served as a control
group because it had exactly the same consonant/vowel structure as
the first group, but it did not contain liquid or nasalized phonemes.
The three groups were matched as closely as possible on N, BN,
length, CELEX frequency, regularity, and consistency. The mean
values for these variables appear in Table 2.

Twenty words in both the liquid/nasalized CVCC (e.g., wilt) and
the CCVC (e.g., crab) group were four letters long and 20 were five
letters long. The four-letter group therefore contained exclusively
single-letter grapheme-phoneme correspondences. Such a design
was used because it makes it possible to control for a potential con
found with number of graphemes and type of grapheme units (i.e.,
single-letter versus multiletter graphemes). If the five-letter words
differed from the four-letter words due to orthographic structure or
number or type of grapheme, the effect should interact with word
length.

As concerns the nonliquid/nonnasalized control CVCC (e.g.,
lisp) group, 20 words in this group were four letters long and 18
were five letters long. Only 18 five-letter words were used (as op
posed to 20 in the two other groups) because it was impossible to
find 20 words that met the strict selection criteria. In the group of
five-letter words, 7 ofthe words had a CCVCC (e.g., crisp) structure
while II had a CVCC (e.g., theft) structure. Also, the control group
included a number ofirregular words (e.g., raft). Note, however, that
because irregularity should slow down responses in the nonliquid/
nonnasalized CVCC control group, this potential confound would
work against our hypothesis offinding differences between the liquid/
nasalized and the nonliquid/nonnasalized CVCC words.

Finally, it should be pointed out that Standard Australian English
is very similar to Received Pronunciation. Therefore, we had no
reason to believe that Australian children would differ from the
children tested by Read (1975) or Treiman, Zukowski, and Daylene
(1995) in their ability to perceive liquid/nasalized consonant coda
phonemes. If anything at all, Australian children should find it
harder to perceive liquid /11phonemes in the coda cluster because
they are very infrequently vocalized in Standard Australian English
(Borowsky & Horvath, 1997).

Results and Discussion
Responses to items 3 SD above or below the individual

grand means were considered errors. This procedure af-

fected 1.03% ofthe data. The overall error rate was 2.06%.
Latencies on errors were excluded from the RT analysis.
The results appear in Table 2.

A 3 X 2 analysis of variance (ANOVA) (word group
X word length) was used to examine the overall pattern
of results. The three word groups consisted ofthe CCVC
group, the CVCC nasalized/liquid group, and the CVCC
nonnasalized/nonliquid control group. In the latency anal
ysis, there was a significant main effect of word group
[F}(2,44) = 10.27, MSe = 19,920; F2 (2,112) = 7.69,
MSe = 18,645]. A significant main effect ofword length
was also found by items [F2(1,112) = 4.06, MSe =
9,749], but not subjects [F} (1,22) = 2.85, MSe = 8,820,
p > .1]. There was no significant interaction between the
effects of these two variables (both Fs < 1). In terms of
the error data, there were no significant effects or inter
actions (all Fs < 1).

To examine the results in greater detail, three 2 X 2
(word group X word length) ANOVAs were performed
to investigate whether sonority in the first phoneme of
consonant clusters affected the results and whether dif
ferences resulted from consonant-vowel structure. The
results showed that CCVC (e.g., crab) words were re
sponded to 40 msec faster (by items) than nasalized/
liquid CVCC words (e.g., wilt). This effect was signifi
cant by subjects and items [F)(l,22) = 15.10, MSe =
33,761; F2(l,76) = 14.32, MSe = 31,296]. There was
also a main effect of word length that was almost signif
icant by subjects [F)(1,22) = 3.71, MSe = 11,284, p =
.066] and was significant by items [F2(1,76) = 5.206,
MSe = 11,376]. Importantly, there was no significant
interaction between word length and word group (both
Fs < 1). In the error analysis, there were no significant
differences between any of the groups (all Fs < 1). The
comparison between the CCVC (e.g., crab) words and
the nonnasalized/nonliquid CVCC (e.g., lisp) control
words showed only a 5-msec difference. This difference
was not significant either in the latency or in the error
analysis (all Fs < 1). Finally, the liquid/nasalized CVCC
(e.g., wilt) words were responded to more slowly than
the nonnasalized/nonliquid CVCC (e.g., lisp) control
words [F}(l,22) = 11.29,MSe = 25,408; Fi1,74) = 8.92,

Table 2
Item Characteristics, Mean Reaction Times (RTs), and

Percentage of Errors for Word Groups Used in Experiment 2

4 Letter 5 Letter

CCVC CVCC(LN) CVCC CCVC CVCC(LN) CVCC

RT SD RT SD RT SD RT SD RT SD RT SD
Frequency 58 59 49 60 55 56 63 50 56 68 58 59
N 7.5 3.00 9.05 2.61 9.75 3.81 3.25 2.22 3.50 2.21 2.73 1.81
BN 16.7 4.09 13.7 5.36 9.1 3.65 6.6 3.53 6.4 4.93 6.0 2.70
No. irregular words 0 0 2 0 0 7
Friend-enemy ratio .98 .03 .99 .03 .98 .10 .94 .19 .98 .06 .93 .07
MeanRT 1,392 40 1,426 49 1,403 53 1,410 46 1,455 51 1,409 54
% Error 2.61 2.19 1.74 3.27 2.17 2.99 1.09 1.93 2.39 4.11 2.42 3.41

Note-N, numberofletter neighbors;BN, numberof body neighbors;CCVC, consonant-consonant-vowel
consonant; CVCC(LN), consonant-vowel-consonant-consonant (liquid or nasalized first coda phoneme);
CVCC, consonant-vowel-consonant-consonant (not liquid nor nasalized first coda phoneme).



MSe = 23,901], showing that the effects were not due to
consonant-vowel structure but to the existence ofa liquid
or nasalized phoneme in the coda. There were no signif
icant differences in error rates (both Fs < 1).

Because the CVCC (e.g., lisp) control words were not
perfectly matched with the other groups in terms ofreg
ularity and phoneme structure (see Method section), we
performed a post hoc analysis removing those words that
did not conform to a CVCC structure or that had irregu
lar correspondences. Two2 X 2 ANOVAs with word group
and word length as factors revealed essentially identical
results to those reported above. The CVCC (e.g., wilt)
words with a nasal/liquid coda-initial phoneme were sig
nificantly slower than the CVCC (e.g., lisp) control words
[F\(l,22) = 4.85,MSe = 14,635;F2(l,65) = 4.27,MSe =
11,830]. The CCVC (e.g., crab) words were not signifi
cantly faster than the CVCC (e.g., lisp) control words (both
ps > .10). There were no significant differences in error
rates (all Fs < 1).

The results clearly demonstrate that people were slower
to respond to CVCC (e.g., wilt) words with a nasalized or
liquid first-coda phoneme relative to either CVCC (e.g.,
lisp) words that did not use such a coda phoneme or CCVC
(e.g., crab) words. Together, the results ofthis experiment
join our previous results to suggest that words that are
more likely to develop poor phonological representations
in early reading, as predicted by difficulties in perceiving
liquid and nasalized coda segments, remain more diffi
cult to identify for the skilled reader, despite other vari
ables being equal.

GENERAL DISCUSSION

In the present study, we challenged the view in the
skilled reading literature, according to which skilled
reading can be completely understood without taking into
account linguistic constraints acting upon the beginning
reader. Our claim was that early linguistic constraints in
language representation should affect the quality oflex
ical representations serving as a basis for reading acqui
sition and that these effects might have long-term con
sequences for skilled reading. This prediction was tested
in two perceptual identification experiments with skilled
readers. Wecompared the performance ofdifferent words
that were matched on all variables that should matter
from the adult reading perspective. Thus, the adult read
ing perspective predicted no differences between these
words. The critical manipulation was that these words
differed in the likelihood with which they would have
caused early linguistic difficulties during language de
velopment, which, in turn, should have affected the con
struction of fully specified lexical representations. In
Experiment 1, we used spelling difficulties in Grade 1 as
a measure for poorly specified representations in early
reading development. In Experiment 2, we used diffi
culties in perceiving and representing liquid and nasalized
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phonemes in final consonant clusters for the same pur
pose. Our results clearly showed that words which were
more likely to develop poor lexical representations in early
reading remained more difficult in skilled reading.

Such a finding suggests that reading is continuous in
development and that early linguistic difficulties in speech
perception and the specification of lexical representa
tions seem to affect the long-term organization and dy
namics of the skilled adult reading system. If the devel
opment of word representations for individual words is
shaped by such early linguistic experiences, it implies
that the "final" word representations underlying skilled
reading are not identical across all words. Thus compu
tational models that assume that all words are coded ac
cording to the same representational scheme remain in
complete. More importantly, there may be aspects about
the organization and dynamics of lexical structures that
cannot be captured from a static adult perspective of
skilled reading.

From the perspective ofmultiple sources ofconstraint
acting upon reading development, our results show the
need for adding developmental constraints onto the list.
Thus, there may be statistical and functional constraints
on reading development that can be perfectly studied from
the adult perspective (e.g., Berndt, D'Autrechy, & Reg
gia, 1994; Rey et aI., 1998; Treiman, Mullennix, et al.,
1995), but there are also linguistic constraints that may
require a more developmental perspective. It can be eas
ily seen how multiple constraints can act together to de
termine the salience of particular units. For example, in
the case of body/rime effects, which have been studied
from the child and adult perspectives (e.g., Forster & Taft,
1994; Goswami, 1993; Goswami, Gombert, & Fraca de
Barrera, 1998; Ziegler & Perry, 1998), there is both lin
guistic and statistical pressure for the development of
body/rime units. The linguistic pressure comes from rimes
being very salient units in speech perception in the course
of early language development (e.g., Goswami, 1997;
Goswami & Bryant, 1990; Kirtley, Bryant, MacLean, &
Bradley, 1989; Treiman, 1985, 1995). The statistical pres
sure comes from body/rime units being statistically more
consistent than other units in reading (Treiman, Mullenix,
et aI., 1995).

The present results are also relevant for developmen
tal unit models of reading (see Duncan et al., 1997; Go
swami, 1993, 1999; Goswami & Bryant, 1990; Kava
nagh & Mattingly, 1972; Treiman, 1992). Some models
suggest that children initially use small-sized grapheme
phoneme chunks during reading development, while
others suggest that children initially start out with bigger
units (for a review, see Duncan et al., 1997). It appears
that these models are based on conflicting evidence about
the size of the subsyllabic units that children use. The
large-unit model claims that word perception starts at a
whole-word and syllable level, and is then refined to an
onset/rime level, and finally to a phoneme level. In con-
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trast, the small-unit theory claims that early in develop
ment small chunks emerge first; only later (ifever) would
bigger chunks begin to playa role.

However, in more general chunking models, like the
one proposed by Van Orden and colleagues (Van Orden
& Goldinger, 1994; Van Orden, Jansen op de Haar, &
Bosman, 1997; Van Orden, Pennington, & Stone, 1990),
no particular grain size (like the grapheme) is necessarily
used in reading. There is a pool ofcorrespondences that
can vary in size and from person to person. The actual
units that develop are susceptible to the three types ofcon
straints (functional, statistical, and linguistic) mentioned
earlier. Such a more general view can easily resolve the
apparent conflict between small- and large-unit models.
Ifit is assumed that there is no stage where linguistic pres
sure on reading is totally independent offunctional pres
sure, then early subsyllabic unit development should show
signs ofpressure from both sources. In this case, the eas
iest functional units to learn would be those associated
with the simplest correspondences-that is, single letter
phoneme units (see Rey et aI., 1998). The easiest linguis
tic units, on the other hand, would be those associated with
the sounds that can be differentiated most easily during
early language development, such as syllables, rimes, and
onsets. Because these latter units are larger, they also con
tain more complex graphemes and more complex spelling
to-sound correspondences.

Therefore, the developing reading system would exper
ience dual pressure. The easiest linguistic units would be
harder functionally, due to their more complex mappings.
In contrast, the easiest functional units would be more
difficult linguistically, due to a need for small-unit (pho
neme) awareness to differentiate them. Early in reading,
such pressure might cause only the easiest units from
both functional and linguistic domains to be present (e.g.,
onsets that are single phonemes). It might therefore be
possible to find evidence for both types of units. This
suggests that small- and large-unit theories might not be
as theoretically opposing as some have suggested (Dun
can et aI., 1997)-it is just that the tasks that have been
used to differentiate them have often tried to find the easi
est units formed from different types of pressure.

In conclusion, the present study showed that there are
limits as to how well skilled reading can be understood
from a purely adult perspective. We showed that words
that were more likely to develop underspecified lexical
representations during early language development (as
indicated by early spelling data) were more likely to be
at a disadvantage in skilled reading, despite other factors
influencing word recognition being equal. Therefore, our
results suggest that some fundamental aspects about
adult reading may be missed if developmental patterns
that seem to affect the long-term structure and dynamics
of the skilled adult reading system are ignored.
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