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The information underlying human object recognition
is still largely unknown. Whereas observers have little dif-
ficulty in judging an object to be the same over changes in
pose, lighting, color, or even (in some circumstances)
identity, each of these transformations results in pro-
found alterations to the visual information available for
such a decision. Much research has been directed at un-
derstanding the coordinate system describing object rep-
resentations (e.g., Biederman & Gerhardstein, 1993; Tarr
& Bülthoff, 1995), but relatively little has addressed 
the necessary and sufficient visual features for object
recognition (though Biederman’s [1987] recognition-by-
components theory is one notable exception). The sheer
variety of possible visual information that might be used
by perceptual systems is one of the obvious difficulties
in conducting such studies. One way to deal with this prob-
lem is to examine reduced sets of shape features and de-
termine the extent to which they can account for object-
recognition performance. In particular, a number of
researchers have looked at the role of the outline shape,
or bounding contour, of an image. Such information is
both theoretically important (since it provides the basis
for figure–ground segregation) and pragmatically useful
(since it is easy to determine for any object view).

Studies in this area have found that recognition of sil-
houettes is largely indistinguishable from recognition of
shaded images. For example, Lloyd-Jones and Luckhurst
(2002) tested subjects’ abilities to recognize silhouettes
and shaded images of living and nonliving things and
found that silhouettes were particularly useful for recog-
nizing living objects. Hayward (1998) used both name
priming and sequential matching tasks and found no dif-
ference in recognition of rotated objects between shaded
image and silhouette depictions. Similarly, in a more sys-
tematic study using different object sets and more
study–test manipulations, Hayward, Tarr, and Corderoy
(1999) found that viewpoint costs (the relative decrement
in performance following rotation of an object between
study and test) were in general no greater for silhouettes
than for shaded images. The implication for theories of
object recognition from these results is that perceptual
representations of objects might consist primarily, if not
exclusively, of components of outline shape.

Tempering this conclusion, however, are several ex-
ceptions to the rule of equivalent recognition for shaded
images and silhouettes. For example, Hayward et al.
(1999) found greater viewpoint costs in a sequential
matching task when both images were silhouettes than
when either one or both of the stimuli were shaded im-
ages. In addition, Lloyd-Jones and Luckhurst (2002)
found that although living objects were recognized well
using outline information, nonliving things appeared to
require internal features. These experiments show that
outline shape does not account for object-recognition
performance in all conditions. Equally, however, they do
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not fully specify the conditions under which outline
shape information is insufficient in accounting for object-
recognition performance. For example, it is not clear
whether the differences between living and nonliving
things observed by Lloyd-Jones and Luckhurst are caused
by the nature of set membership or are correlated with
existing differences in shape between members of the
two categories (and, if so, what those differences are).
The living/nonliving distinction is an important one be-
cause of the observation of a number of patients with
temporal lobe lesions who can recognize living but not
nonliving objects or vice versa (Humphreys & Forde,
2001; Warrington & McCarthy, 1983; Warrington &
Shallice, 1984).

Previous studies of silhouette recognition have used a
variety of objects, ranging from familiar objects (Hay-
ward, 1998; Lloyd-Jones & Luckhurst, 2002) to novel
objects composed of geons (Biederman, 1987) and non-
geons in differing spatial relationships (Hayward, 1998;
Hayward et al., 1999). However, these objects all have
some characteristics in common; they are generally com-
posed of a variety of components (normally at least six,
and in some cases many more), and the components were
generally joined in different possible spatial relation-
ships. Therefore, an alteration of the image from shaded
depiction to silhouette, while occluding some relevant
information, would still leave considerable shape infor-
mation available for the task. It is unclear whether this
redundancy of information is necessary in order for sil-
houettes to be efficiently recognized. Surely, eliminating
all discriminative information would have a deleterious
effect on recognition performance. However, it is uncer-
tain how the provision of minimal but sufficient amounts
of information would affect the recognition of an object
in silhouette form.

In this study, the stimulus set had restricted visual in-
formation. All of the objects had a single conical central
component (albeit with different dimensions for each ob-
ject) and two smaller components arranged midway up
the cone, at 90º to each other (see Figure 1). The main
features that contrast our object set with those of earlier
studies are (1) its simplicity (in terms of number of dis-
tinctive features of each object) and (2) its consistency of
spatial relations. The former is important because it in-
creases the relative perturbation of total shape that oc-
curs with occlusion of a single feature. For example, one
component in the object set used here comprises a large
subset of the total shape information about an object; if
it is occluded or not visible in a silhouette, the total shape
is largely transformed. The consistency of spatial rela-
tions is also important. As Johnston and Hayes (2000)
have shown, objects with distinctive individual features
but consistent spatial relations are more difficult to rec-
ognize than are objects with one set of features arranged
in different spatial relationships. When different spatial
relationships are used, the outline shape of each object
becomes completely distinct from all others, and rela-
tively early visual processes may be able to assist in

recognition judgments. When there is a consistency of
spatial relations, all outlines (even if they contain quali-
tatively distinct features) are relatively similar. In this ex-
periment, we kept the spatial relations of parts as similar
as possible across the objects, to maintain gross similarity
(while leaving qualitative differences in each outline).

Note, however, that despite the reduced number of
components, there remained discriminative information
about the objects at all views, in both shaded image and
silhouette depictions. Thus, sufficient information is
available at all views for silhouettes to support accurate
object recognition. The issue under investigation is
whether such minimally sufficient conditions will produce
impairments in viewpoint generalization of silhouettes.

We employed a sequential matching task, in which
subjects determined whether an initial stimulus (here-
after termed study) depicted the same object as a second
stimulus (test).1 For shaded image depictions, no com-
ponents were fully occluded across any of the test view-
points. Therefore, on the basis of previous experiments
(e.g., Hayward & Tarr, 1997; Tarr, Bülthoff, Zabinski, &
Blanz, 1997; Tarr, Williams, Hayward, & Gauthier, 1998),
we predicted that if shaded image versions of an object
were displayed at both study and test, performance would
show only small costs as the two views were rotated fur-
ther from each other.

0º 20º 40º 60º 80º

Figure 1. All the shaded images used in the experiment. Each
row shows a different object. Silhouettes were black with the
same smooth, antialiased outlines.
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Two possible predictions can be made regarding per-
formance with the test silhouettes. On the basis of earlier
studies (Hayward, 1998; Hayward et al., 1999), one could
predict that performance on trials where the test image
was a silhouette would be identical to trials where it was
a shaded image, unless the study image was also a sil-
houette (in which case greater viewpoint costs would be
expected for silhouettes). On the other hand, if the lack
of information redundancy was important, one would ex-
pect performance for test silhouettes to be worse than
performance for shaded images, particularly since the
study and test images were rotated relative to each other.

METHOD

Subjects
A total of 94 subjects from the Chinese University of Hong Kong

participated in the experiment in return for either course credit or a
small monetary reward.

Design
The experiment employed a sequential matching task in which

the studied stimulus consisted of two images (either both the same
view or two different views) depicting one object, and the test stim-
ulus showed a single view of either the same or a different object.
The studied stimuli consisted of two images, since we wanted to en-
sure that any results found were not due to the specific views that
were tested. Therefore, we had three types of study trials: 20º view
only, 60º view only, or both 20º and 60º views. In addition, we ma-
nipulated the manner in which the two study images were presented:
simultaneously (for 1,000 msec) or sequentially (for 500 msec each,
separated by an interstimulus interval [ISI] of 310 msec). The study
view variable was manipulated within subjects, whereas study order
was manipulated between subjects.

The experiment had a mixed design. Study image type was the
principal between-subjects factor, with subjects studying either
shaded images (48 subjects) or silhouettes (46 subjects). In addi-
tion, there were two main within-subjects variables: test image type
(shaded image or silhouette) and test view (one of five possible
views). The study view and study order variables (outlined earlier)
were included as a procedural control that enabled us to test the gen-
erality of the results of principal interest. As discussed below, nei-
ther of these variables affected the results or the conclusions.

Stimuli
Five objects were created using 3-D modeling software (Carrara;

Eovia, San Diego). Each object (displayed in Figure 1) consisted of
a central cone and two other, smaller parts connected midway up the
cone. The dimensions of the central cone were slightly different
across objects. The smaller components were taken from a set of
geons (Biederman, 1987); they were generally different across ob-
jects, although two geons were repeated so that subjects could not
perform the test by simply paying attention to one component. The
objects were rendered at five different views covering a total object
rotation of 80º, with antialiasing and without cast shadows. Sil-
houettes were rendered with the same white background but no
light source; thus, they had the same antialiased bounding contour,
but all other internal pixels were black.

A mask was created by pairing together random features across
the object set.

Procedure
Each subject participated in 4 practice trials and 300 experimen-

tal trials. The experimental trials comprised 1 trial for each of five
objects, three combinations of study views (20º only, 60º only, or

both 20º and 60º), two types of test trial (shaded image or silhou-
ette), and five test views, resulting in 150 trials, along with 150 dis-
tractor trials. The trials were presented in mixed fashion, so sub-
jects could not predict what the next type of trial would be like.
Distractor trials were based on experimental trials, but one image
was removed and an image of a different object put in its place. All
independent variables were varied in distractor trials exactly as they
were varied in experimental trials.

The experiment was controlled by RSVP software (available at
http://www.tarrlab.org/RSVP). Each trial began with a 500-msec
blank interval, followed by a 500-msec fixation cross in the center
of the monitor. The two study views were then displayed either both
simultaneously for 1,000 msec, one on each side of the fixation, or
each sequentially in the center of the display for 500 msec, sepa-
rated by an ISI of 310 msec. Following the second study image, a
mask was displayed for 510 msec, and then the test image was dis-
played until the subject provided a response.

The subjects indicated whether study and test images depicted
the same object or two different objects by pressing one of two keys
on the keyboard. They heard an audible beep if they responded in-
correctly. They were asked to respond as accurately and as quickly
as possible.

RESULTS

Only trials in which study and test images depicted the
same object, and in which subjects responded between
250 and 4,000 msec after the onset of the test image,
were included in the analysis.2 We analyzed both error
rates for all trials adhering to these criteria and response
latencies for correct trials.

Condition means are displayed in Figure 2. Note that
there were five possible test views, which have been la-
beled 0º, 20º, 40º, 60º, and 80º. The 20º and 60º views
were used for study. We conducted three-way analyses
of variance (ANOVAs) on both response latencies and
errors in which there was a between-subjects factor of
studied image type (shaded image or silhouette) and two
within-subjects factors: test image type (shaded image
or silhouette) and test view.3

Analyses of errors were performed using both subjects
(F1) and items (F2) as the random factor. Performance
was better for test images that were shaded images than
those that were silhouettes [F1(1,92) � 45.48; F2(1,4) �
114.44, ps � .001] and varied across viewpoints, with
generally better performance for studied than for non-
studied views [F1(4,368) � 5.69, p � .001], although
this effect was not significant by items [F2(4,16) � 1.13,
p � .05]. There was no effect on performance on the
basis of study image type [F1 � 1; F2(1,4) � 2.16, ps �
.05].

The main effects were modulated by the two-way in-
teractions, which were in turn modulated by the three-
way interaction. The interaction of study and test image
types [F1(1,92) � 5.8; F2(1,4) � 14.4, ps � .05] showed
that the advantage for shaded images as test stimuli over
silhouettes occurred because performance on test sil-
houettes was particularly poor when a shaded image had
been studied. The interactions of study image type and
test view [F1(4,368) � 7.93; F2(4,16) � 10.09, ps �
.001] and test image type and test view [F1(4,368) �



324 HAYWARD, WONG, AND SPEHAR

7.06, p � .001], though not statistically significant by
items [F2(4,16) � 1.9, p � .05], both showed particu-
larly poor performance at the unstudied 40º view when
objects were studied as shaded images and tested as sil-
houettes; that the effect was particular to this condition
was shown by the statistically reliable three-way inter-
action [F1(4,368) � 5.85; F2(4,16) � 8.46, ps � .001].

To more precisely localize the source of the three-way
interaction, we conducted post hoc HSD tests between
test image types (shaded vs. silhouette) separately for
each viewpoint and each study image type. When shaded
images were studied, test shaded images were recog-
nized significantly more accurately than were test sil-
houettes at the 40º and 60º views ( p � .05). On the other
hand, when silhouettes were studied, test shaded images
were recognized more accurately only at the 80º view
( p � .05).

The analysis of response latencies shows a similar 
pattern, displayed in Figure 3. Again, both main effects
of test image type [F1(1,92) � 42.98; F2(1,4) � 38.08,
ps � .01] and test view [F(4,368) � 8.99; F2(4,16) �
4.21, ps � .05] were statistically significant, showing
better performance for shaded test stimuli and studied
views. There was a main effect for study image type
when items were the random factor, with better perfor-
mance for shaded images than for silhouettes [F2(1,4) �
16.95], although this effect was not statistically signifi-
cant for the analysis by subjects [F1(1,92) � 1.61, p �
.05]. The study image type � test image type interaction

[F1(1,92) � 7.08, p � .01; F2(1,4) � 5.32, p � .08]
showed that the difference between test shaded images
and test silhouettes was much larger when shaded im-
ages were studied than when silhouettes were studied.
The interaction of study image type � test view
[F1(4,368) � 6.71; F2(4,16) � 11.53, ps � .001] again
seemed to show poorer performance at 40º when objects
were studied as shaded images but tested as silhouettes
(although performance was also quite poor at 80º fol-
lowing study of a silhouette). Although less definitive,
this interpretation was also supported by a marginally
significant interaction of test image type � test view by
subjects [F1(4,368) � 2.18, p � .07]; this interaction
was not significant by items (F2 � 1). The three-way
interaction was significant by items [F2(4,16) � 3.03,
p � .05] but not by subjects [F1(4,368) � 1.44, p � .05].

We computed the same post hoc HSD tests from the
error data on latencies. When the study stimulus was a
shaded image, recognition of shaded images was faster
than was recognition of silhouettes at 20º, 40º, and 60º
( p � .05). Conversely, there were no differences at any
view between test shaded images and test silhouettes fol-
lowing study of silhouettes.

DISCUSSION

At issue in this article is the nature of silhouette recog-
nition when an object rotates. Unlike previous studies,
this study shows that silhouettes do not always support

Figure 2. Error rates for the four conditions of the experiment. Error bars
show standard errors.
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efficient view generalization. When the available fea-
tures of an object are restricted, changing a stimulus
from a shaded image to a silhouette results in a general
performance loss, especially across changes in view-
point. Efficient silhouette recognition appears to depend
upon a redundancy of visual features.

Before we discuss the implications of the results pre-
sented here, we must clarify that these results do not
show that recognition of silhouettes is generally diffi-
cult, even with the impoverished stimuli used in this ex-
periment. In all conditions, performance was well above
chance. In addition, we observed no impairment to recog-
nition accuracy following study of silhouettes, as com-
pared with study of shaded images.4 Thus, even with a
small set of objects that share a similar central volume
and have two smaller volumes in similar spatial loca-
tions, the provision of outline shape allows subjects to
respond accurately. However, although recognition of
silhouettes is in general very good, subjects showed a
differential impairment at generalizing across viewpoint
for silhouettes, particularly after shaded images were
studied. This differential impairment must be explained.

Hayward et al. (1999) showed that viewpoint general-
ization following study of shaded images and silhouettes
was almost identical unless a silhouette was observed at
both study and test. The results reported here extend and
more precisely qualify this finding by showing that when
the available information in an object is restricted, gen-
eralization to an unstudied silhouette is more impaired

than generalization to an unstudied shaded image. Just as
Hayward et al. reported, when participants studied a sil-
houette, we found greater viewpoint costs from the stud-
ied views when the test stimulus was a silhouette than
when it was a shaded image (shown here at the 80º view).
This finding is of general interest because it shows an im-
provement in recognition performance for changing the
nature of the image (from silhouette to shaded image)
between study and test. Unlike Hayward et al., however,
we found here that the study of shaded images seems to
produce markedly inferior generalization to silhouettes,
at least at 40º. This is the only view at which one of the
two smaller components disappears from the outline
shape for all objects. Note also that because a silhouette
contains a subset of information of a shaded image, good
recognition of silhouettes following study of silhouettes
shows that poor recognition of silhouettes following
study of shaded images is not due simply to a lack of in-
formation in the image. The information is available in
the image, but observers apparently fail to make appro-
priate use of it following study of shaded images.

This differential impairment of silhouettes at 40º fol-
lowing study of shaded images therefore suggests that
subjects viewing shaded images encode information
about internal, nonoutline features in the image. This
finding is not surprising, but it was not necessarily sup-
ported by some of the results of Hayward (1998) and
Lloyd-Jones and Luckhurst (2002). In particular, the re-
sults of our study suggest that attention is paid to the two

Figure 3. Response latencies for the four conditions of the experiment. Error
bars show standard errors.
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smaller components in the objects presented. In the 40º
view, one of the components is always occluded in the
silhouette, and so greater numbers of errors are found.
At the 20º and 60º views, however, four of the five ob-
jects show both components in at least one view; when
summed together, these components allow the test view
to be more easily matched to the studied view (although
the 60º view still shows a significant, if reduced, differ-
ence between recognition of shaded images and silhou-
ettes following study of shaded images). On the other
hand, if a silhouette is presented as the study item, the ob-
server is forced to encode the outline; in this case, atten-
tion is not drawn to any of the object components that ap-
pear within the bounding contour of the image (since they
are invisible). The observer is here required to encode in-
formation that will be useful in recognizing the object in
either silhouette or shaded image form across all views.

Our results suggest differences in the way observers
recognize silhouettes and shaded images. The robust
performance for shaded images in all studies shows that
representations can be derived from these stimuli that
support efficient generalization across rotations of the
object in 3-D space and that such representations are de-
rived as easily for the simple objects of the present ex-
periment as for the more complicated objects used pre-
viously. Performance at recognizing silhouettes, both in
the study of Hayward et al. (1999) and in the data pre-
sented here, does not show view generalization to the
same extent. Generalization to new views is possible if
the object contains redundant information and its 3-D
structure is known. But if this information is not avail-
able, the representation of the silhouette seems fragile
and may support recognition only of views close to study.5
Because of these differences, we speculate that percep-
tual representations of silhouettes consist of collections
of features that are bound less strongly, and with a less
clear structural relationship, than are features encoded
for shaded images. Such representations of silhouettes
support efficient recognition in some circumstances and
across some views but will be less successful in general
than representations of shaded images.

This view holds implications for the results of Lloyd-
Jones and Luckhurst (2002), as well as neuropsycholog-
ical reports of living/nonliving dissociations. Lloyd-
Jones and Luckhurst report that silhouettes of living
objects support efficient recognition, whereas silhou-
ettes of inanimate objects do not. Although this differ-
ence may relate to differences in types of visual pro-
cessing (Cree & McRae, 2003; Humphreys & Forde,
2001; Warrington & Shallice, 1984), it may be augmented
by the availability of shape features in each type of ob-
ject. The organic nature of living objects may result in
silhouettes that provide better information for represen-
tations supporting 3-D view generalization by providing
redundant cues (e.g., from the head, neck, torso, legs,
feet, and tails of animals). Many inanimate objects, on

the other hand, have fewer cues in the silhouette; even if
these cues are sufficient for recognition (as shown by
Hayward, 1998), they may be insufficient to derive a rep-
resentation necessary for 3-D view generalization.

If, as proposed here, shape information necessary for
making living object identification resides primarily in the
outline shape (in redundant quantities), object-recognition
procedures would be expected to make use of this regu-
larity. On the other hand, recognition of nonliving ob-
jects may require the analysis of function, as proposed by
Warrington & Shallice (1984), which would require at-
tention to the relations between components and their
potential interactions with human users. We predict that
patients with living-object deficits might show particu-
lar impairments with silhouette studies such as those
conducted here, since they may have a specific deficit in
the perceptual processes used to combine shape fragments
in the absence of compelling structural information.
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NOTES

1. Although testing visual working memory, many previous studies
have shown that results with this paradigm match those of more eco-
logically valid, longer term identification paradigms (e.g., Hayward,
1998; Hayward & Tarr, 1997; Biederman & Gerhardstein, 1993; Tarr,
Williams, Hayward, & Gauthier, 1998).

2. A total of 1.48% of the trials were excluded because responses
were too short or too long.

3. The independent variables of study order (simultaneous or se-
quential) and study view (20° only, 60° only, or both 20° and 60°)

showed few significant results and did not affect the conclusions pre-
sented in this article. For completeness, five-way analyses that include
these variables are reported in the Appendix.

4. However, shaded images were recognized significantly faster than
were silhouettes when analyzed by items.

5. Note that silhouettes should not be regarded as qualitatively dis-
tinct from other object depictions in this regard. Any stimulus manipu-
lation that affects perception of 2-D and 3-D structures (e.g., illumina-
tion differences; stereoscopic depth manipulation) or stimulus features
(e.g., occlusion) can be expected to have effects similar to those dis-
cussed here.

To evaluate the role of the two study manipula-
tions, study order (simultaneous or sequential) and
study view (20º, 60º, or both 20º and 60º), we entered
these variables into five-way ANOVAs (performed as
subjects’ analyses), along with the three variables
tested previously (study image type, test image type,
and test view), where study order was manipulated
between subjects and study view was manipulated
within subjects. Results for test image type and test
view, and interactions between these factors, were as
reported in the Results section, with the exception
that the marginal effect of the interaction between test
type and test view for recognition latencies disap-
peared ( p � .1). There was a main effect of study
order for latencies, with faster performance follow-
ing sequential presentation than following simulta-
neous presentation [F(1,77) � 8.97, p � .01], but
there was no effect for errors (F � 1). Conversely, the
effect of study view, with better performance for
studying both views than either view in isolation, was
significant for errors [F(2,180) � 5.86, p � .01] but
not latencies (F � 1). More important, there were few
significant interactions of any type involving these
two variables. The interaction of study order � test
object type was marginally significant for errors
[F(1,90) � 3.95, p � .05], with a slightly larger

decrement in silhouette test performance following
sequential study than following simultaneous study,
but this effect was not significant for latencies
(F � 1). The interaction of study order � study view
was significant for latencies [F(2,154) � 3.17, p �
.05] but not significant for errors [F(2,180) � 1.23,
p � .05]; in latencies, responses following sequential
study were slower following study of the 20º view
than in either of the other study conditions, whereas
performance following simultaneous study was not
affected by the specific study view. Not surprisingly,
the interaction of study view and test view was sig-
nificant for both errors [F(8,720) � 6.63, p � .001]
and latencies [F(8,616) � 2.73, p � .01], with better
test performance for those views that were studied.
The three-way interaction of study view � study
order � test view was significant for latencies
[F(8,616) � 1.97, p � .048] but not for errors
[F(8,720) � 1.19, p � .05]. Finally, the three-way
interaction of study view � test view � test image
type was significant for errors [F(8,720) � 2.27, p �
.05] but not latencies [F(8,616) � 1.21, p � .05].
Both significant three-way interactions were caused
by particular test views showing idiosyncratic per-
formance in a combination of the other independent
variables.
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