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Within certain task parameters, the sudden appearance
of an irrelevant stimulus (a cue) in the periphery attracts
attention (Posner, 1980). Reflecting this attraction, the
processing of a subsequent, task-relevant stimulus (a tar-
get) is facilitated if it is near the cued location, so long as
the time interval between the onsets of the successive
stimuli is short. If the time interval between the cue and
target is relatively long, reaction times (RTs) are usually
slower for targets in the vicinity of the cue (Posner &
Cohen, 1984). This slowing of RT has been attributed to
an inhibitory aftereffect that is initiatedor becomes mea-
surable when attention is removed from the cued loca-
tion. Because it was thought that attention was inhibited
from returning to the originally cued location, the in-
hibitory aftereffect has been called inhibition of return
(IOR; see Klein, 2000, Lupiáñez, Tudela, & Rueda,
1999, and Taylor & Klein, 1998, for reviews).1 This in-
terpretation was challenged by Klein and Taylor (1994),
who suggested that the slowed RT might be due to a re-
sponse bias, a reluctance to respond to targets at the cued
location. Although evidence from a variety of sources
supports a response contribution to the IOR effect
(Abrams & Dobkin, 1994; Fuentes, Vivas, & Humphreys,
1999; Ivanoff & Klein, 2001; Posner, Rafal, Choate, &
Vaughan, 1985; Taylor & Klein, 2000), several investi-
gators have rejected a response contribution on the basis
of the failure of the IOR effect to interact significantly
with the Simon effect (Lupiáñez, Milán, Tornay, Madrid,

& Tudela, 1997; Lupiáñez & Milliken, 1999; Lupiáñez &
Solano, 1998; Pratt, Kingstone, & Khoe, 1997). The pur-
pose of this paper is to re-examine this issue. Before we
do, however, we want to point out that different interpre-
tations of the nature of IOR are not mutually exclusive.
A result that rejects or supports a response contribution
to the IOR effect would not, by itself, affect the view that
IOR reflects attentionor perceptual stages of processing.

The Simon effect refers to the performance advantage
for responses that spatially correspond to the relative lo-
cation of the target (target–response [T–R] correspon-
dence) compared with responses that do not correspond
(T–R noncorrespondence), when the spatial location of
the target is task-irrelevant (see Lu & Proctor, 1995, for
a review). The general consensus is that the Simon effect
occurs because of conflict or congruence between two
spatial stimulus–response (S–R) codes: one that is tran-
siently generated from the spatial location of the target
(and that is task-irrelevant) and one that, due to the task
instructions, is activated by the nonspatial identity of the
target (e.g., De Jong, Liang, & Lauber, 1994; Hommel,
1993a, 1994; Kornblum, Stevens, Whipple, & Requin,
1999). If the IOR effect is the result of response pro-
cesses, then, following additive factors logic (Sternberg,
1969), it should interact with the Simon effect. In appar-
ent conflict with this prediction, there have been repeated
reports that Simon and IOR effects do not interact reli-
ably (e.g., Lupiáñez et al., 1997; Lupiáñez & Milliken,
1999; Lupiáñez & Solano, 1998; Pratt et al., 1997).

The absence of a reliable interaction between the
Simon effect and the IOR effect might be observed be-
cause the two effects are truly additive. According to ad-
ditive factors logic, additivityentails the strong inference
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that the two effects operate at different stages of pro-
cessing. Such an inference should be made with caution.
Alternatively, the true relation might be an interaction
whose nonsignificance could be due to a lack of statisti-
cal power. To disconfirm any proposal by accepting the
null hypothesis is always risky given the possibility of
committing a Type II error. Is there any reason to suspect
a Type II error in the literature that has investigated the
relationshipbetween the IOR effect and the Simon effect?
Lupiáñez et al. (1997) found that the IOR and Simon ef-
fects interacted significantly only with a 1,000-msec
cue–target onset asynchrony (CTOA). In this one exper-
iment, the Simon effect was larger at the cued location
than at the uncued location. Pratt et al. (1997) found a
nonsignificant ( p = .09) interaction between the IOR and
Simon effects, but the direction of the effect (i.e., larger
Simon effect at the cued location) was consistent with
that observed by Lupiáñez et al. (1997). Thus, it seems
plausible that the IOR and Simon effects do interact, but
that the null interaction results from low statistical
power.

We conducted a power analysis in order to determine
the sample size that would be required to find an inter-
action between IOR and Simon effects. Because the true
effect size of the interaction (which will be represented
mathematically and conceptually as the effect of IOR on
the Simon effect)2 is not known, we generated four hy-
pothetical effect sizes. Figure 1 shows the degree of
power (i.e., the proportion of experiments that would be
expected to show a significant effect) as a function of

sample size and effect size. Within the context of this
paper, effect size is defined as the real absolute differ-
ence between the Simon effect for uncued and cued tar-
gets divided by the standard deviation of the difference
(i.e., Cohen’s d ). Note that as the magnitude of the effect
size increases, smaller sample sizes can detect signifi-
cant effects. Further, smaller effects may only be de-
tectable with large sample sizes. For example, with a
sample size of 18, only 13% of experiments would be ex-
pected to yield a statistically significant effect with an
effect size of .2. At the other extreme, a very large dif-
ference in the Simon effect between cued and uncued
RTs (Cohen’s d = .8) could be detected by about 80% of
experiments that used a sample size of only 15. The gen-
eral point to be made here is that if there is a true inter-
action between the Simon and IOR effects, but it is small
in magnitude (yet theoreticallymeaningful), it will rarely
be significant when relatively small samples are used.

OMNIBUS ANALYSIS

We examined the interaction between T–R compatibil-
ity (levels: correspondence and noncorrespondence) and
cuing (levels: cued and uncued) at four different CTOAs
(100, 400, 700, and 1,000 msec) across several experi-
ments (Lupiáñez et al., 1997; Lupiáñez & Milliken,
1999; Lupiáñez, Milliken, Solano, Weaver, & Tipper,
2001; Lupiáñez & Solano, 1998; Lupiáñez, Weaver, Tip-
per, & Madrid, 2001; Pratt et al., 1997). Table 1 lists the
experiments included in the analyses. Initially, each

Figure 1. Power is shown as a function of sample size and effect size. Effect size (hypothetical ef-
fect sizes for the population) was calculated as the absolute value of the mean difference divided by
the standard deviation of the difference. In this context, .2, .5, and .8 are small, medium, and large
effect sizes, respectively.
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CTOA was analyzed separately because individual sub-
jects contributed to all, some, or only one of the CTOAs.
T–R compatibility and cuing were the within-subjects
factors and experiment was the between-subjects factor.
Only experiments conducted within a single session and
without distractors were included in the analysis. The
between-experiments differences included discrimina-

tion type (color or identity), the percentage of catch tri-
als, stimuli eccentricity, stimuli duration, use of a central
cue (so that attention returns to fixation), and eye moni-
toring.

The results of the repeated-measures analyses of vari-
ances (ANOVAs) are shown in Table 2. Figure 2 shows
the mean RTs as a function of CTOA, target location,and

Table 1
A List of the Experiments Included in the Analyses

CTOAs
Investigators Experiment Catch Trials Type of Discrimination (in Milliseconds) CTOA Manipulation N

Lupiáñez, Milan, 1-5 20% Color 100, 400, All subjects did 100 msec, 84
Tornay, Madrid, & 700, 1,000 and one other CTOA
Tudela (1997) within a block of trials

Lupiáñez & Solano 1 None Color 100, 1,000 All subjects did both 16
(1998) CTOAs

Lupiáñez & Milliken 2a, 2b 0% and 20% Color 100, 400, All subjects did all 40
(1999) 700, 1,000 CTOAs within a block of

trials
Lupiáñez, Milliken, 1b, 2 0% and 20% Color and identity 100, 400, All subjects did all 43

Solano, Weaver, & (X/O) 700, 1,000 CTOAs between
Tipper (2001) different blocks of trials

Lupiáñez, Weaver, 2 20% Color 100, 1,000 different subjects for 40
Tipper, & Madrid each CTOA
(2001)

Pratt, Kingstone, & 1 None Identity (X/+) 960* None 16
Khoe (1997)

Note—CTOA, Cue–target onset asynchrony. *This experiment was included in the 1,000-msec CTOA analysis; we thank Jay Pratt for provid-
ing this data.

Table 2
Analyses of Variance for Each Cue–Target Onset Asynchrony (CTOA)

CTOA Factor dffactor dferror F ratio p value Power

,100 Experiment 11 191 3.31 <.001 .99
T–R compatibility 1 191 10.75 .001 .92
Experiment 3 T–R compatibility 11 191 0.68 .756 .37
Cuing 1 191 146.55 <.001 1.00
Experiment 3 cuing 11 191 2.08 .024 .91
T–R compatibility 3 cuing 1 191 0.17 .680 .07
Experiment 3 T–R compatibility 3 cuing 11 191 1.71 .073 .83

,400 Experiment 5 101 5.10 <.001 .99
T–R compatibility 1 101 1.95 .166 .27
Experiment 3 T–R compatibility 5 101 2.00 .085 .65
Cuing 1 101 21.70 <.001 1.00
Experiment 3 cuing 5 101 1.81 .118 .59
T–R compatibility 3 cuing 1 101 0.02 .901 .05
Experiment 3 T–R compatibility 3 cuing 5 101 0.98 .435 .33

,700 Experiment 4 96 3.89 .006 .89
T–R compatibility 1 96 11.93 <.001 .95
Experiment 3 T–R compatibility 4 96 2.66 .037 .72
Cuing 1 96 18.57 <.001 1.00
Experiment 3 cuing 4 96 1.80 .136 .52
T–R compatibility 3 cuing 1 96 0.73 .397 .13
Experiment 3 T–R compatibility 3 cuing 4 96 0.63 .642 .20

1,000 Experiment 8 150 4.34 <.001 1.00
T–R compatibility 1 150 21.03 <.001 1.00
Experiment 3 T–R compatibility 8 150 1.15 .331 .52
Cuing 1 150 31.63 <.001 1.00
Experiment 3 cuing 8 150 1.34 .230 .59
T–R compatibility 3 cuing 1 150 10.20 .002 .91
Experiment 3 T–R compatibility 3 cuing 8 150 1.36 .2199 .60

Note—T–R, target–response.
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T–R compatibility. The magnitudes of the Simon effect
(T–R noncorrespondence minus T–R correspondence)
as a function of CTOA and cuing are shown as bars on the
bottom of Figure 2. We will focus on cuing, T–R com-
patibility, and the interaction between cuing and T–R
compatibility. The longest (1,000 msec) and shortest
(100 msec) CTOAs will be emphasized both because the
largest number of subjects were tested in these condi-
tions (over 150 compared with about 100 in the 400- and
700-msec CTOA conditions, respectively) and because
the facilitative and inhibitory effects of the cues are ex-
pected to be largest at these intervals.

Short CTOAs
At the 100-msec CTOA, there is significant cue facil-

itation (32 msec), a significant Simon effect (11 msec),
and a nonsignificant interaction between the Simon ef-
fect and facilitation. One might wonder whether the dif-
ference between the Simon effect at the cued location
(9 msec) and at the uncued location (12 msec) might be
consistent with some reports that the Simon effect is re-
duced at an attended location (the attention-shift account
of the Simon effect has been reviewed by Stoffer &
Umiltà, 1997). Is it possible that the interaction is real
but not significant because of a lack of statistical power?
To explore this possibility using the most unambiguous
data, we excluded subjects who did not show facilitation
on both T–R compatible and T–R incompatible trials.
When this analysis was confined to subjects whose data

unambiguously indicated that the cued location was at-
tended, the Simon effect was 15 msec at the cued location
and 15 msec at the uncued location, and the interaction
between the Simon effect and cuing was nonsignificant
[F(1,115) = 0.0418, p = .893, power = .052]. Therefore,
it is unlikely that the Simon effect is substantiallyaltered
by a prior shift of attention to the location of the target.
This finding is problematic for the attention-shift hy-
pothesis of the Simon effect, perhaps because a shift of
attention is not sufficient for generating a spatial stimu-
lus code (Ivanoff & Peters, 2000).

Visual inspection of the data in Figure 2 reveals that
the pattern of results in the 400-msec CTOA condition
was very similar to that in the 100-msec CTOA condi-
tion. However, at this CTOA, the facilitation (26.5 msec),
but not the Simon effect (7.5 msec), was significant. Un-
fortunately, a nonsignif icant effect is not especially
meaningful. Subsequent analyses strongly argue against
accepting the null hypothesis as a nil effect.3 Given that
the primary purpose of this investigationwas to examine
the possibility of an interaction between the IOR and
Simon effects, the weak Simon effect at a CTOA where
facilitation is observed can remain a puzzle for future ex-
perimentation.

Long CTOAs
At the 1,000-msec CTOA, there was a significant IOR

effect (20.5 msec) and a significant Simon effect (13.5
msec). In addition, there was a significant interactionbe-

Figure 2. Mean reaction time (in msec) as a function of cue condition, target–response (T–R) correspondence,
and cue–target onset asynchrony (CTOA). The bars at the bottom of the figure show the size of the Simon effect
(noncorrespondence RT minus correspondence RT) at the cued (stippled bars) and uncued (hatched bars)
locations.
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tween these effects: The Simon effect was larger for tar-
gets at the cued than at the uncued location. When we
analyzed each experiment separately at the 1,000-msec
CTOA, 7 out of 8 times the interaction was nonsignifi-
cant. When we excluded from the analysis the one ex-
periment in which the interaction was significant
(Lupiáñez et al., 1997, Experiment 3B), the interaction
between the Simon and IOR effects remained significant
[F(1,133) = 6.62, p = .011]. This analysis shows that the
interaction in our meta-analysis of the literature was not
due to the influence of one particular experiment.

An inspection of the results, shown in Figure 2, re-
veals a pattern in the 700-msec CTOA condition that is
very similar to that in the 1,000-msec CTOA condition.
In the 700-msec SOA condition, the inhibitory effect of
the cue (21.5 msec) and the Simon effect (10.5 msec)
were significant, but the interaction, although similar in
magnitude to that in the 1,000-msec CTOA, was not. Be-
cause the data at these two longer CTOAs, at which an
IOR effect was observed, are so similar, and because of
the combined analyses (described in the next paragraph),
it would be inappropriate to accept the lack of a signifi-
cant interaction at the 700-msec CTOA as evidence of
additivity.

The data from all the subjects who were tested at the
700-msec SOA (n = 101) and the data of the subjects
who were tested at 1,000 but not 700 msec (n = 76) were
submitted to an ANOVA with cuing and T–R compati-
bility as the within-subjects factors and CTOA as the
between-subjects factor. The IOR and the Simon effects
were signif icant as was their interaction [F(1,175) =
7.211, p < .01]. The three-way interaction with CTOA
was not significant [F(1,175) = 1.893, p = .171, power =
.262], suggesting that the interaction between the IOR
effect and the Simon effect is not necessarily CTOA de-
pendent. However, the absence of an interaction cannot
be used to support the idea that the interaction does not
change with CTOA. Likelihood ratios (LRs; Dixon,
1998, see note 3; Dixon & O’Reilly, 1999) were used to
compare a description of the data that assumes that the
Simon effect is not different at the cued and uncued lo-
cation versus a description that assumes that the Simon
effect is different at the cued and uncued location. Be-
cause CTOA varied both between subjects and within
subjects, we eliminated some of the intersubject vari-
ability by examining Simon effects (T–R noncorrespon-
dence RTs minus T–R correspondence RTs) as a func-
tion of cue condition. At the 700-msec CTOA, the LR
was 1.89 and at the 1,000-msec CTOA, the LR was
22.65. In both situations, a description of the data that
included the cue condition fared better than a descrip-
tion that did not, although the advantage was small at the
700-msec CTOA. A benefit of LRs is that they may be
pooled across different experiments (Dixon, 1998).
Thus, if we pooled the two CTOAs, the LR is 42.73.
Given the data, a description that holds that IOR in-
creases the Simon effect is 42.73 times more likely than
one that assumes that the Simon effect is unaltered by

IOR. Thus, the Simon and IOR effects do interact, but
the effect size of the interaction is small, presumably be-
cause of an unusual amount of performance variability.
For this reason, a large amount of power is required to
detect it.

Discussion
The empirical contribution of our omnibus analysis is

apparent in Figure 2: The Simon effect was larger at the
cued location at the longer CTOAs, whereas facilitation
(at the short CTOAs) had little impact on the Simon ef-
fect. The nonsignificant interaction between facilitation
and the Simon effect replicates previous observations
(Hommel, 1993b;Proctor, Lu, & Van Zandt, 1992;Zimba
& Brito, 1995) and suggests that a prior shift of attention
to the target’s location is not sufficient to modify the
Simon effect.4 In contrast, the omnibus analyses clearly
shows that the later “inhibitory” effect of the cue signif-
icantly increased the Simon effect. The presence of an
interaction between the IOR and Simon effects is clearly
confirmed here. This provides support for the proposal
that the Simon and IOR effects share a common process-
ing stage (e.g., response selection); however, it does not,
by itself, suggest how IOR alters the Simon effect.

To understand the influence of IOR on the Simon ef-
fect, we have adopted the dual-process explanationof the
Simon effect (e.g., De Jong et al., 1994; Hommel, 1993a,
1994; Kornblum & Lee, 1995; Kornblum et al., 1999).
According to this generally accepted construal of the
Simon effect, responses in a Simon task are the product
of an S–R code based on the task-irrelevant location of
the target and an S–R code based on the relevant identity
of the target. The task-irrelevant spatial code is thought
to facilitate the generation of a spatially corresponding
response and impede the generation of a noncorre-
sponding response. Figures 3A and 3B illustrate these
hypothetical components of the Simon effect. One key
assumption is that the magnitude of the Simon effect is
proportional to the level of covert S–R code activation
from the target’s task-irrelevant location at the time the
correct response is selected. This activation process is
assumed to increase from the time of target presenta-
tion until some maximum is reached and then to decay
(De Jong et al., 1994; Hommel, 1994). In order to ex-
plore the impact of cuing on RT to corresponding and
noncorresponding targets, we have assumed in Figure 3C
that a response will be initiated when the net activation
exceeds some criterion.

The IOR effect occurs in simple-RT (e.g., detection)
tasks in which the Simon effect is virtually absent (e.g.,
Ivanoff & Klein, 2001) and when the task does not call
for a spatial response (Klein & Dick, in press). Thus, be-
fore we consider how IOR might influence the Simon ef-
fect, it is necessary to propose mechanisms that would
cause an RT delay for cued targets at relatively long
CTOAs.

We will consider two broad theories of IOR that can ex-
plain its presence in simple-RT and Simon-type choice-RT
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tasks: the inhibitionaccount5 (this is similar to the Fuentes
et al., 1999, temporary S–R disconnection hypothe-
sis6 and to Posner & Cohen’s, 1984, inhibited attention
hypothesis) and the criterion-shift account (Klein & Tay-
lor, 1994). These distinct, but not mutually exclusive,
mechanisms are conceptually illustrated along the top
row of Figure 4. According to an inhibitionaccount (Fig-
ure 4A), slower RTs to cued targets result from a delay,
relative to uncued targets, in the activation of the task-

relevant S–R code. Although such a delay could begin
with the earliest levels of target processing (see, e.g.,
Handy, Jha, & Mangun,1999; McDonald,Ward, & Kiehl,
1999; but see Klein, Schmidt, & Müller, 1998, for evi-
dence against this idea), for present purposes it only mat-
ters that the activation of the task-relevant response code
is delayed. The function representing the accumulation
of task-relevant information is shifted rightward so that to
achieve the same level of accuracy, RTs must be slower.
According to the criterion-shift account (Figure 4B),
IOR reflects a reluctance to respond to targets at the cued
location (Ivanoff & Klein, 2001; Klein & Taylor, 1994).
Although the accumulation of information is unaffected
at the cued location, an RT delay occurs because the cri-
terion for initiating a response to targets in the cued re-
gion is raised. In the context of these two broadly de-
fined accounts of IOR, in conjunction with the construal
of the Simon effect illustrated in Figure 3, we will con-
sider seven descriptions7 (shown in the far-left column in
Figure 4) of the effect that IOR might have on the acti-
vation of the irrelevant S–R code that underlies the
Simon effect. This yields 14 predictions regarding the
interaction between the IOR effect and the Simon effect.

IOR Has No Effect on the Activation of the
Task-Irrelevant S–R Code (Figure 4-1)

The first view to consider is that IOR has no effect on
the activation of the task-irrelevant spatial S–R code. In
the context of both accounts of IOR (i.e., inhibition and
criterion shift), this view of IOR predicts that the Simon
effect will be smaller at the cued location. To slow the
relevant S–R code (Figure 4-1A) or to increase the cri-
terion for a response (Figure 4-1B) would allow the ir-
relevant S–R code time to decay and, therefore, the
Simon effect would be reduced at the cued location. The
results of our omnibus analysis show that the Simon ef-
fect is larger, not smaller, at the cued location (Figure 2).
Therefore, IOR must have some effect on the activation
of the irrelevant S–R code. Next we will consider six
possible effects of IOR on the irrelevant S–R code.8

IOR Causes a Delay in the Activation of the
Task-Irrelevant S–R Code (Figure 4-2)

According to the inhibition account of IOR, the nat-
ural assumption would be that IOR delays the activation
of all codes generated by stimuli presented in the cued
region. Indeed, if IOR delayed the relevant and irrelevant
S–R codes by the same amount, the additive pattern that
has been incorrectly accepted until now should be pre-
dicted (Figure 4-2A). The actual form of the interaction
between the Simon and IOR effects (Figure 2) allows us
to reject this account. In contrast, when combined with
the criterion-shift explanation of IOR, the view that IOR
delays the activation of the irrelevant S–R code predicts
the interaction we have observed, with a larger Simon ef-
fect at the cued location (Figure 4-2B). It is interesting
to consider the additive relation between cuing and the
Simon effect when the cue–target interval is short enough

Figure 3. An illustration of the hypothetical components in a
Simon task. The abscissa represents time, and the ordinate rep-
resents activation. (A) The activation of the task-relevant S–R
code increases until a threshold is reached and a response is ini-
tiated. (B) The task-irrelevant location of the target is thought to
activate the response that spatially corresponds to the target’s lo-
cation. Two such activations are shown, one of which corresponds
to the correct response (thick line) and one of which does not (thin
line). This activation reaches a maximum and then decays.
(C) The summation of (A) and (B).
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Figure 4. Illustrated are 14 predictions re-
sulting from the combination of the inhibi-
tion (A) and criterion-shift (B) theories of
IOR with seven construals of how IOR might
affect the task-irrelevant spatial S–R code:
(1) IOR does not affect the task-irrelevant
S–R code, (2) IOR delays the onset of the
task-irrelevant S–R code, (3) IOR acceler-
ates the onset of the task-irrelevant S–R
code, (4) IOR increases the activation of the
task-irrelevant S–R code, (5) IOR decreases
the activation of the task-irrelevant S–R
code, (6) IOR delays the suppression of the
task-irrelevant S–R code’s activation, or (7)
IOR accelerates the suppression of the task-
irrelevant S–R code’s activation. The cells of
the predictions that do not match the actual
results are boxed. Target–response corre-
spondence is represen ted by the thin lines
and target–response noncorrespondence by
the thick lines. See text for details.
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to produce facilitation. This is precisely what would be
expected if the facilitation associated with exogenous
orienting accelerated the functions for both the relevant
and irrelevant codes equally.

IOR Accelerates the Onset of the Activation of
the Task-Irrelevant S–R Code (Figure 4-3)

If IOR temporally shifts the onset of the irrelevant S–R
code to an earlier point in time, the Simon effect will be re-
ducedat the cued location.This predictionholdswhether or
not one adopts the view that IOR delays the activationof the
relevant S–R code (Figure 4-3A) or increases the criterion
to respond at the cued location (Figure 4-3B). The results,
as shown in Figure 2, clearly do not endorse either view.

IOR Increases the Activation of the
Task-Irrelevant S–R Code (Figure 4-4)

Regardless of the general account adopted for IOR
(i.e., inhibition or criterion shift), the increase in the ac-
tivation of the irrelevant S–R code results in an increase
in the Simon effect and hence an interaction of the form
seen in Figure 2 (Figures 4-4A,B).

IOR Decreases the Activation of the
Task-Irrelevant S–R Code (Figure 4-5).

According to both theories of the effect that IOR has
on the task-relevant S–R code, the reduction in the acti-
vation of the irrelevant S–R code results in a smaller
Simon effect. The actual results do not support the pre-
dictions of this hypothesis.

IOR Causes a Delay in the Decay of the
Activation of the Task-Irrelevant S–R Code
(Figure 4-6)

In Figure 4-4, we have illustrated an increase in the ir-
relevant spatial S–R code without a change in its time
course. However, an increase at longer times might be
produced if IOR slowed or temporarily delayed the decay
of the task-irrelevant S–R code (Figure 4-6). For both
theories of IOR, this will also result in an increase in the
Simon effect at the cued location. The results do not fal-
sify this hypothesis.

IOR Accelerates the Delay of the Decay of the
Activation of the Task-Irrelevant S–R Code
(Figure 4-7)

The acceleration of the rate of irrelevant S–R code
decay, like the decrease in the activation of the irrelevant
S–R code (Figure 4-5), should reduce the Simon effect
at the cued location. The results do not support this idea.

CONCLUSION

Our reanalysis of the relationship between the Simon
and IOR effects unambiguously demonstrates an inter-
action. At long intervals, when the IOR effect was ob-
served, the Simon effect was twice as large at the cued lo-
cation than at the uncued location. This observation is

particularly compelling because several manipulations
that delay reaction time have been shown to decrease the
Simon effect (Hommel, 1993a, 1994; for a similar demon-
stration, see De Jong et al., 1994). However, IOR, which
delays RT, increases the Simon effect. If the slowing of
RTs, due to IOR, partly reduces the Simon effect whereas
IOR also increases it, the interaction will be very noisy
and thus difficult to detect statistically. Thus, whether or
not one accepts the interpretations of the Simon and IOR
effects that we have considered, the form of the interaction
between cuing and T–R compatibility at long CTOAs
stands as a bonafide and robust empirical pattern.9

By using the most generally accepted interpretation of
the Simon effect and two broadly drawn interpretations
of IOR’s effects, we were able to consider 14 hypotheses
concerning the interaction between these effects. In this
context, which is illustrated in Figure 4, we were able to
reject 9 of the 14 hypotheses. Broadbent (1958), arguing
against the hypothetico-deductive method, noted that
scientific progress would be much more rapid if we con-
ducted experiments that split the potential theories into
two, roughly equal, groups, and provided support for one
group and against the other. Studies that have combined
exogenous cuing with T–R compatibility, such as those
included in our analysis, provide—serendipitously per-
haps—the kind of evidence Broadbent championed. Re-
gardless of the interpretation one adopts for the RT delay
associated with IOR, we can reject the proposals that:
(1) IOR has no effect on the activation of the task-
irrelevant S–R code (Figure 4-1), (2) IOR accelerates the
decay of the task-irrelevant S–R code (Figure 4-7),
(3) IOR accelerates the onset of the task-irrelevant S–R
code’s activation (Figure 4-3), and (4) IOR reduces the
task-irrelevant S–R code activation (Figure 4-5). If IOR
is assumed to delay the activation of the relevant S–R
code, we can also reject the proposal that IOR delays the
irrelevant activation by a similar (or smaller) amount
(Figure 4-2A). The remaining interpretations (IOR in-
creases [Figure 4-4] or delays the suppression [Figure 4-6]
of the irrelevant S–R code; or, if the main mechanism of
IOR reflects a response bias, it may also delay this acti-
vation [Figure 4B]) are all consistent with an increase in
the Simon effect at the cued location. We believe that fur-
ther progress in choosingamong these alternativeswill de-
pend on methodssuch as the generationof speed–accuracy
tradeoff functions (Wickelgren, 1977) and the recording
of event-related brain activity (e.g., De Jong et al., 1994;
Eimer, 1998; Mouret & Hasbroucq, 2000), which can
provide more direct evidence of the time course of S–R
code activations.
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NOTES

1. Perhaps because the name of the effect includes its explanation,
scholars have used IOR interchangeably to refer to an effect (cued RTs >
uncued RTs, at relatively long CTOAs) and the mechanism that gives
rise to the effect. We will use the term IOR effect when we refer to the
pattern of results attributable to the underlying mechanism that we call
IOR. We will use these terms in this manner without necessarily en-
dorsing the original proposal.

2. In the simple 2 3 2 analysis we used in this context, an interaction
is present if the Simon effect for uncued trials is statistically different
from the Simon effect for cued trials. It should be noted, however, that
this way of expressing the interaction (i.e., that IOR is altering the Simon
effect) is equivalent to determining whether IOR for T–R corresponding
trials is statistically different from IOR for T–R noncorrespondingtrials.

3. Likelihood ratios (LRs; see Dixon, 1998;Dixon & O’Reilly, 1999)
were calculated in order to assess whether a description of the data that
includes the Simon effect and facilitation fared better than a description
that includes only facilitation. Although p values are properly inter-
preted as the probability of the data given that the null hypothesis is
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true, the LR reflects the ratio of the likelihoodsof the data given one de-
scription of the true state of affairs over another. That the Simon effect
was not significant with the 400-msec CTOA is puzzling, but this null
effect should not necessarily be taken to mean that it is not present. We
contrasted two different descriptionsof the data: one that holds that only
facilitation is present with the 400-msec CTOA versus one that includes
both main effects of cue and of T–R compatibility. The likelihood ratio
was 27.6. Dixon has argued that an LR of 10 or greater provides clear
evidence in favor of one description over the other. Nonetheless, smaller
LR values (1 < LR < 10) do provide some evidence in favor of one de-
scription over the other, but the evidence is not as strong. Thus, an LR
of 27.61 means that the description of the data that includes the Simon
effect fares better than one that does not include the Simon effect.
Hence, although the Simon effect was not significant in the ANOVA, it
would be imprudent to conclude that it was absent. Leading to the same
conclusion, a more conventional analysis (cuing, T–R compatibility,
CTOA, and experiment were factors) including the data from 107 sub-
jects who were tested with the 100-msec and 400-msec CTOAs, where
facilitation was observed, revealed a significant effect of T–R compat-
ibility [F(1,101) = 8.351,p < .005, power = .831] and yet no interaction
with CTOA [F(1,101) = 0.669, p = .416, power = .123]. Whereas this
nonsignificant interaction does not mean that the Simon effect is unaf-
fected by CTOA, it cannot be interpreted to mean that it is.

4. This observation is important because it suggests that the Simon
effect is unaffected by the destination or direction of an exogenous shift
of attention. This finding appears to conflict with the conclusion drawn
by several investigators (e.g., Sheliga, Craighero, Riggio, & Rizzolatti,
1997; Stoffer & Yakin, 1994) who found smaller Simon effects at a pe-
ripherally cued location than in their neutral conditions (see Hommel,
1993b, for a similar finding). The 9-msec Simon effect for valid cues
with the 100-msec CTOA in this review is very close to the Simon ef-
fects for “valid” cues with CTOAs close to 100 msec found by Stoffer
and Yakin (8 msec) and by Hommel (1993b; Experiment 5; 11 msec).
Although Stoffer and Yakin used “traditional” peripheral cues, Hom-
mel’s (1993b) “valid” cue was the onset of the degraded target that was
gradually presented during 196 msec, at which time the full stimulus
was displayed. Stoffer and Yakin’s neutral conditionwas a cue presented
at center and Hommel’s neutral condition (immediate condition) was a
regular Simon task where the target was presented all at once. Stoffer
and Yakin found a 32-msec Simon effect, and Hommel (1993b) found
a 31-msec Simon effect in their respective neutral conditions. Note,
however, that the Simon effect for uncued trials amounted to 12 msec
in our reanalysis. Uncued trials are like cued trials in that a shift of at-
tention occurs before target onset. Because attention is not launched be-
fore the target’s presentation with the neutral conditions employed by
Stoffer and Yakin and Hommel (1993b), these neutral Simon effects do
not constitute a fair comparison with the Simon effects for cued trials
(Zimba & Brito, 1995). Perhaps it is not that the Simon effect is reduced
at an attended or cued location, but rather that the Simon effect is re-
duced by any shift of attention that precedes the target.

5. We have opted to depict inhibition as a delay in the onset of the
task-relevant S–R code activation. Rather than just delay the onset of
the relevant S–R code’s activation, IOR might act to decelerate its acti-

vation. Regardless of the precise nature of IOR’s effect on the relevant
S–R code, the result on the Simon effect is the same (i.e., all other
things being equal, the Simon effect would decrease).

6. Fuentes et al. (1999) found that the effect of an irrelevant flanker
effect was reversed when the flanker was presented at the cued location.
Although, on the basis of a comparison with a neutral flanker condi-
tion, Fuentes et al. concluded that IOR caused a temporary disconnec-
tion of stimuli from their associated responses, one might favor the
equally viable reversal account for their pattern of results (i.e., IOR re-
versed the S–R valence of the flanker). To discriminate between these
accounts of the influence of IOR on the codes activated by irrelevant
flankers will require further study.

7. Asking why IOR affects the irrelevant S–R code may be akin to
asking why IOR occurs in the first place. Since Posner and Cohen
(1984; see also Klein, 1988), it has been thought that IOR promotes vi-
sual search to new locations. Klein (1988) argued that inhibitory tags,
which result from attention’s leaving a recently visited location, prevent
attention from returning to old locations. Perhaps these inhibitory tags
are some kind of distortion in the mental representation of visuomotor
space. If these tags are some kind of distortion, any of the scenarios in
the far-left column of Figure 4 might suffice as a spatial tag. Although
this is purely speculative, it does not matter in the approach that we have
adopted here. The goal of this analysis was to determine the possible ex-
planations that can account for the interaction between IOR and the
Simon effect.

8. These six scenarios (far-left column of Figure 4) were selected be-
cause they seemed to be the most parsimonious ways that IOR might
change the task-irrelevant spatial S–R code. This list is not exhaustive,
however. One might imagine scenarios in which IOR increases or de-
creases the activation rate of the irrelevant spatial S–R code. If this were
the case, the apex of the irrelevant spatial S–R code would occur earlier
or later than it would otherwise. Ultimately, an increase in the rate of the
irrelevant spatial S–R code’s activation would result in a reduction of
the Simon effect, and a decrease in the rate of activation would result in
an enhanced Simon effect. Thus, we have omitted the idea that IOR
changes in the rate of the irrelevant spatial code’s activation from Fig-
ure 4 because its increase or decrease would have an effect similar to the
acceleration (Figure 4-3) or delay (Figure 4-2) of the activation of the
irrelevant spatial code, respectively.

9. All of the experiments included in our review used two target lo-
cations, two cue locations, and two responses, all of which could be spa-
tially coded as left or right. The reviewed studies were thus character-
ized by a high degree of dimensional overlap (i.e., conceptual,
perceptual, or physical similarity between stimulus and response sets;
Kornblum, Hasbroucq, & Osman, 1990; Kornblum & Lee, 1995).
Whether the interaction between the Simon effect and IOR would be
obtained under conditions with less dimensional overlap is a question
for further research.
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