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The masked onset priming effect in naming:
Computation of phonology or speech planning?

SACHIKO KINOSHITA and ANNA WOOLLAMS
Macquarie University, Sydney, New South Wales, Australia

We investigated factors that modulate the presence of the masked onset priming effectin three nam-
ing experiments. In Experiment 1, we showed that the masked onset priming effect is found with reg-
ular words, but not with exception words, replicating the finding reported by Forster and Davis (1991).
In Experiment 2, we used the conditional naming task in which words are mixed with nonwords and
participants are instructed to name the item only if it is a word. The masked onset priming effect was
eliminated in this experiment, but the regularity effect remained. In Experiment 3, regular and irregu-
lar words were mixed randomly, rather than in separate blocks as in Experiment 1. This reduced the
size of the regularity effect, and the masked onset priming effect was again absent. We argue that these
results, taken as a whole, are better interpreted within the view that the masked onset priming effect
has its origin in the preparation of a speech response, rather than within the original dual-route inter-

pretation proposed by Forster and Davis.

Recent research on visual word recognition has high-
lighted the issue of whether phonologyis computed from
orthography in parallel or sequentially. Many current com-
putationallyimplemented models of reading aloud, such as
Plaut and colleagues’ (Plaut, McClelland, Seidenberg, &
Patterson, 1996) parallel distributed processing (PDP)
model or Zorzi and colleagues’ (Zorzi, Houghton, & But-
terworth, 1998) connectionist dual-route model, assume
that phonology is derived from orthography in parallel
across the letter string. In contrast, Coltheartand colleagues
(M. Coltheart, Rastle, Perry, Langdon, & Ziegler, 2001;
M. Coltheart, Woollams, Kinoshita, & Perry, 1999) have
pointed out that their dual-route cascaded (DRC) model is
the only model that incorporates a serial assumption. Be-
cause this is one of the major features that distinguishesthe
DRC model from other computational models of reading
aloud, itis important to establish the empirical basis of this
claim.

To date, two sequential effects have been simulated suc-
cessfully by the DRC model. The left-to-right regularity
effect refers to the finding that in naming, the cost (in la-
tency or errors) of the exceptional spelling-to-sound cor-
respondence is greater for irregularities that occur early
in a word (e.g., heir) than late in a word (e.g., debris)
(M. Coltheart & Rastle, 1994; Cortese, 1998; Rastle &
Coltheart, 1999). The masked onset priming effect refers to
the benefit in naming latency due to a match of the onset
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phonemes between the prime and target: For example, the
target word SAVE is named faster when preceded by the
prime sink, which shares just the onset with the target,
than by the prime farm, which shares no letters with the
target (Forster & Davis, 1991).! Like the regularity effect,
this effect too is position dependent in that the benefit of
a match is observed only in the initial phoneme, not in the
later phonemes (Forster & Davis, 1991; Kinoshita, 2000).

Both the left-to-right regularity effect and the masked
onset priming effect have been interpreted within the dual-
route framework as reflecting the operation of the nonlex-
ical route in naming (Coltheart et al., 1999; Forster &
Davis, 1991). The basic premise of this framework is that
there are two ways of computing phonology: the lexical
route, which involves the retrieval of whole-word phonol-
ogy stored in the phonological outputlexicon (which is ac-
cessed via a connection from the orthographic input lexi-
con), and the nonlexical route, which computes phonology
by means of application of spelling-to-sound correspon-
dence rules. It is assumed that whereas the lexical route
retrieves phonology for the whole word in parallel, the
nonlexical route translates graphemes into phonemes se-
rially, from left to right, across the letter string. These two
asynchronous sources of input are integrated into a single
common set of phoneme units.

The sequential nature of the regularity effect and the
masked onset effect fall out quite naturally from this as-
sumption. Specifically, for low-frequency words with ir-
regularities in the early position (e.g., heir), the conflicting
nonlexicalinformation (/h/) may arrive at the phoneme sys-
tem before lexical processing is completed, causing a cost
to the reader. When the irregularity occurs in a later position
(e.g., debris), the lexical route will likely finish retrieving
the phonology before conflicting nonlexical information
(/s/) arrives at the phoneme system. Similarly, the masked
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onset priming effect is explained in terms of the nonlex-
ical route, delivering conflicting phonologyto the phoneme
system for early, but not for later, mismatching letters.
The DRC model has successfully simulated both the left-
to-right regularity effect (M. Coltheart & Rastle, 1994;
Rastle & M. Coltheart, 1999; but see Zorzi, 2000, for a
simulation of this effect within a parallel model) and the
masked onset priming effect (M. Coltheart et al., 1999)
using this assumption.

An alternative account of the sequential nature of
masked onset priming has been proposed by Kinoshita
(2000), who has suggested that the effect has a locus far-
ther downstream than the orthography-phonology compu-
tation process—namely, in the process of planninga speech
response. This argument is based on the evidence from the
speech production literature. It is recognized that in pro-
ducing natural speech, the phonology retrieved from the
lexicon is decomposed and then inserted into metrical
frames that may notrespect word boundaries (e.g., in the
phrase Police demand it, demand it would be grouped into
demandit). This process is called the segment-to-frame
associationprocess, and it is widely accepted that this pro-
cess occurs left-to-right (cf. Levelt, Roelofs, & Meyer,
1999). Experimental support for this claim can be found in
a study (conducted using Dutch stimuli) by Meyer (1991).
Subjectsin this study were required to utter just one of the
words from either a homogeneouslist, in which the items
shared segments (e.g., hut, heel, hop), or a heterogeneous
list (e.g., hut, dance, pole). The shared segment was either
the onset or the rime, and the critical finding was that a fa-
cilitation in production latency occurred only when the
words shared the initial segments; sharing the rime did not
result in any facilitation. Meyer interpreted the result to
suggest that the segment-to-frame association process pro-
ceeds from left to right and that later segments cannot be
prepared until the initial segments are selected. Kinoshita
(2000) suggested that the sequential nature of the masked
onset priming effect may have its origin in this speech plan-
ning process: That is, a mismatch in phonemes between the
prime and target holds up the segment-to-frame associ-
ation process when that mismatch is in the initial position,
but not when it is in later positions. It should be noted that
if the sequential nature of the masked onset priming is
farther downstream than the orthography-to-phonology
computation process, the existence of the effect does not
constitute evidence against models that assume parallel
computation of phonology.

Although the speech-planning account is consistent
with the sequential nature of the masked onset priming
effect, two findings are not easily handled by this account
and are more easily interpretable with the dual-route ac-
count proposed by Forster and Davis (1991). One is the
absence of the masked onset priming effect for exception
words—that is, words that contain exceptional spelling-
to-sound correspondences such as PINT (Forster & Davis,
1991, Experiment4). The second is that the masked onset
priming effect for regular words is eliminated in a condi-
tional naming task (Forster & Davis, 1991, Experiment 6).

Within the dual-route framework, the regularity effect
is assumed to reflect the fact that, for exception words, the
phonology computed from orthography based on spelling-
to-sound correspondencerules and that retrieved from the
phonological output lexicon conflict, and that resolving
this conflict takes time. If the locus of the masked onset
priming effect is found solely in the process of generating
a speech output from a phonologicalcode, itis unclear why
the effect is not observed for exception words. That is, if
the segment-to-frame association process starts after the
conflict in phonology generated for irregularly spelled
words is resolved, then within the view that the masked
onset priming effect has its origin in the speech planning
process, there is no reason why the masked onset priming
effect would be absent for exception words. In contrast, this
finding is easily explained within the dual-route framework
by the assumption that masked onset priming effects are
observed only for those items that are named via the se-
quential nonlexical route and that to pronounce an excep-
tion word correctly, the output from the nonlexical route
must be ignored or actively inhibited, as suggested by
Forster and Davis (1991).

Before this finding is accepted as evidence for the dual-
route interpretation, however, it should be pointed out that
the masked onset priming effect is sensitive to a number of
other factors. For example, Forster and Davis (1991) reported
that word frequency and number of orthographic neighbors
(Coltheart’s N) modulate the presence of the masked onset
priming effect. In Forster and Davis’s Experiment4, half of
their exception words were described as “orthographically
strange” words—that is, words with unusual orthographic
structure as well as exceptional spelling-to-sound correspon-
dence (Seidenberg, Waters, Barnes, & Tanenhaus, 1984),
such as fete, aisle. These orthographically strange words
typically contain less common letter combinationsand have
few orthographicneighbors (i.e., they are low N). It is pos-
sible therefore that the absence of the masked onset prim-
ing effect was due to their low N, rather than to the excep-
tional spelling-to-sound correspondence per se. Thus, one
aim in the present study was to ascertain whether masked
onset priming effects are indeed absent for exception words
when regular and exception words are matched on word
frequency and N. This was tested in Experiment 1.2

The second finding that causes problems for the speech-
planning account is that the masked onset priming effect
for regular words is eliminatedin a conditionalnaming task
(Forster & Davis, 1991, Experiment 6). In this task (also re-
ferred to as the go/no-go naming task), subjects are pre-
sented with a random mix of words and nonwords and are
instructed to name the item only when it is a word. Forster
and Davis’s interpretation of this finding was that in this
task, the nonlexical route is prevented from exercising its
influence on the pronunciationof the letter string, either be-
cause the nonlexical route is “turned off,” or because the
output of this route is ignored. We suspected, however, that
this interpretation was probably incorrect. This is because
it predicted that the regularity effect would also be elimi-
nated in this task. Thatis, because the regularity effect was



assumed to reflect a cost involved in resolving the con-
flict in the pronunciations generated by the lexical and
nonlexical routes, if the nonlexical route was turned off
(or its outputis inhibited)in the conditional naming task,
there should be no regularity effect in this task. Contrary
to this prediction, however, we have unpublishedevidence
that the size of the regularity effect is not reduced in the
conditional naming task; we note also that Hino and Lup-
ker (2000) recently reported such a finding. These failures
of the regularity effect to be eliminated in the conditional
naming task clearly raise problems for the interpretation
that the nonlexical route is turned off (or that the output of
the nonlexical route is ignored) in this task. Before dis-
cussing this issue, however, we note that these two re-
sults (the absence of the masked onset priming effect for
regular words and the finding of the regularity effect in the
conditional naming task) were obtained in separate exper-
iments. It was therefore considered important to establish
the empirical basis of these two findings in the same ex-
periment. This was the aim of Experiment 2.

To summarize, there are two findings that suggest
problems for the speech-planning account of the masked
onset priming effect—namely, the absence of the effect
for exception words and the fact that the effect for regu-
lar words is eliminated in the conditionalnaming task. The
aim of the present study was to empirically establish these
two findings with better controls than in previous studies,
with a view to evaluating the dual-route versus speech-
planninginterpretation of the masked onset priming effect.

EXPERIMENT 1

Our aim in Experiment 1 was to test whether the masked
onset priming effect could be found for regular words but
not for exception words, matched on all factors considered
to be relevant for obtaining the effect—namely, frequency,
N, and the initial phoneme.

Method

Subjects. Twenty-four 3rd-year Macquarie University students
participated in this experiment as part of a course requirement. All
subjects were native Australian English speakers.

Design. The experiment constituted a 2 (target type: regular vs.
exception) X 2 (prime type: onset matched vs. control) design, with
both factors manipulated within subjects. The dependent variables
were naming latency and error rate.

Materials. The critical stimulus materials were 28 low-frequency
regular and 28 low-frequency exception words. They were all mono-
syllabic, 4 or 5 letters long, had a written frequency of 13 per mil-
lion or less (Kucera & Francis, 1967), and had a single-letter conso-
nant onset (e.g., VINE). This last selection criterion was included
because in an earlier study (Kinoshita, 2000) the masked onset prim-
ing effect was found to be absent for words with complex onsets (e.g.,
BLISS). The regular words followed the regular grapheme—phoneme
mapping rules as defined by M. Coltheart, Curtis, Atkins, and Haller
(1993) and were pronounced correctly by the DRC model’s nonlex-
ical route. The exception words did not follow these rules and were
pronounced incorrectly by the DRC model’s nonlexical route. Also,
the regular words were chosen so that they had at least three friends,
because in an earlier unpublished study, Kinoshita (2001) had found
that the masked onset priming effect was reliable only for such
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words (see also the Discussion section of Experiment 3). This re-
quirement was not met by the exception words because they typi-
cally have few friends (see also note 2). The regular and exception
words were matched pairwise on initial phoneme and length and on
mean frequency and Coltheart’s N for the whole set. The character-
istics of the critical targets are shown in Table 1, and the actual items
are listed in the Appendix.

Each target word set was divided into two matched sets (A and B) of
14 items. The assignment of the sets to the two prime type conditions
(onset matched vs. control) was fully counterbalance d across subjects,
so that each subject saw a target word once, and each word occurred in
each prime type condition once between every pair of subjects.

There were also 28 words used as primes. They were 4- and 5-letter
words of low-to-medium frequency, selected to have the same on-
sets as the targets. In the onset-matched condition, the primes were
paired with the targets with the same onset; in the control condition,
they were re-paired so that the onsets of the primes and targets were
different.

Apparatus and Procedure. The subjects were tested individu-
ally, seated approximately 40 cm in front of an NEC Multisync 4FG
monitor, on which the stimuli were presented.

At the outset of the experiment, the subjects were told that a list
of words would be shown on the computer screen, one at a time, pre-
ceded by a series of hash signs (###HH###) as a warning signal. No
mention was made of the prime word presented between the hash
signs and the target. The subjects were instructed to read aloud each
target word, presented in uppercase letters, as soon as it appeared on
the screen. Stimuli were presented in a different random order for
each subject, following the six practice and two buffer stimuli se-
lected according to the same criteria as the critical stimuli.

Instructions and stimuli were presented and reaction time (RT)
data were recorded to the nearest millisecond using the DMASTR
display system developed by K. I. Forster and J. C. Forster (1990)
at Monash University and the University of Arizona, running on a
Deltacom 486 IBM-compatible computer. RTs were recorded with
an amplitude voice key fitted to each subject and held at a constant
distance from the mouth throughout the experiment by means of a
headset. Naming errors and possible measurement errors due to in-
appropriate voice key activation (e.g., coughing) were recorded
manually by the experimenter.

Each trial started with the presentation of a forward mask (HHHHHHE)
for 500 msec, followed by a prime presented in lowercase letters for
four cycles of the screen refresh rate (56 msec); then a target was pre-
sented in uppercase letters. The target remained on the screen for a
maximum of 2,000 msec, or until the voice key was triggered by the
subject’s response. Following a 300-msec blank screen, the next
trial started. The subjects were given no feedback on either naming
latencies or error rates during the experiment.

The regular words and the exception words were presented in two
separate blocks. Half of the subjects did the regular word block
first; the other half did the exception word block first.

Results and Discussion
For this and subsequent analyses, the preliminary treat-
ment of trials was as follows. Any trial on which a subject

Table 1
Statistical Properties of Target Words
Target Type  kffreq N Friend NV Enemy N  Length
Regular 5.28 10.00 10.07 .25 4.11
Exception 7.46 8.57 1.21 5.00 4.04

Note—kffreq, number of occurrences per million based on Kucera &
Francis (1967); N, number of orthographic neighbors; Friend N, number
of words sharing the body that is pronounced the same way; Enemy N,
number of words sharing the body which has a different pronunciation;
Length, number of letters.
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or voice key error occurred was excluded from the latency
analysis. To reduce the effects of outliers, spuriously long
or short RTs were trimmed to the cutoff value of two stan-
dard deviations above or below the mean for each subject.
Analyses treating subjects as the random variable (F) and
treating items as a random variable (F;) are reported, and
an effect was considered to be significant when both
analyses were significant at the .05 level.

The mean naming latencies and percent error rates are
presented in Table 2.

Naming latency. We performed planned contrasts test-
ing (1) the regularity effect, (2) the masked onset priming
effect for regular words, and (3) the masked onset priming
effect for exception words. Averaged across prime type,
the regularity effect was 70 msec and was highly signifi-
cant [F(1,23) = 64.83, MS, = 1,807.53; F(1,54) =
62.18, MS, = 2,234.87]. The 14-msec masked onset prim-
ing effect for regular words was significant [F(1,23) =
7.32,MS, = 311.83;F(1,27) = 4.13,MS, = 706.35]. The
4-msec masked onset priming effect for exception words
was nonsignificant [F(1,23) < 1.0, MS, = 417.13;
F,(1,27) < 1.0, MS, = 2,055.17].

Error rate. The same planned contrasts as for the nam-
ing latency data showed that, averaged across the prime
type, the regularity effect was significant [F(1,23) =
11.52,MS, = 20.27; F;(1,54) = 8.28, MS, = 32.95]. The
masked onset priming effect for regular words was non-
significant[F(1,23) = 1.87,MS, = 5.10; F,(1,27) = 1.00,
MS, = 11.13]. The masked onset priming effect for ex-
ception words was also nonsignificant [F(1,23) = 2.60,
MS, = 25.90; F,(1,27) = 2.08, MS, = 38.17].

When the regular and exception words were matched
on all factors known to be relevant to finding a masked
onset priming effect, the effect was found with regular
words but not with exception words. This result replicates
that reported by Forster and Davis (1991) and indicates that
the absence of the masked onset priming effect for the ex-
ception word targets cannot be attributed to the low value
of Nin their exception words. The result is easily explained

by the dual-route account, but not by the speech-planning
account.

We will postpone discussion of how the speech-planning
account might be modified to explain this result until after
Experiment 2. In Experiment 2, we provide another test of
the dual-route interpretation using the conditionalnaming
task.

EXPERIMENT 2

In Experiment 2, the regular and exception word targets
used in Experiment 1 were mixed randomly with nonword
foils, and the subjects were instructed to read aloud the item
only if it was a word. Forster and Davis (1991) had earlier
reported that the masked onset priming effect was elimi-
nated in this task and explained this observation within the
dual-route framework. Specifically, they argued that the in-
structionto respond only if the item was a word encouraged
subjects to “turn off ” the nonlexical route, which is unnec-
essary and may lead to erroneous responding to nonword
foils. If this account is correct, the regularity effect should
also be eliminated in this task. This is because if the non-
lexical route is turned off, there is no source of conflict in
pronunciation for the exception words, and, hence, there is
no reason to expect the exception words to be responded to
more slowly than the matched regular words.

Method

Subjects. An additional 24 subjects from the same pool as in Ex-
periment 1 took part in Experiment 2.

Design. The design was identical to that of Experiment 1.

Materials. The critical stimulus materials were the same 28 reg-
ular and 28 exception words used in Experiment 1. In addition, 56
nonword targets were selected to be the foils for the conditional nam-
ing task. These were all monosyllabic and matched with the word tar-
gets on length and N. Each of the word and nonword targets was
preceded by a prime word of the same length as the target, selected
according to the same criteria as those described in Experiment 1.

Apparatus and Procedure. The apparatus and procedure were
identical to those of Experiment 1, except that the subjects were told
that they would be shown a random mix of words and nonwords and

Table 2
Mean Naming Latencies (Reaction Times, in Milliseconds)
and Percent Errors in Experiments 1,2, and 3

‘Word Type
Regular Exception Regularity Effect
Prime Type RT DE RT %E RT %E
Experiment 1 (Pure blocks)
Onset 490 0.6 565 3.0 75 3.1
Control 504 1.5 569 53 65 3.8
Onset effect 14 0.9 4 2.3
Experiment 2 (Conditional naming)
Onset 741 4.7 774 8.6 33 39
Control 751 5.7 774 8.3 23 2.6
Onset effect 10 1.0 0 -0.3
Experiment 3 (Mixed block)
Onset 523 1.8 559 12.8 36 11.0
Control 533 0.9 559 12.2 26 113
Onset effect 10 —-0.9 0 —0.6




were instructed to read the item aloud as soon as possible only if it was
a word.

Results and Discussion

The mean naming latency and percent error rates for the
target words are shown in Table 2. The same planned con-
trasts as those in Experiment 1 were tested.

Naming latency. Averaged across prime type, the reg-
ularity effect was 28 msec and was significant by sub-
jects [F(1,23) = 10.20, MS, = 1,850.09], although it
failed to reach significance by items [Fi(1,54) = 1.97,
MS, = 13,304.66]3 The 10-msec masked onset priming
effect for regular words was nonsignificant [F(1,23) <
1.0; F;(1,27) < 1.0]. The masked onset priming effect
for exception words was also nonsignificant [F(1,23) <
1.0; Fy(1,27) < 1.0].

Error rate. Averaged across the prime type, the regu-
larity effect was significant by subjects [F(1,23) = 4.55,
MS, = 56.48], but nonsignificant by items [F;(1,54) =
1.08, MS, = 4.02]. The masked onset priming effect for
regular words was nonsignificant [F(1,23) < 1.0;
F;(1,27) < 1.0], as was the effect for exception words
[F(1,23) < 1.0; F(1,27) < 1.0].

The results of Experiment 2 showed that in a conditional
naming task, the masked onset priming effect for regular
words observed in Experiment 1 was not reliable, repli-
cating Forster and Davis’s (1991) finding. However, the
fact that the regularity effect was not eliminated raises
problems for their dual-route interpretation, since it un-
dermines the rationale for arguing that the nonlexical
route was turned off in this task. How would the alterna-
tive, speech-planning account explain these findings?

EXPERIMENT 3

Although the regularity effect was not eliminated in Ex-
periment 2, the size of this effect (averaged over prime
types, 28 msec) was substantially smaller than that in Ex-
periment 1 (70 msec). One likely cause of this difference in
the size of the regularity effect was the presentation of the
regular and exception targets in separate blocks (Experi-
ment 1) versus a mixed block (Experiment 2). A similar pat-
tern of data was observed by Lupker, Brown, and Colombo
(1997, Experiment4): The size of theirregularity effect was
considerably larger when the regular and exception words
were presented in separate blocks (83 msec) than in the
same mixed block (31 msec). Lupker et al. noted that this
reduction of effect size was found whenever fast items (e.g.,
high-frequency words, regular words) and slow items (e.g.,
low-frequency words, exception words) were mixed: Rela-
tive to pure blocks of fast items and slow items, fast items
slowed down and slow items sped up when they were
mixed. They proposed an interpretation of this finding
couched in terms of a flexible time criterion. Specifically,
individuals do not always initiate articulation as soon as an
articulatory code is ready, but instead they adopt a flexible
time criterion (deadline), such that the articulatory program
for the stimulus might be allowed to develop beyond the
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point where the execution of the program could start, or its
execution might be started when the program has not yet
been fully developed. What determines the time criterion is
the composition of items in a trial block: The idea is thatin
the pure blocks, the time criterion is set at a level that is ap-
propriate for the type of stimulus in that block, whereas in
mixed blocks, the time criterion must be set at an interme-
diate position.

One implication of this time criterion interpretation is
that in a condition in which a smaller regularity effect is
observed, the time criterion adopted for the regular words
would have been slower than it could have been. The fact
that the naming latency in the conditional naming task was
substantially slower than that in Experiment 1 is also con-
sistent with this possibility. It may be that this slower time
criterion eliminated the masked onset priming effect, be-
cause the conflict resulting from a mismatch in onsets be-
tween the prime and target could be resolved during this
delay in initiating articulation.

To test this possibility in Experiment 3, we used only the
word stimuli, but unlike in Experiment 1, we presented
them in the same block mixed randomly. From the time
criterion perspective, it was expected that a slower time
criterion would now be adopted for the fast (regular) words
(and a faster time criterion for the slower exception words),
resulting in a smaller regularity effect relative to that for
the pure-block condition of Experiment 1. In addition, as
in Experiment 2, we expected this slower time criterion
to eliminate the masked onset priming effect for regular
words.

Method

Subjects. An additional 24 subjects from the same population as
in Experiment 1 participated for course credit.

Design. In Experiment 3, we used a standard naming task in which
the regular and exception target words were mixed randomly, rather
than being presented in separate blocks as in Experiment 1.

Materials. The stimulus materials were identical to those in Ex-
periment 1.

Apparatus and Procedure. The apparatus, the instructions to
the subjects, and the procedure were identical to those in Experi-
ment 1, except that the regular words and exception words were
mixed randomly.

Results and Discussion

The mean latency and percent error rates are shown in
Table 2.

Naming latency. Averaged across prime types, the reg-
ularity effect was 31 msec and was significant [F(1,23) =
27.715,MS, = 797.88; Fi(1,54) = 12.61,MS, = 2,058.96].
The 10-msec masked onset priming effect for regular
words was nonsignificant[F(1,23) = 3.47,MS, = 360.09,
p = .08; Fi(1,27) = 2.06, MS, = 705.89]. The masked
onset priming effect for exception words was also non-
significant [F(1,23) < 1.0; F;(1,27) < 1.0].

Error rate. The same planned contrasts as those for the
naming latency data showed that, averaged across prime
types, the regularity effect was significant [F(1,23) =
38.22, MS, = 78.16; Fy(1,54) = 13.49, MS, = 258.56].
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The masked onset priming effect for regular words was
nonsignificant[F(1,23) < 1.0; Fy(1,27) < 1.0], as was the
effect for exceptionwords [F(1,23) < 1.0; F;(1,27) < 1.0].

Combined analysis of Experiments 2 and 3. We
combined the data from Experiments 2 and 3 and tested
planned contrasts for the regularity effect, the masked onset
priming effect for regular words, and whether each of these
effects interacted with experiments. For latency, averaged
across Experiments 2 and 3, the regularity effect was sig-
nificant [F(1,46) = 30.93, MS, = 1,323.98; F;(1,54) =
5.09, MS, = 10,241.54]. It did not interact with experi-
ments [F(1,46) < 1.0; F;(1,54) < 1.0]. Averaged across
Experiments 2 and 3, the masked onset priming effect for
regular words was nonsignificant [F(1,46) = 2.33, MS, =
1,107.63; F;(1,27) = 1.94, MS_ = 2,036.92]. This effect
also showed no interaction with experiments [F(1,46) <
1.0; Fy(1,27) < 1.0]. Finally, we tested whether the regular-
ity effect was smaller in Experiments 2 and 3 combined
than in Experiment 1. This interaction was significant
[F(1,70) = 18.06, MS, = 1,464.88; F;(1,54) = 13.98,
MS,_ = 792.88].

For error rate, averaged across Experiments 2 and 3, the
regularity effect was significant [F(1,46) = 37.11,MS, =
67.32; F;(1,54) = 7.82, MS, = 372.89]. It interacted with
experiments [F(1,46) = 11.08, MS, = 67.32; Fi(1,54) =
5.28, MS, = 164.87], indicating that the regularity effect
was greater in Experiment 3 than in Experiment 2. Aver-
aged across Experiments 2 and 3, the masked onset prim-
ing effect for regular words was nonsignificant [F(1,46) <
1.0; F(1,27) < 1.0]. This effect also showed no interaction
with experiments [F(1,46) < 1.0; F;(1,27) < 1.0]. Finally,
we tested whether the regularity effect was smaller in Ex-
periments 2 and 3 combined than in Experiment 1. This
interaction was significant by subjects [F(1,70) = 4.36,
MS, = 61.55] but did not reach significance by items
[F;(1,54) = 3.05,MS, = 38.45,p = .09].

The analysis of Experiments 2 and 3 showed that the
regularity effect was of comparable size in Experiments 2
and 3 and was smaller than in Experiment 1. We take this
as evidence that relative to the pure block condition in
Experiment 1, a slower time criterion for regular words
was adopted in Experiments 2 and 3 and that this slower
time criterion was responsible for the absence of the
masked onset priming effect for the regular words in
these experiments.

Two points can be raised against this interpretation (we
are grateful to Bob Lorch for these points). The first con-
cerns the fact that although statistically it was nonsignifi-
cant, numerically the masked onset priming effect for the
regular words in Experiments 2 and 3 was nonzero. Against
this, we note that in a separate study that preceded the pres-
ent study and used a different set of words, we replicated the
pattern found here, in which the masked onset priming ef-
fect observed with regular words (when presented in a pure
block) was eliminated both when they were mixed with the
exception words and in a conditional naming task. In that
study, one group of subjects (n = 24) performed both the

mixed block naming task and the conditional naming task
(with the assignment of items to the tasks counterbalanced
between subjects), and another group of subjects (n = 24)
performed the pure block naming task. In the analysis of
regular words with at least three friends (the selection cri-
terion used in the present study), the mean naming laten-
cies for the onset-primed and control conditions were as
follows: in the pure-block naming task, onset-primed,
517 msec, control, 541 msec; in the conditional naming
task, onset-primed, 790 msec, control, 799 msec; in the
mixed-block naming task, onset-primed, 566 msec, control,
559 msec. The masked onset priming effect of 24 msec in
the pure-block naming task was significant [F;(1,35) =
6.43, MS, = 1,577.93]# The 9-msec effect in the condi-
tional naming task was nonsignificant [F;(1,35) < 1.0,
MS, = 6,616.56], as was the —7-msec effect in the mixed-
block naming task [F;(1,35) < 1.0, MS, = 1,609.5]. Thus,
the elimination of the masked onset priming effect for reg-
ular words as a function of task was a reliable phenomenon.

The second point that could be raised against the pres-
ent delay-in-initiation-of-articulation interpretationis the
fact that the naming latencies were much slower in Exper-
iment 2 (conditionalnaming) than in Experiment 3 (mixed-
block naming), yet the size of the masked onset priming
effect was no smaller in Experiment 2. There are two
comments to be made against this point. One is that sta-
tistically the masked onset priming effect did not differ
from zero in either experiment. Second, this argument as-
sumes that extra time (reflected in the longer response la-
tency) might be used to develop the articulatory program
further. To see that this is not necessarily the case, consider
a hypothetical naming task in which a signal to respond
is given either 2 sec or 5 sec after stimulus presentation.
If the articulatory program can be developed fully within
2 sec, the extra 3 sec available in the latter case are of no
great benefit to the preparation of the articulatory program.
Similarly, if the longer response latency to the regular
words in Experiment 3 relative to those in Experiment 1
reflects a delay that is sufficient to resolve the conflict re-
sulting from mismatching onsets between the prime and
target, delaying the initiation of articulation any further is
not expected to further reduce the size of the masked onset
priming effect.

GENERAL DISCUSSION

To summarize the findings of the present study, a masked
onset priming effect for regular words was found only when
the regular words were presented in a pure block (Exper-
iment 1); the effect was absent when a conditionalnaming
task was used (Experiment 2) or when the regular and ex-
ception words were mixed randomly (Experiment 3). Ex-
ception words did not produce a reliable masked onset
priming effect under any condition. The regularity effect
was presentin all three experiments, althoughit was larger
in Experiment 1 than in either Experiment 2 or 3, which
produced the same size effect. In this section, we argue that



the dual-route interpretation has difficulty explaining all
aspects of the data, but that they can be accommodated by
an alternative account based on the notion that the masked
onset priming effect has its origin in the planning of a
speech response.

The Masked Onset Priming
Effect With Regular Words

The speech-planning account explains the masked onset
priming effect as being due to a mismatch between the
prime and target onsets, causing a conflict in the speech
plans and argues that resolving this conflict costs time.
This account explains the elimination of the masked onset
priming effect for the regular words in Experiments 2 and
3 by assuming that when other factors (e.g., lexically con-
tingent naming, the presence of slower items in the same
block) produce a slower time criterion to be adopted for the
initiation of articulation, the conflict resulting from a mis-
match in onsets is resolved during the delay. The fact that
the naming latencies to the regular words were slower in
Experiments 2 and 3, along with the fact that the size of the
regularity effect was smaller in these experiments than in
Experiment 1, is taken as evidence that a slower time cri-
terion for the regular words was adopted in the latter ex-
periments.

In contrast, whereas the idea of time criterion itself is
not incompatible with the dual-route account, there is no
rationale within this account to explain the elimination of
the masked onset priming effect when a slow time crite-
rion was adopted. That is, because this account assumes
that the masked onset priming effect arises during the com-
putation of phonology, which takes place prior to the plan-
ning of speech output, it is unclear why delaying the initi-
ation of articulation should have any impact on the effect.

Absence of the Masked Onset Priming
Effect with Exception Words

In the present experiments, no masked onset priming
effect was observed with exception words. Because these
words were matched to the regular words on all factors
known to modulate the size of the effect, we conclude that
it is the exceptional spelling-to-sound correspondence
that is responsible for the absence of masked onset prim-
ing effect.

Forster and Davis’s (1991) own interpretation of the
absence of masked onset priming effect for exception
words was couched within a dual-route framework.
Their argument is that the effect reflects the operation of
the nonlexical route; hence, it would be absent when the
pronunciation is “lexically controlled.” Specifically, for
exception words, “the nonlexical response must be in-
hibited before these words can be correctly pronounced”
(p- 19). A problem with this account, however, is that it
is incompatible with other aspects of the present data—
in particular, with the presence of a regularity effect in
the conditional naming task. The presence of a regular-
ity effect (comparable in size to that observed in a stan-
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dard mixed-block naming task) suggests that the non-
lexical route was in operation, thus undermining the ra-
tionale for arguing that the generation of phonology is
lexically controlled in this task.

We acknowledge that the absence of the masked onset
priming effect for exception words is also difficultto ac-
commodate within the speech-planning account as orig-
inally formulated. Specifically, if it is assumed that the
conflictbetween the two phonologies (one generated by the
lexical route, the other generated by the nonlexical route)
generated for an exception word is resolved before the
speech plan begins to be constructed, there is no reason
why a masked onset priming effect would be absent for
exception words. However, it may be that this assump-
tion needs to be questioned. It is possible that the conflict
observed between the two pronunciations of an excep-
tion word is not resolved at the level of abstract phonol-
ogy, but during the segment-to-frame association pro-
cess. We will defend this idea in the next section and, for
now, point out simply that if the conflict in the two pro-
nunciations generated for an exception word is resolved
during speech planning, the conflict between the prime
and target-onset phonemes might also be resolved during
the period.?

The Locus of the Regularity Effect

The regularity effect—that is, the cost in resolving the
conflict between the two pronunciations generated for an
exception word—is typically viewed as arising during the
computationof phonology from orthography. What we are
suggesting here, instead, is that its locus is farther down-
stream in the segment-to-frame association process; that
is, the phonology generated by the nonlexical route and
the one retrieved by the lexical route compete for a slot
during the segment-to-frame association process.

M. Coltheart and Rastle (1994) had earlier argued against
the late locus of the regularity effect on the grounds that
“the effect of regularity of spelling-to-sound correspon-
dence must be an effect on the time taken to compute a
complete phonologicalrepresentation, not the time taken
to execute it serially after it has been fully computed”
(p. 1208). Note, however, that their argument rests criti-
cally on the assumption that an articulatory response is
executed immediately after a phonological representa-
tion has been computed. As mentioned in the introduc-
tion, speech production researchers (e.g., Levelt et al.,
1999) have pointed out that further processing is neces-
sary before an abstract phonological representationis re-
alized as a speech response. Thus, the conflict between the
two pronunciations generated for an exception word does
not have to be resolved during the computation of phonol-
ogy from orthography, but the resolution could occur in
a later stage, prior to the initiation of articulation. Note
also that the sequential nature of the regularity effect falls
out naturally from the assumption that the regularity effect
has a locus in a speech-planning process—specifically,
during the segment-to-frame association process. Be-
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cause the segment-to-frame association process occurs
left to right, and later segments cannot be prepared until
the earlier segments are selected (Meyer, 1991), the cost
of mismatching segments between the two pronuncia-
tions would be greater for earlier than for later positions.

The idea that the regularity effect has a late locus also
has some empirical support. In a theoretical review of the
role of phonology in reading, Frost (1998) cogently ar-
gued that the abstract phonology computed in silent
reading tasks (such as semantic categorization and lexi-
cal decision tasks) need not be fully specified. From such
a viewpoint, the regularity effect, which reflects fully
specified phonology (to the level of speech output)is not
necessarily expected in silent reading tasks. In line with
this view, there is a growing body of evidence that the
regularity effect is absent in silent reading tasks even
when other phonological effects are found (cf. Berent,
1997; V. Coltheart, Patterson, & Leahy, 1994). In contrast
to these reports of the absence of the regularity effect in
silent reading tasks, the effect has been reliably found in
the naming (i.e., read aloud) task (e.g., Cortese, 1998;
Seidenberget al., 1984), consistent with the idea that the
effect has its origin in speech planning.

In conclusion, we suggest that the two findings relat-
ing to the masked onset priming effect that have been in-
terpreted within the dual-route framework—namely, the
absence of the effect for exception words and the elimi-
nation of the effect for regular words in a conditional
naming task—are both interpretable within the view that
the effect has its origin in the segment-to-frame associa-
tion process involvedin the planning of speech output. In
proposing this account, we noted the fact that none of the
current computational models of reading aloud incorpo-
rates descriptions of how and when phonology is con-
verted into a speech output. We look forward to future
modeling endeavors that explicitly address this issue.
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NOTES

1. The issue of whether the masked onset priming effect reflects a
benefit due to a match or a cost due to a mismatch of phonemes has yet
to be established empirically. We note that this issue is immaterial to
the two accounts of the effect we describe in this article.

2. In the present article, we do not make a distinction between regu-
larity and consistency, but conflate the two. Within the dual-route cas-
caded (DRC) model (M. Coltheart et al., 1993,2001), regularity is a cat-
egorical variable defined on the basis of whether the pronunciation of the
word matches that generated via the application of the grapheme—
phoneme correspondence rules. Consistency, on the other hand, is a con-
tinuous variable, defined in terms of the ratio of frequency (either type
or token) of friends (words that share the body that is pronounced the
same way; e.g., mint, hint, and stint are friends) versus enemies (words
containing the same body associated with a different pronunciation;e.g.,
pintand mint are enemies). Althoughregularity and consistency are sep-
arate dimensions, as pointed out by Cortese and Simpson (2000), they
covary, so that many irregular words are also inconsistent. Hence, unless
specifically controlled, irregular words will have more enemies and
fewer friends than will regular words. It should also be noted that this de-
finition of regularity is a feature of the DRC model, but is not an intrin-
sic feature of all dual-route frameworks (see M. Coltheart et al., 2001,
p- 212). Thus, to allow comparison with other research that has investi-



gated the regularity effect (and in particular, Forster & Davis, 1991), we
did not equate our regular and exception words on consistency.

3. However, this seems to be due to a few of the regular words being
unfamiliar to the subjects. For example, the word HARK was considered
by 38% of the subjects to be a nonword. When this word was excluded,
the regularity effect was significant by items [#(53) = 1.70, p = .048,
one-tailed]. In this regard, it is relevant to note that the difference in the
response latency for the regular words in the conditional naming task
(mean 746 msec) versus the standard naming condition (Experiment 3,
mean 528 msec) was 218 msec, which is substantially larger than the
difference of 96 msec observed in the equivalent conditions by Forster
and Davis (1991, Experiment 1 vs. Experiment 6). Taken together with
the fact that our word stimuli were low frequency (all less than 13 per
million), this is consistent with the view that our subjects were un-
familiar with some of the words.

4. We report only the item analysis here because in the subjects analy-
sis, the words used in the onset primed condition and the control con-
dition were different words. Given that we restricted the analysis to a
subset of words (words with at least three friends), they would not have
been matched on various factors.

5. We should point out that Forster and Davis (1991) have hinted at a
similar idea. In describing the absence of the masked onset priming ef-
fect for exception words, they noted that “the interfering effect of the
masked prime is not detectable when there is a response conflict in-
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duced by the target itself” (p. 12). Although we agree with this de-
scription, we disagree with their interpretation that this response con-
flict is resolved by “inhibiting” the activity in the nonlexical naming
system in order to output the correct response. Instead, our view is that
any delay in initiating articulation permits the resolution of the conflict
in speech planning due to a mismatch in onsets between the prime and
target.

APPENDIX
Critical Target Words

Regular

wick, seam, pimp, hoop, wept, bust, wail, lard, doom, wipe,
ditch, pact, coin, fetch, wade, sunk, peel, hark, wilt, bite, weed,
lark, dock, wink, dense, bolt, toss, fuss

Exception

wand, soot, pint, hood, worm, bush, wasp, lure, deaf, wolf,
dough, pour, comb, fuel, warn, sown, pear, hoof, warp, bowl,
wool, lieu, dose, womb, debt, beau, tomb, feud
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