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Understanding how listeners locate word boundaries 
in fluent speech is a hard task, since the speech signal 
includes few reliable cues to word boundaries (see, e.g., 
Klatt, 1980; Liberman & Studdert-Kennedy, 1978). Sev-
eral signal-derived sources of information have neverthe-
less been pointed out as potential cues to word boundaries, 
and combining these cues to lexical-driven mechanisms 
may be helpful to word segmentation (see, e.g., McQueen, 
Norris, & Cutler, 1994; Norris, McQueen, & Cutler, 
1995). However, since each of these signal-derived cues 
is only probabilistically associated with word boundaries, 
it is essential to study multiple-segmentation cues not only 
in isolation but also in conjunction if we aim to obtain a 
realistic perspective on how listeners deal with them.

Furthermore, according to Mattys and colleagues 
(Mattys, 2004; Mattys, White, & Melhorn, 2005), the 
involvement of any segmentation cue, either lexically or 
signal- derived, is a graded rather than an all-or-none phe-
nomenon. Mattys and colleagues defined a hierarchical 
organization1 comprising three tiers. The first or top tier 
consists of lexical and postlexical knowledge, which is 
supposed to be the most reliable information in optimal 
listening conditions. Sublexical types of information—
subsegmental, segmental, and suprasegmental—are con-
fined to the lower tiers and are called upon when lexical 
information is unavailable or reduced. The second tier 
consists of the conjunction of segmental and subsegmen-

tal information. The lowest tier corresponds to metrical 
prosody, which acts as a last-resource segmentation heu-
ristic, prevailing over the available information from the 
above tiers when lexical knowledge is not available (Mat-
tys et al., 2005) and the signal is degraded, which impov-
erishes segmental and subsegmental information.

However, since Mattys and colleagues’ (Mattys, 2004; 
Mattys et al., 2005) framework is quite recent, some of 
the possible interactions among the several information 
types available to listeners remain underspecified. For ex-
ample, it is not clear how the various types of sublexical 
information interact with each other. Mattys et al. showed 
that when coarticulation (subsegmental) and phonotactic 
(segmental) information (both on Tier 2) were available, 
indicating the same segmentation points, their segmen-
tation hypotheses were the ones used by adult listeners, 
in two scenarios: (1) when lexical information was not 
available in the signal; and (2) when signal quality was 
degraded enough that reliance on the semantic context 
was reduced, but the acoustic–phonetic aspects were still 
relatively available. However, because in Mattys et al.’s 
study phonotactic and coarticulatory information were 
never put in conflict, we do not know whether one of these 
two information types prevailed and, if so, which one.

In addition, Mattys and colleagues (Mattys, 2004; Mat-
tys et al., 2005) have posited that segmental and subseg-
mental information were represented on the same tier; 
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consequently, their model confers on these two informa-
tion types the same importance. It is plausible, however, 
that even sublexical types of information represented on 
the same tier have independent impacts on segmentation 
and differ by their degree of dependence on or indepen-
dence from signal quality. Indeed, as already posited by 
Mattys and colleagues, segmental and subsegmental types 
of information may be weighted differently according to 
their word boundaries’ predictability, at least in some 
languages. This proposal was investigated in the pres-
ent study with regard to coarticulation, a subsegmental, 
acoustic-dependent cue, and transitional probabilities, a 
statistical cue related to a higher structural level (here, 
syllabic).

Coarticulation is usually defined as a change in the 
acoustic–phonetic content of a speech segment due to an-
ticipation or preservation of adjacent segments (see, e.g., 
Kühnert & Nolan, 1999). Although all fluent speech is 
coarticulated, the extent of coarticulation between adja-
cent segments is influenced by the presence of a prosodic 
boundary. Generally, there is more coarticulation within 
words than between them (see, e.g., Byrd, 1996; Byrd & 
Saltzman, 1998), and segment strength may convey in-
formation about local coherence versus disjunction in 
connected speech (Fougeron & Keating, 1997; Keating, 
2006). Indeed, domain-initial strengthening is a general 
phenomenon, found in both stressed and unstressed syl-
lables (Cho & McQueen, 2005).

The importance of coarticulation in speech segmenta-
tion has been demonstrated, in optimal listening condi-
tions, from an early age (Johnson & Jusczyk, 2001) into 
adulthood (Mattys, 2004; Mattys et al., 2005). However, 
coarticulation seems to be strongly affected by the super-
imposition of noise on the speech input (Mattys, 2004). 
The main reason for this sensitivity to noise is possibly 
related to the nature of coarticulatory information (Mattys 
et al., 2005), whose use depends on the ability to process 
fine-grained, low-level acoustic properties. Thus, noise 
probably masks such information easily, reducing the ef-
fectiveness of coarticulation in speech segmentation.

Another important source of information that can help 
locate word boundaries is statistical information con-
veyed by the speech stream. The extraction of statistical 
information is a general mechanism (see, e.g., Conway & 
Christiansen, 2005; Saffran, Johnson, Aslin, & Newport, 
1999) that seems to be universal in nature. As a matter 
of fact, within any language, the transitional probability 
(TP) from one unit of sound (e.g., a syllable) to the next is 
generally highest when the two units follow one another 
within a word, whereas the TPs that span a word boundary 
are relatively low. Human listeners in different stages of 
linguistic development can use this statistical information 
to locate “word” boundaries within an artificial language 
(AL) that consists of a continuous stream with no other 
segmentation cues (see, e.g., Saffran, Aslin, & Newport, 
1996; Saffran, Newport, & Aslin, 1996).2

Until now, the question of how such statistical cues in-
teract in speech segmentation with lower level cues like 
those linked to coarticulation has been left unsolved in 
the context of a completely mature speech system. Indeed, 

to the best of our knowledge, no study of adult listeners 
has ever evaluated the relative power of these cues within 
the same experiment. We already know, however, that 
with a high-quality signal, 8-month-old infants consider 
coarticulation to be a more reliable cue than TPs when 
coarticulation and TPs indicate different segmentation hy-
potheses (Johnson & Jusczyk, 2001). Whether this coar-
ticulation preference holds true in the mature system and 
whether the observed weighting would be modulated by 
signal quality, which may be predicted by Mattys and col-
leagues’ (Mattys, 2004; Mattys et al., 2005) hierarchical 
framework, was examined in the present study.

To this end, we adopted an AL paradigm, which has 
proved useful for understanding how adult listeners seg-
ment natural speech. Indeed, electrophysiological corre-
lates (N100 amplitude enhancement; Sanders, Newport, 
& Neville, 2002) and neural signatures (left-lateralized 
fMRI signal increases in temporal cortices; McNealy, 
Mazziotta, & Dapretto, 2006) of online word segmenta-
tion in AL learning suggest that processes that may be 
central to speech segmentation are called upon in the 
segmentation of an AL. In addition, adult listeners at-
tempt to integrate the output of statistical learning with 
knowledge of their native language acquired prior to the 
experimental task (see, e.g., Shukla, Nespor, & Mehler, 
2007, and Vroomen, Tuomainen, & de Gelder, 1998, on 
prosodic properties; Onnis, Monaghan, Richmond, & 
Chater, 2005, on phonotactic probabilities). Since the AL 
paradigm provides precise control over the information 
available in the input, allowing reduction of the set of un-
controlled variables (see, e.g., Gómez & Gerken, 2000), 
it is ideally suited for studying the weighting of various 
sublexical cues in the absence (or near absence) of high-
level information.

Nine groups of participants were presented with 
AL-learning situations (cf. Saffran, Newport, & Aslin, 
1996). The groups were exposed to different levels of 
input  intelligibility—namely, intact, mildly degraded, or 
strongly degraded speech. Within each input intelligibil-
ity condition, the same AL was presented in three condi-
tions that differed according to the number and congru-
ence of the segmentation cues available in the speech 
stream. To achieve realistic coarticulation, we used natu-
rally produced utterances rather than synthesized speech 
and created concatenated versus coarticulated versions 
of the AL stimuli. In the single-cue condition, only TPs 
could help the listeners to locate word boundaries, since 
only the concatenated version of the AL was used. In the 
other two conditions, coarticulatory information was 
added. For these coarticulated versions, the TP-words in 
the  congruent-cues condition (i.e., the stimuli that cor-
responded to the word boundaries defined by TPs) and 
the part-words in the incongruent-cues condition (i.e., 
the stimuli that crossed the TP-words’ boundaries) were 
recorded in their coarticulated versions. Thus, in the 
 congruent-cues condition, coarticulation and TPs pointed 
to the same word boundaries, whereas in the incongruent-
cues condition, the two cues pointed to different word 
boundaries, since coarticulation corresponded to the part-
words of the AL. This framework allowed us not only to 
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explore the relative power of the different cue types when 
they were in conflict with each other in the incongruent 
case but also to estimate the performance gain afforded 
by redundant (and hence potentially cooperating) cues in 
the congruent case.

If, like infants (Johnson & Jusczyk, 2001), in good lis-
tening conditions, adult listeners also consider coarticula-
tory cues to be more reliable than statistical cues, then 
in the forced-choice test aimed at estimating how well 
the listeners learned the “words” of the AL, one would 
observe not only a performance gain in the congruent-
cues condition (i.e., more TP-word choices) but also a 
strong decrease in TP-word choices in the incongruent 
cues condition in comparison with the single-cue condi-
tion (because listeners would consider the part-words to 
be the lexical units of the AL). If, on the contrary, statisti-
cal information was considered more reliable, then the 
TP-words would always tend to be considered to be the 
lexical units of the AL.

Even if the weighting of these cues in intact speech re-
vealed itself to be similar to that found in infants (John-
son & Jusczyk, 2001), it is possible that the weighting 
is modulated by signal quality. Indeed, in adults, Mattys 
and colleagues (Mattys, 2004; Mattys et al., 2005) dem-
onstrated that listeners undervalued coarticulatory cues 
in conditions of noise superimposition. In the present 
work, we used two levels of input degradation to examine 
whether statistical information was more resilient to noise 
than coarticulatory cues were.

The resilience of statistical information to noise may 
actually be linked to the special role of statistical informa-
tion in development. Indeed, since the computation of TPs 
does not require any (not even minimal) lexical knowl-
edge, TPs may provide infants with their first window into 
the acoustic regularities of their native language and thus 
may play a central role in speech acquisition (Thiessen 
& Saffran, 2003). This general segmentation mechanism 
may “occupy a pivotal position in the acquisition of not 
only words, but also other word boundary cues, such as 
stress, phonotactics, coarticulation, and allophony” (Mat-
tys et al., 2005, p. 493). Hence, one would expect such a 
fundamental mechanism to be relatively immune to signal 
degradation.

However, at a high level of noise such as the 10-dB 
 signal-to-noise ratio (SNR)3 used in the present experi-
ment, the fine-grained acoustical information linked to 
coarticulation may be almost unavailable. Thus, observ-
ing that TPs have more impact on the word segmentation 
process than coarticulation has would not be surprising. 
But in more mildly degraded conditions such as the 22-dB 
SNR condition also used in the present study,4 the sub-
segmental information is still audible, and coarticulation 
could still facilitate segmentation (Mattys et al., 2005, 
Experiment 6B). We were thus interested in determining 
whether, in the latter condition, the mere presence of noise 
would alter the reliability that listeners attribute to low-
level subsegmental cues like those linked to coarticula-
tion. If this were the case, noise superimposition might 
allow statistical cues to override coarticulatory cues even 
at mild levels of noise.

METHOD

Participants
Eighty-seven undergraduate psychology students at the Univer-

sity of Lisbon participated in the experiment for course credit. All 
were monolingual European-Portuguese speakers, with no reported 
history of speech or hearing disorders. They were randomly assigned 
to nine groups according to the 3 (input intelligibility) 3 (avail-
able segmentation cues) experimental design: 32 to the intact speech 
condition (9 in the single-cue, 11 in the congruent-cues, and 12 in 
the incongruent-cues condition); 28 to the mildly degraded (22-dB 
SNR) condition (6 in the single-cue, 10 in the congruent-cues, and 
12 in the incongruent-cues condition), and 27 to the strongly de-
graded (10-dB SNR) condition (9 in each cue condition).

Materials
All natural speech stimuli were recorded in a soundproof room by 

a female native European-Portuguese speaker, sampled at a rate of 
22.05 kHz and 16-bit conversion. The digitized versions of the stim-
uli (i.e., syllables, words, and part-words) were edited with Adobe 
Audition 1.5 and Praat 4.2.24 softwares (the latter available at www 
.fon.hum.uva.nl/praat/). These natural stimuli were closely matched 
to a synthesized stream (see the discussion of the pretest, below) in 
all relevant acoustic parameters, such as speaking rate and absence 
of lexical stress cues to word boundaries. This also allowed us to 
match the concatenated and coarticulated versions of the stimuli 
(see below) on mean duration (by applying a maximum compres-
sion rate of 30%) and on pitch contour (by flattening to a monotone 
220 Hz).

The repertoire of the AL comprised four consonant sounds (/ /, 
/ /, / /, and / /) and three vowel sounds (/ /, / /, and / /), which when 
combined yielded 12 possible CV syllables. The syllables of the 
AL were combined to create six trisyllabic TP-words: / /, 
/ /, / /, / /, / /, and / /). The TPs of the 
trisyllables (words and trisyllabic part-words of the AL) were com-
puted by averaging the two TPs associated with each stimulus. The 
TPs between adjacent syllables were always higher within words 
than between them, with the mean TP of adjacent syllables between 
words being .38. Since some syllables occurred more often than oth-
ers, three words presented higher TPs (from .75 to 1.00) than did the 
other three (from .50  to .58). This distributional gradient probably 
mirrors what happens in natural languages (Saffran, Newport, & 
Aslin, 1996) and might allow a fine-grained evaluation of the effect 
of TPs in the learning process.

For the familiarization phase (which was syllable based), concat-
enated exemplars and coarticulated exemplars (which were based on 
TP-words or part-words) of the AL stimuli were constructed from 
natural speech. Three versions of the AL were created. Each version 
included the same sequence of syllables divided into three listening 
blocks of approximately 7-min duration each. Each block was cre-
ated by concatenating 105 tokens of each of the six words (1,890 
syllables, 630 tokens), with the criterion that two tokens of the same 
word never occurred adjacently in the stream.

The three natural versions of the AL differed with regard to the 
types of information available in the speech stream, as explained in 
the introduction and illustrated in Table 1, which presents an ortho-
graphic translation of a sample of the speech stream in each of the 
three versions of the AL.

A pretest checked whether using naturally produced utterances, 
chosen here to achieve realistic coarticulation, made the task easier 
(Thiessen & Saffran, 2003) than using synthesized speech, which is 
more common in AL learning experiments. Synthetic stimuli (cre-
ated using text-to-speech MBROLA software; cf. Dutoit, Pagel, 
Pierret, Bataille, & van der Vrecken, 1996) were presented to 21 
independent volunteer undergraduates in the same AL experiment 
as the main one, except that only the single-cue condition was used. 
Syllables were concatenated (with no other cues to word boundar-
ies than TPs) using a European-Portuguese female diphone data-
base (available at www.tcts.fpms.ac.be/synthesis/mbrola.html) at 
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22.05 kHz and with a speech rate of approximately 270 syllables/
min. We evaluated two input intelligibility conditions (intact speech 
and 22-dB SNR), since in the more difficult (noisy) situation, a fa-
cilitation effect might appear for natural speech in comparison with 
synthetic speech. This was not the case. The TP-word preference was 
similar in the synthesized and in the natural single-cue conditions in 
the two signal intelligibility situations: With intact speech, t(19)  
.73; with 22-dB SNR, t(13)  .56; p .10 in both cases. Thus, in 
both intact and noisy conditions, the natural speech stimuli used in 
the main experiment induced statistical learning based on TPs in the 
same way that the synthetic material more commonly used in AL 
learning studies did.

In order to create the two degraded-signal conditions, white noise 
was superimposed on each block of all three natural versions of the 
AL at 22-dB SNR and 10-dB SNR. These SNRs were selected on 
the basis of a pretest run on an independent group of 23 volunteer 
undergraduate students, with five between-subjects conditions: in-
tact speech, 22-dB SNR, 10-dB SNR, 5-dB SNR, and 0-dB SNR. 
All the words and part-words of the AL were presented in random-
ized order, one at a time. They were played through headphones 
at 76-dB sound pressure level (SPL), which is approximately the 
level of conversational speech. Participants were informed that on 
each trial they would hear a pronounceable trisyllabic nonsense 
sequence and that they were required to write it down. This allowed 
us to choose the SNR that would reduce the intelligibility of the 
stimuli by approximately 50%, a reduction similar to the one used 
by Mattys (2004), with intelligibility operationalized as the total 
number of stimuli correctly identified. As expected for unfamiliar-
ized listeners, the TP-words and the part-words of the AL did not 
yield significantly different correct responses [t(22)  1.534, 
p  .10]. The best performance was observed for intact speech (an 
average of 91.7% correct identification). The 22-dB SNR reduced 
performance by nearly 50%, leading to 47.9% correct identifica-
tion on average; the other SNR conditions induced much poorer 
performance (16.6% correct identification for 10-dB SNR, 5% for 
5-dB SNR, 0% for 0-dB SNR). 

In addition, the mean number of phonemes correctly identified 
(in their correct order) with 22-dB SNR was 5.37 in sequences of 
six phonemes each. This indicates that the incorrect responses in the 
22-dB SNR condition were not due to an inability to identify any of 
the phonemes of the stimuli, as was the case in the 0-dB SNR con-
dition, for example. Thus, although the 22-dB SNR impoverished 
the signal, it did not make the phonetic information inaudible. This 
makes a 22-dB SNR condition a perfect option, since the signal is 
degraded but not to the degree that many phonetic aspects of the 
speech are unavailable. Nevertheless, there are important differences 
between this pretest task, in which naive participants were required 
to identify the TP-words and part-words of the AL presented one 
at a time, and the AL learning situation, in which participants were 
repeatedly exposed to these stimuli embedded in longer streams of 
speech. Thus, the intelligibility level obtained with a specific SNR 
in the identification-in-noise task may not correspond to the degree 

of intelligibility obtained with the same SNR in an AL-learning task. 
One should note that for words, a 0-dB SNR usually reduces intel-
ligibility by about 50%. Although our AL material is rather different 
from real words, it is plausible that repeated exposure to this mate-
rial would lead to a higher level of intelligibility in the AL situation 
than in the one used by Mattys (2004). Thus, another condition with 
superimposition of a higher level of white noise (10-dB SNR) was 
also chosen. In the pretest, the 10-dB SNR had a strong impact on 
the identification of the AL stimuli, reducing dramatically the cor-
rect identification not only of the nonwords but also of the phonemes 
that constituted them (3.9 out of 6).

The forced-choice test included the six TP-words and six part-
words. These part-words consisted of syllables of two different 
words that had appeared adjacently in the speech stream. Three part-
words (1 syllable#2 syllables in Table 1) comprised the last syllable 
of one word and the first two syllables of the next word; for example, 
/ /, which is the last syllable of / /, was combined with / /, 
the first two syllables of the next word, / /, to form the part-
word / /. The other three part-words (2 syllables#1 syllable in 
Table 1) comprised the last two syllables of one word and the first 
syllable of the next word. For all conditions and groups, the stimuli 
used in the test phase were produced by concatenating the three syl-
lables that constituted each word or part-word without white noise 
superimposed, thus avoiding responses based on acoustic matching 
between the stimuli of the familiarization and test phases.

Procedure
The familiarization phase was presented with Windows Media 

Player, with the auditory stimuli presented at a comfortable level 
through Sennheiser HD 280 headphones. For the test phase, stimuli 
were also presented through headphones, with presentation, timing, 
and data collection controlled by E-Prime 1.1 (Schneider, Eschman, 
& Zuccolotto, 2002a, 2002b).

All participants were instructed to listen to a new language that 
contained words, but no meaning or grammar. Their task was to 
find out which words constituted the new language. No information 
about the structure, phonology, or length of the words was given. 
Participants were informed that the experiment consisted of three 
short listening blocks, followed by a test of their knowledge of the 
words that constituted the language. Participants in the degraded-
signal conditions were warned of the poor signal quality. A 5-min 
break followed each of the 7-min blocks. After the listening phase, 
participants were presented with a two-alternative forced-choice 
test. Each trial started with a warning tone, followed by two trisyl-
labic strings that were separated by 500 msec of silence. One of 
these strings was a word from the AL, the other was a part-word. 
Each word was paired exhaustively with each part-word, rendering 
36 trials. A new trial began immediately after participants gave their 
answer or if no answer was registered after 10 sec. Participants were 
told to always provide an answer even if they were not totally sure 
about their decision. Nevertheless, accuracy was also emphasized. 
The test began with four practice trials, in which an animal and an 

Table 1 
Orthographic Translation of a Sample of the Speech Stream Heard  

in the Familiarization Phase in the Three Cue Conditions

Cue Conditions Part-Words

(Available Cues)  Speech Stream  1 Syllable#2 Syllables  2 Syllables#1 Syllable

Single cue (TPs) lu-fa-ba-#ki-la-bu-#ka-fu-bi-#ba- ba-#ki-la ka-la-#fu
bu-ku-#bu-ka-la-#fu-fi-bu . . .

Congruent cues LUFABA-#ki-la-bu-#ka-fu-bi-#ba- BA-#ki-la ka-la#FU
(coarticulated TP words) bu-ku-#bu-ka-la-#FUFIBU . . .

Incongruent cues lu-fa-BA#KILA-bu-#ka-fu-bi-#ba- BA#KILA KALA#FU
(coarticulated WPCs) bu-ku-#bu-KALA#FU-fi-bu . . . 

Note—“#” defines word boundaries according to transitional probabilities (TPs); “-” represents concatenation; upper-
case letters represent coarticulated syllables. 
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environmental sound were presented and participants had to decide 
which of the two was an animal sound. Feedback was provided only 
for practice trials. Order of presentation of test trials was randomized 
for each participant, and order of presentation of the stimuli within 
trials was counterbalanced within each group.

RESULTS AND DISCUSSION

The percentage of TP-word choices was computed for 
each participant. Table 2 presents the average AL learning 
performances broken down by TP level (high vs. low) of 
the TP-words.

In all input intelligibility conditions, participants pre-
sented with the single cue chose the TP-word signifi-
cantly more often than the part-word: with intact signal, 
67% [SD  6.4, t(8)  7.917, p  .0001]; with mildly 
degraded signal (22-dB SNR), 62% [SD  8.2, t(5)  
3.605, p  .025]; with strongly degraded signal (10-dB 
SNR), 58% [SD  7.1, t(8)  3.53, p  .01]. A signifi-
cant learning effect was also found in all intelligibility 
conditions for the participants presented with congruent 
cues: with intact signal, 84% [SD  9.4, t(10)  11.985, 
p  .001]; with 22-dB SNR, 72% [SD  12.2, t(9)  
5.69, p  .001]; with 10-dB SNR, 61% [SD  4.7, t(8)  
6.897, p  .001].

In sharp contrast with this pattern, with intact signal, 
participants presented with incongruent cues discarded 
the TP-words, choosing TP-words only 41% of the time 
on average (SD  10.5). Thus, in this condition, partici-
pants judged the part-words to be the lexical units of the 
new language significantly more often than they did the 
TP-words [t(11)  3.040, p  .01]. With the mildly 
degraded signal, performance with incongruent cues did 
not differ from chance [t(11)  .389, p  .704], with 
TP-words chosen 50% of the time (SD  12.5). Thus, no 
learning effect was observed. It was only in the strongly 
degraded condition that participants presented with incon-
gruent cues significantly preferred the TP-words over the 
part-words, choosing the TP-words 57% of the time on 
average [SD  7.6, t(8)  2.794, p  .025].

In order to evaluate directly both the weighting of the 
two studied cues and the impact of signal quality on this 
weighting, we ran an ANOVA including cue condition 
(single cue vs. congruent cues vs. incongruent cues) and 
signal quality (intact speech vs. 22-dB SNR degraded sig-
nal vs. 10-dB SNR degraded signal) as between-subjects 
factors. We also included words with high-level TPs ver-

sus words with low-level TPs as a within-subjects factor, 
to determine whether there was a TP gradient.

The cue condition effect [F(2,78)  49.1, MSe  5.66, 
p  .001] was significantly modulated by signal qual-
ity, as revealed by the interaction between these two fac-
tors [F(4,78)  11.551, p  .001]. No other main effect 
or interaction was significant (all Fs  2, ps  .1). We 
further investigated the nature of the significant interac-
tion through pairwise comparisons, using the Bonferroni- 
corrected alpha rate of .017. As Figure 1 clearly illus-
trates, with intact signal, a main effect of cue condition 
was found [F(2,29)  64.77, MSe  10.87, p  .001], 
with the congruent-cues condition leading to better per-
formance than both the single-cue [F(1,29)  16.55, p  
.0005] and the incongruent-cues [F(1,29)  128.74, p  
.0001] conditions. Not surprisingly, performance in the 
 incongruent-cues condition, which led participants to 
prefer part-words over TP-words, also differed from per-
formance in the single-cue condition [F(1,29)  43.47, 
p  .001].

Figure 1 also shows that with the mildly degraded 
(22-dB SNR) signal—main effect of cue condition 
[F(2,25)  11.24, MSe  17.33, p  .001]—incongruent 
cues led to a lower performance than did congruent cues 

Table 2 
TP Word Responses (in Percentages) According to Cue Condition  

(Single, Congruent, or Incongruent) and Signal Quality  
(Intact Speech, 22-dB SNR, 10-dB SNR), Considering the TP Gradient  

(High or Low) of the TP Words of the Artificial Language

Signal Quality

Intact 22-dB SNR 10-dB SNR

AL Condition  High TP  Low TP  High TP  Low TP  High TP  Low TP

Single cue 66.1 66.6 62.2 62.2 55.5 60.5
Congruent cues 82.2 85.0 66.6 77.7 57.7 63.3
Incongruent cues 39.4 41.6 50.0 48.1 55.5 59.4

Note—Chance corresponds to 50%.

Figure 1. Performance patterns (TP-word responses, in per-
centages) according to cue condition (single, congruent, incon-
gruent) and signal quality (intact speech, 22-dB SNR, 10-dB 
SNR). Vertical bars denote 0.95 confidence intervals. Chance 
corresponds to 50%.
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[F(1,25)  20.29, p  .001]. With a strongly degraded 
(10-dB SNR) signal, all three cue conditions resulted in a 
similar performance level [F(2,24)  0.73, MSe  2.815, 
p  .48], contrary to what was observed in the former two 
input intelligibility conditions.

The data show that signal quality had no major impact 
on results in the single-cue condition [F(2,21)  3.33, 
MSe  6.58, p  .05]. Thus, the statistical learning mech-
anism operating on TPs between adjacent syllables seems 
to be very resilient to noise, allowing speech segmentation 
to be almost as efficient when the signal is quite distorted 
(i.e., with a 10-dB SNR) as when it is highly intelligible 
[F(1,78)  3.84, p  .05].

In contrast, signal quality significantly affected per-
formance in the congruent-cues condition [F(2,27)  
14.94, MSe  11.46, p  .001]. A significant linear trend 
[F(1,78)  30.05, p  .001] suggests that in good listening 
conditions, congruent cues to word boundaries were inte-
grated, allowing the optimization of the speech segmenta-
tion process. However, as signal degradation increased, 
integration was affected and hence the redundancy gain5 
was largely reduced. Indeed, the number of TP-word 
choices was significantly higher with intact speech than 
with noise superimposition: 22-dB SNR and 10-dB SNR 
[F(1,78)  8.47 and 30.05, respectively, p  .005]. In ad-
dition, performance was also better with mildly (22-dB 
SNR) than with strongly (10-dB SNR) degraded speech 
[F(1,78)  6.72, p  .011].

This pattern of progressive reduction of the redundancy 
gain seems related to the strong sensitivity of coarticula-
tory cues to noise. Indeed, as reported above, the redun-
dancy gain observed in the congruent-cues condition com-
pared with that of the single-cue condition was significant 
only with intact speech. It was numerically still present 
but not statistically significant anymore with mildly de-
graded speech (22-dB SNR) and was no longer observed 
at all with strongly degraded speech (10-dB SNR).

The sensitivity to noise of coarticulatory cues is even 
more clearly revealed by the performance pattern observed 
with incongruent cues. With incongruent cues, the effect 
of noise was significant [F(2,30)  6.16, MSe  14.53, 
p  .01], and modulation of performance by signal quality 
is reflected by a significant linear trend [F(1,78)  15.74, 
p  .001]. As already reported, participants relied on coar-
ticulation rather than on statistical information only when 
exposed to intact speech, a listening condition that differed 
significantly from strongly degraded (10-dB SNR) speech 
[F(1,78)  15.74, p  .0001]. Indeed, with low noise in-
tensity (22-dB SNR), the inconsistency between the two 
types of information disrupted performance, but the influ-
ence of coarticulation totally vanished only with the most 
degraded input (10-dB SNR). In this strongly degraded 
speech condition, listeners considered only statistical in-
formation, performing at the same level as listeners ex-
posed to either a single cue or congruent cues.

GENERAL DISCUSSION

In an AL learning experiment, we used three signal qual-
ity conditions to investigate the relative impact of two types 

of sublexical information in speech segmentation: statisti-
cal information (TPs between adjacent syllables) and sub-
segmental information (coarticulation). The present results 
suggest, in accordance with Mattys and colleagues’ (Mat-
tys, 2004; Mattys et al., 2005) proposal, that the segmenta-
tion process adopted by listeners varies as a function of both 
signal quality and the types of cues available in the speech 
flow. With phonetically intact speech, coarticulation was a 
powerful segmentation cue, able to drive the segmentation 
process. Most importantly, coarticulation overruled statis-
tical information when both cues were put in conflict in the 
speech stream, which is in line with Johnson and Jusczyk’s 
(2001) infant data. Mattys and colleagues (Mattys, 2004; 
Mattys et al., 2005) had already demonstrated coarticula-
tion reliability in adults when coarticulatory cues were in 
conflict with lexical stress. Our results add to this evidence. 
Thus, in good listening conditions, coarticulation is given 
priority over either lexical stress (Mattys, 2004; Mattys 
et al., 2005) or a general segmental statistical cue (in the 
present study, TPs). It is not clear, however, whether the 
local coherence given by coarticulation or the perception 
of edges between concatenated and coarticulated parts of 
the speech stream (or even both factors) forms the basis for 
a coarticulation-driven segmentation procedure.

In any case, the perceptual salience of coarticulatory 
information is extremely affected by signal degradation. 
Both the present study and Mattys and colleagues’ (Mat-
tys, 2004; Mattys et al., 2005) data have shown that coar-
ticulation is much more affected by the presence of noise 
than are other cue types. Indeed, when only sublexical in-
formation is available in the speech stream, segmentation 
driven by coarticulation is observed only with phonetically 
intact speech. When information from each of the three 
tiers, including both lexical and sublexical information, is 
available, coarticulation has an effect only in mildly noisy 
conditions (Mattys et al., 2005). Remarkably, Mattys et al. 
(2005), in a condition of moderate noise superimposition, 
observed no preponderance of any of the incongruent sub-
lexical cues, as was also the case in the mildly degraded 
condition of the present study. Nevertheless, it seems that 
in conditions of signal degradation in which some acous-
tic properties are still available, the cue that is less reliable 
in noisy conditions (i.e., coarticulation) is still sufficiently 
available to disrupt the segmentation driven by an incon-
sistent cue (e.g., lexical stress in Mattys et al., 2005, and 
TPs in the present study), although, as noise increases, this 
cue becomes unable to drive the segmentation process by 
itself and override statistical information. This pattern is re-
flected in the present 22-dB SNR condition by two pieces of 
evidence: (1) the nonsignificant trend toward a redundancy 
gain observed when coarticulation and statistical cues sug-
gested the same word boundaries and (2) the significant 
interference effect (leading to no AL learning) when these 
two cues pointed toward conflicting segmentation points.

In short, the incongruent-cues condition showed that 
coarticulation overrides TPs only in intact speech, whereas 
TPs override coarticulation in strongly degraded speech. 
The pattern observed with congruent cues suggests an ad-
ditive effect of converging cues (at least in good listen-
ing conditions), allowing the optimization of the speech 
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segmentation process. However, whether this redundancy 
gain is synergistic (greater than the sum of the isolated 
cues effect) or conjunctive (Christiansen & Curtin, 2005) 
cannot be determined from the present results, since no 
coarticulation-only condition was assessed (the single-cue 
condition was a TPs-only condition). In any case, there 
was a performance gain when statistics and coarticulation 
were consistent in comparison with the condition in which 
only statistical information was available. However, inte-
gration was affected and hence the redundancy gain was 
largely reduced as signal degradation increased.

The pattern of results reported here was not modulated 
by the TP level of the TP-words. In fact, we did not find 
any hint of a TP gradient effect: TP-words with higher TPs, 
ranging from 0.75 to 1.00, were not better learned than those 
with TPs ranging from 0.50  to 0.58. Since such a gradient 
had been reported by Saffran, Newport, & Aslin (1996), 
at least in a condition in which only statistical information 
was available, we suspect that this null result is partly due to 
the fact that the TP range within the TP-words used in our 
study was narrower (from 0.50  to 1.00) than that of Saffran, 
Newport, & Aslin, which varied from 0.31 to 1.00.

Much more important, the pattern of the present results 
cannot be attributed to either the use of natural speech or 
to the frequency difference of TP-words and part-words. 
Indeed, it has been suggested that the use of natural rather 
than synthesized speech in AL-learning studies could 
make the tasks easier (Thiessen & Saffran, 2003). How-
ever, the similarity between the performance levels of the 
TP groups exposed to synthesized speech and those ex-
posed to natural speech (see the description of the pretest 
in the Method section) clearly demonstrates that this di-
mension cannot account for the present results.

As regards the raw frequency differences between 
TP-words and part-words, we know that although this 
factor is potentially important to word discovery by in-
fants (Brent & Cartwright, 1996) and can explain partici-
pants’ performance in some studies (see, e.g., Dahan & 
Brent, 1999), it cannot always explain the impact of TPs 
(Aslin, Saffran, & Newport, 1998). In the present study, 
we tried to minimize the potential confound between 
raw frequency of occurrence of the stimuli and TPs. In 
AL conditions in which coarticulatory information was 
available, the speech stream was constituted by concate-
nated syllables, and the number of coarticulated tokens of 
TP-words in the congruent-cues condition was equivalent 
to the number of coarticulated tokens of part-words in the 
incongruent-cues condition. Thus, the raw frequency of 
coarticulated exemplars was matched in these two con-
ditions. The learning pattern (or the significant absence 
of learning, in the incongruent-cues condition with intact 
signal) shows that listeners did not rely (at least not only) 
on the absolute frequency of the items. Had listeners used 
only the frequency of the trisyllabic items to analyze the 
speech stream, performance would have been similar in 
the three cues conditions—all groups would have learned 
the AL equally well, with performance depending exclu-
sively on signal quality. Instead, the AL learning patterns 
differed according to both the segmentation cues available 
in the speech stream and noise contingency.

The present study also shows that both the influence of 
noise and the involvement of the various sources of infor-
mation available vary in a graded manner. In addition, the 
weighting modulation by noise seems to be mainly related 
to the listeners’ inability to exploit coarticulatory infor-
mation when the signal is distorted. It is only in that case 
that the segmentation process is driven solely by statistical 
information. Indeed, in the 10-dB SNR condition, a simi-
lar AL learning performance was observed independently 
of the number and congruence of the segmentation cues 
available in the stream. This suggests that coarticulation 
was no longer available to assist segmentation. Thus, the 
weighting change does not seem to support the notion that 
the less one cue type is used, the more other cue types will 
gain importance. Instead, it largely depends on both the 
unavailability of coarticulatory cues and the high resil-
ience of statistical information to noise superimposition.

In summary, noise superimposition does not affect all 
segmentation cues to a similar degree—not when these 
cues pertain to the distinct tiers defined by Mattys et al. 
(Mattys, 2004; Mattys et al., 2005) nor when they are sub-
lexical, as was the case here. Does this imply that the seg-
mental and subsegmental information should be assigned 
to qualitatively different tiers, contrary to what is posited 
by Mattys et al.’s (2005) hierarchical model? Providing a 
definite answer to this question is difficult given the avail-
able evidence. In conditions in which segmental (phono-
tactic; cf. McQueen, 1998) information and subsegmental 
(coarticulation; cf. Mattys, 2004) information competed 
individually with metrical prosody, both overruled the last 
cue. This may support the need for a broad distinction be-
tween sublexical (either segmental or subsegmental) cues 
and prosodic information. However, as Mattys et al. have 
already suggested and as the present results clearly dem-
onstrate, although segmental information and subsegmen-
tal information in any natural language tend to be intrinsi-
cally correlated, they might be differentially weighted.

Part of this differential weighting, and hence part of 
the resilience of cues to noise, might be related to the 
structural grain of the cues, as proposed by Mattys et al. 
(2005) and already commented on. Indeed, the use of cues 
defined at a lower structural level depends on the abil-
ity to process fine-grained, low-level acoustic properties, 
which are more easily masked by noise than higher level 
units like syllables (involved here in the TPs). Note, how-
ever, that cue reliability cannot be reduced to perceptual 
salience per se. Indeed, if it were always easier to extract 
information from highly salient syllables than from per-
ceptually less salient subsyllabic (segmental or subseg-
mental) structures, coarticulation would never overrule 
statistical information when both cues are put in conflict. 
Yet this was the case with intact speech, both in the pres-
ent experiment and in Johnson and Jusczyk’s (2001) study 
of infants. Nevertheless, to better understand the role of 
the structural grain of the cues, it would be interesting 
to contrast, under various noise conditions, the power of 
(subsegmental) coarticulation and that of distributional 
regularities defined at the segmental level, such as pho-
notactic cues, which have been shown to intervene in AL 
learning, at least when nonadjacent TPs are considered 
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(Onnis et al., 2005). It would also be interesting to com-
pare, as we are presently doing, the resilience to cognitive 
noise of the two types of cues used here (as well as of other 
cues, such as prosodic ones) through the use of (poten-
tially) interfering tasks of various levels of difficulty (cf. 
Toro, Sinnett, & Soto-Faraco, 2005). If TPs were found to 
be the most resilient segmentation procedure, not only to 
physical noise, as in the present study, but also to cognitive 
noise, any interpretation based only on physical masking 
of acoustic properties would be dismissed.

In fact, the differential weighting of cues may depend 
not only on the structural grain of the cues but also on two 
basic factors, the first one being domain generality. The 
ability to track TPs involves a domain-general learning 
mechanism, as demonstrated by the fact that TPs are also 
extracted in tone (Saffran et al., 1999) and visual (Fiser 
& Aslin, 2001) sequences. On the contrary, coarticula-
tory information is speech specific. Within the speech do-
main, it might be useful to consider further the distinction 
between universal cues, such as intonational phrases that 
partly correspond to physiological mechanisms like breath 
groups (Shukla et al., 2007), and language-specific cues, 
such as properties that are unique to a particular language. 
Indeed, the latter properties obviously need to be learned, 
whereas both domain-general statistical mechanisms and 
speech-specific universal cues are available from a very 
early phase in language acquisition and are used by adults 
even with unknown or foreign languages (Shukla et al., 
2007).

Both domain-general statistical mechanisms and 
speech-specific universal cues might thus play a central 
role in development as guides to other segmentation cues. 
To be reliable guides, such cues should be relatively im-
mune to signal degradation. In other words, as suggested 
by Mattys et al. (2005), the more resilient (but, in normal 
listening conditions, lower weighted) cues in adult speech 
segmentation could correspond to the earliest acquired 
and thus the most critical cues at the onset of language de-
velopment. Further work should be aimed at testing these 
propositions. For example, since various languages have 
different patterns of coarticulation that often reflect the 
phonetic contrasts that are emphasized (see Manuel, 1999, 
for review), the importance of the language specificity of 
cues versus their universality may be assessed by contrast-
ing the role of TPs with the role of language- specific as 
opposed to language-general patterns of coarticulation in 
speech segmentation. Contrasting the universal prosodic 
cues used by Shukla et al. (2007) with language-specific 
prosodic cues like the word stress patterns used by Mattys 
(2004) and Mattys et al. (2005) may also shed light on 
the relevance of this distinction. It would also be worth 
contrasting domain-general statistical mechanisms with 
speech-specific universal cues like the universal prosodic 
properties examined by Shukla et al. (2007) under vari-
ous physical and cognitive noise conditions. Indeed, with 
intact speech, Shukla et al. observed that phrasal prosodic 
cues act as a filter, suppressing possible word-like se-
quences (trisyllabic sequences with high TPs) that strad-
dle two prosodic constituents. Whether this would hold 
true in noisy situations remains to be tested.

In summary, the AL-learning patterns observed in this 
study have yielded three important findings: (1) the modu-
lation of coarticulation reliability by signal quality; (2) the 
high resilience of statistical information based on TPs to 
noise superimposition; (3) the strong signal contingency 
of the weighting of the cues used to segment speech into 
words. This pattern of results can be well accommodated 
by Mattys and colleagues’ (Mattys, 2004; Mattys et al., 
2005) hierarchical proposal, and it highlights the impor-
tance of studying speech segmentation in the context of 
multiple cues (see, e.g., Christiansen & Curtin, 2005) and 
in different listening conditions (Mattys, 2004; Mattys 
et al., 2005). Importantly, an integrated approach must 
seek to comprehend the role of sublexical information in 
speech segmentation, as well as how sublexical cues in-
teract with lexical and supralexical information and how 
the weighting of several cue types is affected by listening 
conditions.
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NOTES

1. One may argue that the term hierarchical organization is mislead-
ing, since there is no structural relationship between the sources of infor-
mation of the different tiers: They are simply weighted differently, with 
a bottom-up increase in reliability of the segmentation cues in optimal 
listening conditions. For clarity, however, we have retained this termi-
nology when referring to Mattys et al.’s model (Mattys, 2004; Mattys 
et al., 2005).

2. Whereas Saffran and colleagues (Saffran, Aslin, & Newport, 1996; 
Saffran, Newport, & Aslin, 1996) considered statistical learning to be 
based on statistical computations, another mechanism involving the 
formation of chunks has been proposed (Perruchet & Vinter, 1998). In 
terms of their explanatory powers, it is difficult to decide between these 
two interpretations (Perruchet & Pacton, 2006); however, learning ef-
fects based on nonadjacent TPs (see, e.g., Kuhn & Dienes, 2005; Onnis 
et al., 2005) seem to challenge the chunking explanation.

3. The SNR ratio is measured as the noise intensity in relation to the 
average intensity of the speech signal (here, the AL signal). Thus, a 
10-dB SNR means that if the signal intensity is 76 dB, as was the case 
here, then the noise intensity was set at 66 dB.

4. The 22-dB SNR was chosen because this ratio reduced intelligibility 
by approximately 50%, a value similar to the one used by Mattys (2004); 
for details, see the discussion of the pretest in the Method section.

5. The term redundancy gain is used to emphasize the improvement in 
the segmentation process (revealed by the superior AL-learning perfor-
mance in the congruent cues condition with intact speech) as the result of 
the availability of different consistent segmentation cues in the stream.

(Manuscript received May 31, 2006; 
revision accepted for publication November 29, 2006.)
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