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The majority of research on discourse processing over 
the past 20 years has focused on the cognitive processes 
(including the online cognitive processes) involved in the 
comprehension of stories and texts (e.g., Gernsbacher, 
1990; Graesser, Singer, & Trabasso, 1994; Kintsch, 
1988). In contrast, relatively little is known about the cog-
nitive processes involved in the comprehension of con-
versational utterances. Conversation is the first and most 
basic site for the use of language (Clark, 1996). And al-
though the nature and structure of conversation has been 
extensively studied (e.g., Clark, 1992; Krauss & Fussell, 
1991; Schegloff, Jefferson, & Sacks, 1977; Stiles, 1978), 
the cognitive processes of people involved in a conversa-
tion have not.1

Research on comprehending conversation has been 
limited to approaches in which participants process the 
conversational utterances of others (Gibbs & Mueller, 
1988; Holtgraves, 1994, 1998, 1999, 2000; Keysar, 1994). 
In these studies, participants typically read or listen to 
conversational remarks and then indicate their judgments 
of the remarks, or they perform some type of secondary 
task as a means of assessing online cognitive processes. 
A fundamental limitation of this approach is that the 
participants in these studies are observers or overhearers 
of others’ conversations, rather than actual conversation 
participants. To extend research on conversation compre-
hension, we have begun to develop a methodology that 
will allow us to study the cognitive processing of people 
who are actually involved in a conversation. To do this, 
we have developed a chat bot with which participants can 
engage in a computer-mediated chat. The format of these 
chats is similar to instant messaging, and hence, it is an 
activity with which the majority of our participants are 
very familiar. By interfacing the chat bot with various sec-
ondary tasks and by recording participants’ reading times 

as they engage in a chat, we have begun to study online 
conversational processing.2 In this article, we describe the 
development of this bot and its most important features. 
We then report data from a study in which we used the bot 
to study the processing of topic changes. Finally, we report 
a descriptive study in which we compared perceptions of 
the bot with perceptions of human interactants.

THE BASIC CHAT BOT

The starting point for this project was the Artificial Lin-
guistic Internet Computer Entity (ALICE), a conversation 
bot created by Richard Wallace in 1995 (www.alicebot 
.org/). Numerous people have contributed to the develop-
ment of ALICE over the past 10 years, and a fair amount 
of success has been achieved with this program; ALICE 
won the Loebner prize (a Turing type contest) in both 2001 
and 2004. In many respects, ALICE is a throwback to the 
earlier ELIZA-type programs; at its heart, it is a simple 
stimulus–response mechanism. It does no syntactical 
parsing, nor does it represent in any way common sense 
knowledge about the world. What ALICE offers, however, 
is a framework that can be implemented and modified to 
model human dialogue in limited domains. For example, 
ALICE allows for the structuring of its pattern–template 
pairs in terms of topics. It also allows for the rewriting 
of utterances into meaning equivalents via a stimulus re-
duction mechanism. In short, ALICE has the potential to 
allow for the modeling of many aspects of the pragmat-
ics of language use. Moreover, the ALICE language files 
are written in the artificial intelligence markup language 
(AIML), a language that can be extended (i.e., an infinite 
number of new variables can be created and defined).

There have been various versions of ALICE over the 
years. We used the version referred to as Program D 
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(www.alicebot.org/). This is a Java implementation. It 
consists of a set of AIML content files and the Java pro-
grams to implement them. We changed this program in 
various ways to fit our needs, and in the remainder of this 
section, we will describe the bot’s basic features and the 
changes we have made.

BASIC FEATURES OF THE BOT

Categories
The bot’s content consists of a set of AIML files. The 

primary unit of these files is a category consisting, at 
a minimum, of a pattern (the user’s remark) and a tem-
plate (the bot’s reply). The following is an example of one 
category:

 <category>

 <pattern>Hi</pattern>

 <template>Hi, my name is Sam</template>

 </category>.

In this example, if the user types “Hi,” the bot responds 
with “Hi, my name is Sam.” The bot functions as a simple 
stimulus–response matching program. If a unique pattern 
is matched, the bot replies with the associated template. 
If a perfect match is not found, partial matches may be 
made. Partial matches can occur via the use of wild cards 
(*). For example, a user might type “I like string cheese,” 
a specific pattern that does not exist in the AIML files. 
However, the bot may possess a category with the pattern 
“I like *” with a corresponding template, “What do you 
like about it?”

Our current version of the bot consists of over 11,000 
categories. These categories can (and should) be orga-
nized in various ways. The original ALICE AIML files 
were organized alphabetically into folders. We have kept 
this organization but also have created folders represent-
ing specific topics (e.g., classes, sports, etc.) and folders 
containing target utterances that serve as stimuli.

Topics
One of the most useful features of the bot is that the 

selection of replies can be constrained in various ways to 
be more related to the conversation as it unfolds. One such 
feature is the organization of content into topics. Once a 
topic is specified (there are topic triggers associated with 
certain utterances), content within that topic has prior-
ity over content outside of that topic. In this way, there 
is a tendency for remarks to cohere on a topic. This is 
not foolproof, of course, since topics can be misidenti-
fied or quickly become inappropriate. Another useful fea-
ture is the <that/> specification. This constrains the bot’s 
reply on the basis of the bot’s prior remark. For example, 
if the bot says “Where are you from?” and there is con-
tent linked to that question with the <that/> command, the 
bot’s response to whatever the user replies will be selected 
from that content. Like the topic feature, this helps pro-
duce realistic sequences of talk.

Stimulus Reduction
There are, of course, many ways in which a speaker can 

convey roughly the same meaning. For example, there are 
probably an infinite number of ways to begin a conversa-
tion (as we have discovered), and the number of utterances 
that can perform the same request is quite large. Even 
very subtle differences in wording can raise problems for 
a straight stimulus–response matching mechanism. For 
example, in response to “Where are you from?” there are 
a large number of responses conveying essentially the 
same thing (I’m from Ft. Wayne; I live in Ft. Wayne; Ft. 
Wayne; originally, Ft. Wayne; I’m from Ft. Wayne, how 
about you?). The bot contains a stimulus reduction mecha-
nism allowing one to identify similar utterances as being 
roughly identical in meaning and, hence, returning the 
same reply. The difficulty, of course, is specifying all of 
the possible equivalent ways of saying the same thing. This 
is a continuous process as we continually update and add 
new equivalents for common conversational utterances.

Selecting Replies Within Categories
Some categories will be matched relatively frequently. 

For example, wild card (and partial wild card) categories 
will be matched often. Obviously, it would not be realistic 
for the bot to always return the same reply every time one of 
these categories is matched. Accordingly, these categories 
can contain a set of templates with different procedures for 
selecting templates from within a category. The original 
bot had a random select feature, so that templates were 
randomly selected (with replacement) from the group. We 
changed this feature so that it randomly selects without 
replacement. More important, we developed an order com-
mand that selects templates within the group in an ordered 
manner. This allows for more control over the course of the 
conversation than does the random function.

BOT CHANGES

Sam’s Personality
The first major change we made was to alter the bot’s 

personality. ALICE was a female robot who liked to chat 
online and who possessed knowledge of computers and 
philosophy, as well as a wealth of real-world knowledge. 
In our research, we planned on telling the participants that 
they would be chatting with another Ball State University 
student or a computer program designed to simulate a Ball 
State University student. Hence, it was first necessary to 
change the bot’s personality from that of a female robot to 
that of a relatively typical male college student. Accord-
ingly, we changed ALICE into Speech Act Man (Sam). 
We did this by altering the content of the AIML files (e.g., 
by deleting all references to being a robot or a bot) and 
by creating new content files (especially those that could 
serve as potential targets). Sam was built to be a 21-year-
old student from Kardon, Indiana (a nonexistent town, so 
no one could be from Sam’s hometown) who was think-
ing about being a psychology major and liked Counting 
Crows, chili, and using the computer.
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Input Filtering
Chat input is very messy; there are misspellings, ab-

breviations, emoticons, and so on. This obviously com-
plicates pattern matching, since the input match must be 
perfect. In order to deal with a wide range of relatively 
meaningless input variations (abbreviations, contractions, 
misspellings, etc.), we developed four filters that serve to 
screen the input and transform it into input more likely to 
match existing category files.

First, there is an autocorrect function that serves as a 
filter to correct spelling mistakes, such as “adn” (and), 
a missed white space, such as “iam” (I am), or an extra 
white space, such as “o k” (ok). Second, there is a syn-
onyms function that translates all synonyms to the same 
word. For example, “BSU,” “Ball State,” and “Ball State 
University” are treated as synonyms, and all reduce to 
BSU. Third, there is a substitution function that handles 
emoticons and shorthand notations. For example, “:-)” 
means “smile,” and “Indy” means “Indianapolis.” Fourth, 
there is the sentence-splitters function that converts “sen-
tence”-ending characters into characters that will not be 
identified as sentence enders. For example, “!” will be “.” 
These files are periodically updated as we become aware 
of input that can and should be substituted.

Delay Speed
Once a user initiates a conversation, Sam responds 

immediately after a match has been found. With current 
processor speeds, it usually takes no more than several 
milliseconds. Our earlier work indicated that this quick 
responding made Sam very unhumanlike (i.e., users com-
mented on how quickly he replied and, therefore, con-
cluded that he must be a computer). Therefore, we added 
a delay feature that allows us to manipulate the time Sam 
takes to respond. The amount of delay is calibrated to the 
length of Sam’s reply. A value can be input that is multi-
plied by the number of characters in Sam’s reply to deter-
mine the delay. For example, if the delay value is set at 
50, then for a reply consisting of 60 characters, the delay 
would be 3,000 msec (50  60).

Avoiding Nonrepeating Utterances
When Sam cannot find an exact or partial match in 

the AIML files, Sam will use a wild card to replace the 
user’s original input. The new input (wildcard) will allow 
Sam to generate a more general response or to start with 
a new topic. However, one potential problem is that Sam 
could repeat the same response. We added a repeat fea-
ture that keeps track of the most recent responses of Sam 
and checks whether any responses are repeated. If any 
repeated response is found, Sam will use a wild card to 
replace the user’s original input, and the new input (wild-
card) will allow Sam to generate a new response. The 
process continues until a nonrepeated response is gener-
ated. The number of Sam’s responses that are kept can be 
manipulated.

Manipulating Topic Change Frequency
One of the goals of this research program is to examine 

the social and cognitive consequences of topic changes. 

We added a feature that allows us to manipulate how 
frequently Sam changes the topic. When this feature is 
turned on, a value can be input that determines how fre-
quently, on average, Sam will generate a new topic (i.e., 
regardless of whether there is a pattern match, Sam still 
generates a new topic). For example, we can compare per-
ceptions of Sam when this value is set to 10 (infrequent 
topic changes) with perceptions when this value is set to 3 
(frequent topic changes).

Secondary Tasks
One of the long-term goals of this research is to study 

the online cognitive processes of people who are engaged 
in a verbal interaction. Online cognitive processes are 
those that occur as an utterance is being comprehended, 
rather than reflecting postcomprehension processes. 
For example, the results of memory measures may re-
flect postcomprehension (e.g., elaboration) processing. 
Because of this, researchers studying sentence and text 
processing have developed a variety of procedures (e.g., 
lexical decision tasks and recognition probe reaction time 
procedures) to examine the online cognitive processes in-
volved in text comprehension.

Currently, we have the bot interfaced with two second-
ary tasks—a lexical decision task and a recognition probe 
reaction time task—that will allow us to begin to study 
the online processing of conversational utterances. For 
the former task, participants must decide whether or not 
a letter string is a word. For the latter task, participants 
must decide whether a word appeared in the prior remark. 
Certain of the bot’s utterances are designated as target ut-
terances, and when these utterances appear, the associ-
ated stimulus is then presented (following a tone) on the 
screen. The participants then perform the appropriate task, 
with the stimulus onset asynchrony being variable. 

One of our interests is whether the recognition of a 
speech act (i.e., the act performed with an utterance) is an 
automatic component of comprehension. In other words, 
does comprehension of the utterance “Would you like to 
come over for dinner tomorrow night?” entail recognition 
that the speaker is performing the speech act of inviting? 
Our previous research has demonstrated that speech act 
activation does occur for readers of others’ conversations 
(Holtgraves, 2007; Holtgraves & Ashley, 2001). But does 
this occur also for people who are actually engaged in an 
interaction?

To investigate this issue, some of the bot’s utterances 
have been written to perform certain speech acts, with the 
linked target naming the speech act that the utterance per-
forms (e.g., promise, threaten, warn, compliment, etc.). 
For example, Sam is programmed to say, in the context of 
a discussion of a certain history class, “Don’t take it you 
won’t get a good grade.” The target “warn” is then pre-
sented, and the participants indicate their judgments. Both 
judgments and reaction times are recorded. On the basis of 
our earlier research, the basic hypothesis is that for utter-
ances performing a specific speech act (e.g., “Don’t forget 
we have to do four experiments”; remind), participants 
will be faster at the lexical decision task and slower at the 
recognition probe task, relative to a control utterance (e.g., 
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“I can’t believe we have to do four experiments”; remind). 
This pattern of data would indicate some activation of the 
relevant speech act. The bot is also programmed to include 
filler trials in which a lexical decision must be made for a 
nonword and a recognition probe decision for a word that 
appeared in the prior remark.

Online Bot
The bot can be run online, as well as locally, thereby 

allowing for several simultaneous chats. It is not possible 
to collect accurate reaction times with this procedure. It 
is, however, possible to have people chat with the bot and 
then indicate their perceptions of him. We have conducted 
several online bot studies designed to examine perceptions 
of the bot as a function of several conversational variables 
(Holtgraves, Ross, Weywadt, & Han, 2007).

STUDYING TOPIC CHANGE PROCESSING

Research has demonstrated that conversations generally 
cohere on a topic and that, when topics are changed, they 
are marked in various ways (Keenan & Schieffelin, 1976; 
Schegloff & Sacks, 1973). In general, conversationalists 
have a clear expectation that people will produce utter-
ances that are conversationally relevant (Grice, 1975). As 
a result, unmarked topic changes (i.e., a topic change that 
the speaker does not indicate is a topic change via the use 
of a preface, such as “Oh, by the way . . . ,” etc.) will re-
quire more extensive processing as the recipient attempts 
to integrate it into the conversational context. Hence, an 
utterance that is a topic change should take longer to com-
prehend than that same utterance when it is not a topic 
change. We decided to test this prediction for people who 
were actively involved in a chat with Sam. In order to do 
this, we created a set of target utterances that either could 
occur in an appropriate discourse context or would func-
tion as a topic change. We then examined how long it took 
the participants (who were chatting with Sam) to compre-
hend these targets. Our basic hypothesis was that target 
utterances would take significantly longer to comprehend 
when they functioned as topic changes, relative to when 
they were not topic changes.

Method
Participants. The participants (N  47) were Ball State Uni-

versity students enrolled in introductory psychology courses, who 
participated for partial course credit. All spoke English as their first 
language. 

Materials. A set of six target utterances were constructed that 
typically occurred in a chat with Sam (see Table 1). Two parallel 
versions (target set) were created so that for one half of the conver-
sations, a target would be related to the prior remark, and for one 
half the time, it would be an abrupt topic change. Over the entire 
experiment, then, each target appeared as a topic change or as a non-
topic-change an equal number of times. This was accomplished by 
creating two AIML folders, each containing the six targets, but with 
the targets embedded in different topics.

Procedure. The participants were told that we were studying 
computer-mediated communication and that they would engage in 
a 10-min chat with either another Ball State University student (stu-
dent condition) or with a computer programmed to act like a Ball 
State University student (computer condition). The participants were 

also told that one of the things we were assessing was how quickly 
people comprehend messages in this type of environment and that 
they should push the Enter key as soon as they understood their chat 
partner’s message. The experimenter left the participants alone while 
they chatted. When 10 min had elapsed, the experimenter returned 
and gave the participants two questionnaires to complete. Prior to 
completing this questionnaire, the participants in the student condi-
tion were told that some people had chatted with a computer and that 
some had chatted with a human and that we wanted to find out with 
whom they thought they had chatted. One question asked the partici-
pants to indicate their perceptions of the humanness of their partner 
(from 1  extremely nonhuman to 9  extremely human); the other 
question assessed the participants’ judgments of whether their part-
ner was a computer or a human (from 1  definitely a human to 9  
definitely a bot).3

Results and Discussion
Number of targets hit. There were six designated tar-

gets. The number of targets that occurred in a chat varied 
between two and six, with a mean of 5.17 (SD  1.03). 
The number of targets in a chat did not vary as a func-
tion of whether the participants believed that Sam was a 
computer (M  5.08) or a student (M  5.26) [t(45)  1] 
or as a function of target set (4.96 vs. 5.41) [t(45)  1.51, 
p  .10]. Excerpts from one of the chats are presented in 
the Appendix.

Reaction times. Responses longer than 11,000 msec 
were treated as outliers ( 2% of the trials) and were ex-
cluded from analyses. Comprehension speed (in millisec-
onds) was analyzed with a 2  2 instruction (computer vs. 
human)  target type (topic change vs. non-topic-change) 
ANOVA with repeated measures on the second factor. 
Analyses were performed twice, once with participants 
as a random variable (F1) and once with targets (F2) as a 
random variable. All reported means, however, are aver-
aged over participants. These results are summarized in 
Table 2.

As was expected, the participants took significantly 
longer to comprehend the target utterances when they 
functioned as topic changes (M  4,212 msec) than 
when they were not topic changes (M  3,541 msec) 
[F1(1,45)  9.89, p  .01; F2(1,5)  18.97, p  .01]. 
The topic change  instruction interactions were small 
and nonsignificant [F1(1,45)  1, F2(1,5)  1], indicat-
ing that this effect did not vary as a function of whether 
the participants believed that they were conversing with a 
student or with a computer (see Table 2). 

Bot perceptions. Sam was evaluated in terms of his 
perceived humanness (extremely nonhuman to extremely 
human) and whether the participants judged him to be a 
bot or a human (definitely a human to definitely a bot). 
Sam fared pretty well, although the participants (with 

Table 1 
Topic Change Targets

Don’t take it, you won’t get a good grade.
Do you remember if this a 1 credit experiment?
I don’t know why we have to do so many experiments.
I did terrible in Harmon’s class and it was his fault.
Don’t forget we have to do 4 experiments.
I’m definitely not going to major in history.
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some exceptions) did not mistake him for a human. For 
the perceived humanness question, the mean rating (M 
4.24) was on the nonhuman side of the scale. However, 
over 32% of the participants gave him ratings on the 
human side of the scale (i.e., ratings between 6 and 9). 
For the second question, the participants clearly perceived 
Sam to be a bot (M  7.42), with fewer than 10% of the 
respondents giving responses on the human side of the 
scale. Interestingly, neither rating differed as a function of 
whether the participants were told that Sam was a bot or a 
human (both ts  1).

SAM VERSUS HUMANS

Our goal in developing Sam was to create a tool for 
studying various facets of verbal interaction. Obviously, 
this requires the bot to converse in ways roughly similar 
to the manner in which humans converse. The judgment 
data from the topic change study indicated that most par-
ticipants recognized that their chat partner was a computer 
program. But how did they view his conversation skills? 
And how would his chat skills be perceived relative to a 
human interactant? In other words, is Sam a plausible chat 
partner? To address these issues, we conducted a study in 
which the participants chatted with Sam or with another 
human participant. Immediately afterward, the partici-
pants rated their chat partner on several scales designed to 
assess their perceptions of their chat skills. Although we 
did not expect Sam to be perceived as equal to the aver-
age human participant in terms of conversation ability, we 
did expect there to be a fair amount of overlap in these 
perceptions.

Method
Participants. The participants (N  55) were Ball State Uni-

versity students enrolled in introductory psychology courses, who 
participated for partial course credit. All spoke English as their first 
language.

Procedure. The participants were randomly assigned to chat with 
Sam (n  25) or with another human participant (n  30; 15 pairs). 
Regardless of condition, all the participants were told to engage in 
a get-acquainted chat with either the bot or another student. The 
experimenter left the room after instructing one of the participants to 
initiate the chat. After 10 min had elapsed, the experimenter returned 
and instructed the participants to end the conversation. The partici-
pants then indicated on 9-point scales how comfortable they had 
been participating in the chat (from 1  extremely uncomfortable 
to 9  extremely comfortable), as well the extent to which they per-
ceived their chat partner as skilled (from 1  extremely unskilled to 
9  extremely skilled), thoughtful (from 1  extremely unthoughtful 
to 9  extremely thoughtful ), polite (from 1  extremely impolite to 

9  extremely polite), responsive (from 1  extremely unresponsive 
to 9  extremely responsive), and engaging (from 1  extremely 
unengaging to 9  extremely engaging). (See note 3.)

Results and Discussion
The percentage of respondents giving each rating for 

each item is summarized in Table 3. It was indicated by t 
tests that Sam was perceived less positively than human 
interactants on each of these traits. However, as can be 
seen in this table, there was a considerable amount of 
overlap in the ratings of Sam and humans. Particularly 
noteworthy are the relatively high ratings Sam received in 
terms of politeness and responsiveness. Over 75% of the 
respondents rated Sam above the midpoint for politeness, 
and over 70% rated him above the midpoint for respon-
siveness (arguably one of the most central—and most dif-
ficult to achieve—attributes of a realistic chat bot). For 
the human interactants, the ratings generally fell above 
the scale midpoint. Ratings of Sam, however, were more 
evenly distributed over the entire scale. 

GENERAL DISCUSSION

The conversation bot that we have developed has the 
potential to serve as a useful tool for examining various 
aspects of conversation. Our primary interest has been in 
using the bot to examine online conversational processing. 
This is important because there has been relatively little 
research on the cognitive processes of people who are in-
volved in a conversation. In fact, with the exception of ex-
periments on referent identification (Hanna, Tanenhaus, 
& Trueswell, 2003; Keysar, Barr, Balin, & Brauner, 2000), 
research in this area is nonexistent. Hence, although much 
is known about how people process stories or isolated sen-
tences, little is known about how they process conversa-
tions that they are engaged in.

The results of our topic change study illustrate the use-
fulness of this approach. The participants in that study 
were instructed simply to push a key as soon as they un-
derstood their chat partner’s turn, thereby allowing for a 
relatively unobtrusive measure of comprehension speed. 
And the results of this study were quite clear. The partici-
pants took significantly longer (almost 700 msec longer) 
to comprehend targets when the targets were topic changes 
than when they were not. This suggests that utterances 
functioning as unmarked topic changes require extensive 
processing as people attempt to discern their meaning. 
One of our current studies in this domain involves exam-
ining the processing of topic changes when these changes 
are marked in various ways (e.g., “By the way . . .”; “Not 
to change the subject, but . . .”).

 The use of the bot we have developed is not limited 
to studying online comprehension. It could, for example, 
serve as a tool for examining language production as well. 
One possibility might be to examine speech accommoda-
tion (i.e., style matching) in terms of politeness or topic 
change frequency. It would be relatively straightforward to 
manipulate the bot’s politeness, and we already have cre-
ated a variable that allows us to manipulate topic change 
frequency. One could then examine the impact of vari-

Table 2 
Mean Target Comprehension Speeds (With Standard 

Deviations) for Topic Changes and Non-Topic-Changes

Target

Topic Change Non-Topic-Change 

Instruction  M  SD  M  SD

Human partner 4,125 1,727 3,618 1,404
Computer partner 4,300 2,100 3,464  ,890
 Mean  4,212  1,171  3,541  1,900
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ability in politeness or topic change frequency on both 
language production (e.g., do interactants tend to match 
the bot’s level of politeness or topic change frequency?). 
Of course, perceptions of the bot as a function of these 
manipulations could be examined as well.

Perhaps the most obvious use of this bot is as a tool to 
study computer-mediated communication, such as instant 
messaging. The ability to manipulate various conversa-
tional features of one interactant (the bot) and to exam-
ine its impact on the other (real) interactant makes this 
an ideal tool for studying this type of communication. 
Similarly, the use of bots on Web sites has become very 
popular. Yet little is known about how people perceive 
and interact with such artificial social agents. There are 
a number of issues that could be pursued with the bot we 
have developed: What is the quality of human–bot inter-
actions? What leads to misunderstandings? What interac-
tional qualities are desirable in a bot? and so on.

The present method has two potential limitations, both 
involving issues of generalizability. The first issue con-
cerns the nature of computer-mediated communication 
and whether the processes involved in this communication 
mode generalize to face-to-face conversation. In one sense, 
this is a nonissue, because computer-mediated communi-
cation has become an important phenomenon in its own 
right. It is clearly important to understand the social and 
cognitive processes involved in computer-mediated com-
munication, regardless of whether they generalize to con-
versations. Moreover, it seems very likely that computer-
mediated chats are an excellent analogue for many of the 
social and cognitive aspects of communication. Note, in 
this regard, the strong tendency for many features of face-
to-face communication to gradually become incorporated 

into computer-mediated communication (e.g., emoticons, 
delay speed, and using all capital letters).

The second, and related, issue concerns participants’ 
knowledge of their conversational partner and whether it 
makes any difference if they believe he is a computer or a 
human. In the research we report here, it appears to make 
little difference. Topic change processing was affected 
equally by the topic manipulation regardless of whether the 
participants believed that Sam was a computer or a human. 
A related problem is whether Sam can function as a plausi-
ble chat partner so that the resulting conversations progress 
through a series of topics (and subtopics), rather than get-
ting stuck (a common bot problem). The data we report here 
suggest that Sam, although not necessarily being perceived 
as human, is a worthy chat partner. Chats with Sam clearly 
progress through topics; otherwise, there would not have 
been such a relatively large number of topic hits in the topic 
change study. Moreover, in Experiment 2, the ratings of 
Sam’s conversational abilities, although clearly inferior to 
those of humans, were still quite positive overall. Although 
we will continue to make Sam more human-like, we do not 
regard the ability to fool participants into believing he is 
human as being critical to the success of this tool.
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Table 3 
Rating Summaries (in Percentages) for Sam and Humans

Rating Scale

  1  2  3  4  5  6  7  8  9  Mean

Comfortable

Sam  0  8  0 12  8  8 16  8 40 6.88*

Human  0  0  0  0  0  3 30 23 43 8.07*

Skilled

Sam 20  0 16 16  8 20  8 12  0 4.44*

Human  0  0  0   7  3 17 33 20 20 7.17*

Thoughtful

Sam  4 16  8 12 16 20  8 16  0 4.92*

Human  0  0  3  0  3 17 23 27 27 7.43*

Polite

Sam  4  4  0  4 12 20 28 16 12 6.40*

Human  0  0  0  3  0  0 13 40 43 8.17*

Responsive

Sam  4  4  8  8  4 12 16 28 16 6.40*

Human  0  0  0  0  0  3 23 37 37 8.07*

Engaging

Sam  8  8  4  8 28 24 16  4  0 4.96*

Human  0  0  0  0 10  0 20 37 33 7.83*

Note—Values indicate the percentage of respondents endorsing each of the nine re-
sponse alternatives for the six dimensions. *p  .05.
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NOTES

1. One exception to this trend is research on referent identification 
(e.g., Hanna, Tanenhaus, & Trueswell, 2003; Keysar, Barr, Balin, & 
Brauner, 2000).

2. To avoid confusion, it should be noted that “online” refers here to 
the operation of cognitive processes as they happen, and not to commu-
nication via the Internet.

3. The participants also indicated their perceptions of the bot on a 100-
item measure of the five traits from the five-factor model of personality. 
These analyses were exploratory and not relevant for the present discus-
sion. All results are available from the first author.
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APPENDIX 
Chat Excerpts

>hey
Sam> Hi; my name is Sam what is your name?
>Mandy
Sam> Where are you from Mandy?
Mandy> marion, Indiana
Sam> Well, I’m from Kardon Indiana.
Mandy>
Sam> cool. What is your major?
Mandy> undecided.
Sam> I see.
Mandy> what is yours?
Sam> well I’m thinking about psychology
Mandy> I have considered that
Sam> interesting
Mandy>
Sam> Hm, have you ever taken a course from Dr. Harmon, he’s in history.
Mandy> no
Sam> Don’t take it—you definitely won’t get a good grade. (C)
Mandy> why is that?
Sam> Not really sure . . .
Mandy> I like my teacher I have for history
Sam> what do you like best about your professor you have for history?
Mandy> she is very upbeat and makes it sort of interesting
Sam> she is upbeat and makes it sort of interesting . . .
Mandy>
Sam> I don’t know why we have to do so many experiments (TC)
Mandy> I know . . . but they are pretty easy.
Sam> Right Umm pretty easy are they
Mandy> do you mean experiments for psych?
Sam> Yes, that’s what I mean, isn’t it clear?
Mandy> yes
Sam> Do you remember if this is a one credit experiment? (C)
Mandy> yes it is one
Sam> Don’t forget we have to do four hours of experiments. (C)
Mandy> how many do you have so far?
Sam> I did terrible in harmon’s class and really it was all his fault. (TC)

Note—Targets are underlined and indicated to be either a topic change (TC) 
or a control (C). The chat is a verbatim transcript of the first 4 min. Blank 
lines occurred when the user hit the Enter key before typing any text.

(Manuscript received February 16, 2005;  
revision accepted for publication January 20, 2006.)



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


