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Accurate knowledge of the current crack length is crucial to evaluate fracture mechanical tests. At 
the sub‑micron to micron scale, the crack length is directly accessible via observation during in‑situ 
experiments in electron microscopes, or indirectly via calculation from sample stiffness. In the current 
work, image processing techniques were used to introduce a semi‑automatic technique to measure 
crack lengths at the micron scale from image sequences. The technique utilizes manually defined 
filters and searches for contours near the previous crack tip locating the new one according to the 
previous position. To demonstrate validity and capability, three micron‑sized notched cantilevers were 
prepared for bending experiments and tested in‑situ by partial unloading. Comparison of crack lengths 
determined by the proposed method, manual measurement and sample stiffness revealed a reasonable 
agreement, while occasional deviations allow further insights into the crack behaviour. Thus, our new 
approach enables more in‑depth investigation of small‑scale fracture processes.

Introduction
To study material behaviour at ever decreasing dimensions, 
small scale experiments are frequently conducted, allowing to 
test not only confined volumes [1–3], but also individual lay-
ers of multilayer stacks [4], hard coatings [5], individual grain 
boundaries [6] and/or specific interfaces [7]. Due to ongoing 
device miniaturization and shrinking internal length scales [8, 
9], these miniaturized approaches were also extended to fracture 
experiments at the micron to submicron scale. Furthermore, 
performing such experiments in situ allows additional insights 
into both fracture processes and material behaviour on small 
length scales [10, 11].

However, the fracture mechanical evaluation relies on accu-
rate knowledge of the crack characteristics, especially the crack 
length. On the macroscopic scale crack length is measured via 
optical observations or well-established methods such as the 
potential drop method [12], the partial unloading technique 
[13] or digital image correlation (DIC) [14]. The potential drop 
method is hardly applicable at the micron to sub-micron scale 
due to small sample dimensions. Classical DIC requires native 
or artificial patterns on the sample surface to track deformation 
or shape changes. Hence, DIC is not straight forward applicable 
to ion beam polished surfaces and therefore, the crack length 

is typically evaluated manually from captured images, which 
is a tedious task. Partial unloading allows the crack length to 
be estimated at the unloading steps by measuring sample stiff-
ness changes [15]. Inspired by the crack length measurement via 
partial unloading, Ast et al. [16] developed a method to estimate 
the crack length based on a continuous stiffness signal, which 
is obtained by superimposing a small harmonic displacement 
signal over the constant displacement rate. By utilizing finite 
element analysis or analytical methods, sample stiffness can be 
converted into a crack length assuming a straight crack front 
[17–20].

However, it is not always possible to measure the continuous 
stiffness signal, e.g. in older systems or for very ductile materi-
als which only exhibit blunting. In such cases the crack length 
is most often estimated manually. As this is time-consuming 
and dependent on human individuality, the current work pro-
poses a new semi-automatic approach utilizing image processing 
techniques. We discuss the application of the image processing 
technique in more detail, and the derived data are compared 
with results from cantilever stiffness calculations and manual 
evaluations. Three in-situ sub-micron bending tests were per-
formed with different specimen sizes made from a nanocrys-
talline W-Cu 20 wt% composite as a model isotropic material. 
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This semi-brittle material represents a challenging test case to 
highlight the general applicability of our concept to a wide range 
of problems.

Results
The crack lengths determined by the developed algorithm were 
compared to manually measured crack lengths and those calcu-
lated from unloading stiffness at the individual unloading steps. 
The manual measurements of the crack length was taken first 
to avoid biased evaluation. This was performed independently 
several times from the top cantilever surface to the assumed 
crack tip. The final manual measured crack length is the mean of 
all measured lengths taken from one frame, while the minimal 
and maximal manually measured values are expressed by the 
error bars in Figs. 1(a), 2(a) and 3(a), respectively. The gathered 
raw load–displacement curves are given for each sample in the 
supplementary.  

Figure 1(a) displays the crack lengths determined in the 
largest cantilever (34.3 × 31.8 µm2) up to a maximum displace-
ment of 32 µm. In general, the different methods to determine 
the crack length agree well. There are some minor differences, 
which will be detailed in the following to give better insight into 
the different methodologies. The micrograph in Fig. 1(b) depicts 
the crack on the sample surface at the first unloading step, which 

was purely elastic. Among the unloading steps from position b 
to c, the determined crack lengths of all three techniques agree 
well. Clearly, starting at position c in Fig. 1(a) the crack length 
determined from unloading stiffness deviates from the crack 
length measured in the images. This might stem from crack 
growth inside the sample, which is not visible on any sample 
surface. But also from the faint crack growth in front of the 
algorithmically determined crack, which is an inconspicuous 
feature compared to the fabrication curtain of the focused ion 
beam (FIB) (Fig. 1(d, e)). The deviation of about 2.2 µm between 
the mechanical and image-based methods remained roughly 
constant until the last unloading step. Algorithmically and man-
ually measured crack lengths agree well. Small deviations arise 
from material bridging, tearing and elastic crack closure due to 
partial unloading. These effects make manual crack evaluation 
rather challenging. Detailed inspection of intermediate loading 
frames showed that the formed material bridges were cracked 
already, which was not discernable from the frames used for 
manual measurement.

Results obtained for the medium-sized cantilever 
(14.2 × 13.8 µm2) are shown in Fig. 2(a). The sample surface at 
the first unloading step is depicted in Fig. 2(b). At the beginning, 
the crack length calculated from the unloading stiffness revealed 
a non-physical crack length reduction of about 500 nm and 
300 nm for the second and third unloading steps, respectively. 

Figure 1:  (a) Determined crack lengths an for the largest cantilever with a cross-section of 34.3 × 31.4 µm2. At each unloading step the crack length was 
manually measured (black crosses) and calculated from unloading stiffness (blue dots), while the algorithm also determined the crack lengths of all 
images (solid green line). (b–e) Micrographs of the cracked sample surface at different unloading steps indicated by vertical dashed gray lines in (a). The 
crack tip is marked with a yellow cross, whereas the zoomed insets in (c) and (d) show a thin crack in front of the algorithmically identified crack tip.



 
 J

ou
rn

al
 o

f M
at

er
ia

ls
 R

es
ea

rc
h 

 
 V

ol
um

e 
37

  
 I

ss
ue

 1
7 

 S
ep

te
m

be
r 2

02
2 

 w
w

w
.m

rs
.o

rg
/jm

r

Article

© The Author(s) 2022 2850

Article

Figure 2:  (a) Obtained crack lengths an for the medium cantilever with a cross-section of 14.2 × 13.8 µm2. At each unloading step the crack length was 
measured manually (black crosses) and calculated from unloading stiffness (blue dots), while on each frame the crack length was algorithmically 
determined (green solid line). Non-physical crack length reduction using stiffness based evaluation are shown by non-filled circles. (b–e) Micrographs 
of the cracked sample surface at different unloading steps indicated by vertical dashed gray lines in (a). The yellow cross marks the algorithmically 
identified crack tip. In the inset of (c) the red arrow points to a small crack extension and the blue arrow to pore formation in front of the crack.

Figure 3:  (a) Crack lengths an for the smallest cantilever with a cross-section of 6.5 × 4.3 µm2. The algorithm (solid green line) determined crack lengths 
on each frame, while for each unloading step the crack length was manually measured (black crosses) and calculated from unloading stiffness (blue 
dots). Non-physical crack lengths of the stiffness based evaluation are marked with non-filled circles. Crack lengths obtained from the algorithm were 
smoothed by median filtering. Vertical dashed gray lines indicate the unloading steps of (b–e), which the respective micrographs show. The yellow 
cross marks algorithmically identified crack tips in (b–e).
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In Fig. 2(a) these two points are shown as non-filled circles. 
This originates from a stiffness increase for the second and third 
unloading step compared to the first unloading step. The lower 
stiffness in the first step might stem from the finite system stiff-
ness and the fact that unloading started directly after loading, 
resulting in a slight nonlinearity in the unloading segment due 
to electronic delay. As the initial stiffness used to calculate crack 
lengths throughout the experiment is found using this first stiff-
ness value, the calculated lengths would be shifted vertically if 
the changing stiffness were accounted for. Meanwhile, the crack 
lengths obtained by image-based evaluation methods agree well 
until position c in Fig. 2(a). At position c a small crack exten-
sion was missed by the algorithm, most likely due to contrast 
variations around the crack tip as depicted with a red arrow 
in the inset of Fig. 2(c). From position c onwards, the manual 
measurements started to scatter a lot, because a thin connecting 
crack to the pore, as depicted by the blue arrow in the inset of 
Fig. 2(c), was only evident for some measurements. However, 
from position c to d in Fig. 2(a) only small deviation occurred 
between manually and algorithmically determined crack length. 
These deviations stem from elastic closure during unloading 
due to a closed crack between pore and crack, Figure 2(d). The 
algorithmically determined crack length between position d 
and e reached a plateau early, while the manually measured and 
stiffness calculated crack lengths showed a continuous crack 
growth until the last unloading step (see Fig. 2(a)). However, 
at the last unloading position e in Fig. 2(a) the manually and 
algorithmically evaluated crack lengths agree well, which is also 
obvious from the corresponding micrograph (see Fig. 2(e)). 
The crack length calculated from unloading stiffness revealed 
a shorter crack length of about 1.2 µm compared to the image-
based methods. This indicates less crack growth inside the sam-
ple. However, 500 nm might be explained by a too low initial 
stiffness.

For the smallest cantilever (6.5 × 4.3 µm2), the whole bend-
ing beam was imaged, which provides a good overview but also 
a lower resolution and a lower contrast in the crack vicinity. 
Nonetheless, Fig. 3(b–e) depict the selected region of interest 
from the captured images. Due to low contrast, the algorithmic 
crack length determination required fine-tuning of pre-pro-
cessing filters to keep the crack separated from surface effects. 
In addition, manual crack length measurement was challeng-
ing due to material bridging and tearing, in addition to the low 
contrast at the crack tip. Despite these challenges, manually a 
continuous crack growth was measured at each unloading step. 
Note that a variation of one pixel amounts to ~ 40 nm, which is 
equivalent to 1% of the total thickness. Due to the small canti-
lever cross section only low loads were required for bending, 
which resulted in a comparatively noisy signal. Therefore, crack 
evaluation from mechanical data were challenging and the input 
data were additionally smoothed in a pre-processing step. Crack 

lengths calculated from unloading stiffness revealed a non-phys-
ical crack length reduction between position b and c, marked 
with non-filled circles in Fig. 3(a). This reduction occurred 
because the first unloading stiffness is lower than determined 
stiffness values between position b and c. The reduced stiffness 
might stem from any of finite system stiffness, a non-linear 
unloading curve as loading is directly followed by unloading, 
to low loads especially at the first load cycle, see supplementary. 
Nevertheless, from a certain point onwards (Fig. 3(c)) crack 
lengths determined from unloading stiffness showed an over-
all continuous crack growth. The image-based methods had a 
roughly constant crack length difference from position b to c 
(see Fig. 3(a)). There the algorithm detected the crack tip at the 
bright edge, while manually the crack was located at the end 
of the dark region (Fig. 3(b, c)). However, between position c 
and d manual and algorithmic measured crack lengths agree 
well (see Fig. 3(a)). Further the image-based methods showed 
a similar crack growth rate of about 2 nm/s from position b 
to d in Fig. 3(a). However, from position d onwards the algo-
rithm determined a non-physical crack length reduction from  
3.3 to 3 µm (see Fig. 3(a)). This is caused by poor resolution, low 
contrast, contrast changes at the crack tip vicinity and mate-
rial tearing. The latter started to occur already at position c  
(see Fig. 3(c)) and increased further until the final unloading 
(see Fig. 3(d, e)). At the last unloading step the crack length  
difference between manual measurement and algorithm of about 
400 nm is present, depicted in Fig. 3(e).

The J-integral (J) is illustrated over time in Fig. 4 and as 
classical R-curve against the determined crack extension in 
Fig. 5, where subfigures (a), (b) and (c) always correspond to 
the largest, medium and smallest cantilever, respectively. Algo-
rithmically the crack length in each frame during unloading was 
evaluated, which mathematically allows us to calculate J quasi-
continuously, although J is defined for static loading only. Hence, 
in the present case J is split into loading and unloading including 
re-loading, which is necessary to reach maximum displacement 
of the previous loading step. In Figs. 4 and 5, J is depicted with 
a solid green line for loading and plotted using a grey dashed 
line during unloading. 

J values obtained from algorithmically and manually deter-
mined crack lengths agree well for all three specimens (Fig. 4). 
The evaluated J from the mechanical crack lengths showed slight 
deviations from t ≈ 500–850 s and at the two last unloading steps 
for the largest (see Fig. 4(a)). However, for the medium and small-
est specimens, the J values of all three determined crack length 
sources agree despite the measured crack length scatter, as shown 
in Fig. 4(b, c). Further, comparing J of all three samples reveals a 
size effect, which can be seen more clearly in the R-curves by com-
paring the obtained J values and slopes in Fig. 5(a–c). Moreover, 
it is obvious to see that the smallest cantilever had a increased J 
value, which also stems from sample size.
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Figure 4:  Calculated J-integral for the differently determined crack lengths and specimens, where (a) represents the largest, (b) the medium and (c) 
the smallest cantilever. Blue dots are evaluated from stiffness based evaluations, black crosses rely on manual crack length measurements and the 
green solid line and the grey dashed line are both determined from algorithmically estimated crack lengths. Note that the gray dashed line represents 
unloading and re-loading values. Up to the vertical gray dotted line the crack showed crack tip blunting.

Figure 5:  R-curve behavior of all three specimens calculated from the differently determined crack lengths, where (a) represents the largest, (b) 
the medium and (c) the smallest cantilever. Blue dots are evaluated from the stiffness based calculation, black crosses rely on manual crack length 
measurements, and the green solid line and the grey dashed line are both determined from the algorithmically estimated crack length. Non-physical 
crack lengths of the stiffness based evaluation are marked with non-filled circles. Note that the gray dashed line represents unloading steps and 
re-loading. The dotted straight lines represent the fitted shifted blunting lines for each method with the same color code.
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Further, the standardized evaluation technique for JIC is not 
applicable, as the sample dimensions are clearly below the crack 
extension criteria of 200 µm [19]. Thus, the Jq values were deter-
mined by following the description in [13], which fits the data in 
the blunting regime and shifts the fitting line for the half crack tip 
opening displacement (CTOD). Therefore, for evaluation of J the 
blunting regime was estimated by manual inspection of the frames, 
which is hard to visualise. In Fig. 4 the dotted vertical gray line 
indicates the end of blunting during the experiment. In this region 
the R-curve values with a positive crack extension were linearly 
fitted. The CTOD was measured similarly, as described in [21] 
by inscribing a circle at the crack tip and measuring the diameter, 
which was done for each specimen on the last frame before evident 
crack extension occurred. As the frames have a limited resolution 
the circle was inscribed several times and the mean, as well as 
the standard deviation, was calculated, resulting in (190 ± 60) nm, 
(50 ± 10) nm, and (100 ± 40) nm for the large, medium and small-
sized cantilevers, respectively. The fitted line in the blunting regime 
was then shifted by half of the CTOD, as depicted in Fig. 5. The 
Jq values were determined by intersecting the blunting line with 
the J-integral points and the closest point was used. In case of no 
intersection no Jq value was obtained. All determined Jq values are 
listed in Table 1. The uncertainty of JIC is obtained by shifting the 
blunting line by the CTOD uncertainty.

For a straightforward comparison with literature and linear 
elastic fracture mechanics data, the JIC values were converted to 
KIC values according to ASTM 1820 [19],

with the Young’s modulus E = 221 GPa and the Poisons ratio 
ν = 0.32.

Discussion
All three specimens exhibited a semi-brittle fracture behaviour 
during bending experiments, as evidenced by pore formation in 
front of the crack, material bridging and crack bifurcation, as is 
commonly known for semi-brittle fracture processes [22–25]. 
Thus, some residual bridges between crack flanks remained, 

KIC =

√

JICE
(

1− ν2
) ,

which are desired to increase material toughness, but from the 
automated crack detection point of view this behaviour gives rise 
to challenges due to lower local contrast especially at the crack 
vicinity (see Figs. 1(c–e), 2(c–e) and 3(c–e)). Further, crack 
detection is complicated by material bridging, tearing and pore 
formation, as the continuous crack flank might be fragmented 
into multiple features, refer to Fig. 7(e). For these frames manual 
evaluation was also challenging and showed low reproducibility 
due to semi-brittle fracture behavior and the low contrast in the 
crack tip vicinity. However, image-based crack detection is much 
simpler for consistently brittle fracture behaviour, such as the 
fracture of fully lamellar intermetallic TiAl alloys, to which the 
algorithm was already successfully applied [26].

Besides the already mentioned challenges, the curtain fea-
ture introduced by FIB milling below the crack tip affected the 
ability of the algorithmic results to extract the crack edges and 
may cause erroneous crack detection. However, fine-tuning of 
the pre-processing filters was able to alleviate this for all samples. 
Furthermore, stochastic jumps occurred during algorithmic 
evaluation between frames due to the aforementioned material 
bridging and tearing. Thus, median filtering was applied to algo-
rithmically determined crack lengths.

Furthermore, image resolution affects the quality of algo-
rithmic crack flank detections, as the lower resolution limits 
detection of smaller features. Additionally, it is obvious that 
reduced sample size decreases feature dimensions, and con-
sequently, detection errors of a few pixels will result in larger 
crack length deviations. Although the largest cantilever has the 
lowest image resolution, deviations of a few pixels are negligible 
compared to the total crack length. For the smallest cantilever a 
variation of a single pixel (40 nm) represents a change of 1% of 
the cantilever height.

Despite challenges mentioned above, manual and algo-
rithmic crack length evaluations agree well for the large and 
medium sized cantilevers, where only slight deviations occur. 
The image-based evaluation methods did have an increased 
deviation for a few frames (see Figs. 1(a), 2(a)), but the manual 
measurement also scattered a lot for these frames, indicating the 
exact crack tip position was not obvious. Thus, the algorithmi-
cally determined crack lengths were within the manual meas-
urement uncertainty (see Figs. 1(a), 2(a)). The image evaluated 
crack lengths for the smallest cantilever differ over the whole 
experiment due to low resolution and limited contrast at the 
crack tip (see Fig. 3(a)).

Evidently, evaluation of each method of this work revealed 
benefits and drawbacks. Image-based methods capture only the 
surface part of the three-dimensional crack front. This is an issue 
as, even for an ideal crack the crack front bends up towards the 
surface due to the transition from plane strain inside the sample 
to plane stress on the surface, schematically shown in Fig. 6.

TABLE 1:  Evaluated Jq values in J/m2 for the different methods by inter-
secting the blunting line with the R-curve.  Missing values occurred as 
the blunting line did not always intersect with the linearly interpolated 
J-inegral values

Sample/Jq Stiffness based Manual Algorithm

Large 360 ± 50 260 ± 20 –

Medium – 640 ± 10 590 ± 20

Small 590 ± 30 – –
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For isotropic materials Shih [27], established a relation 
between J-integral and CTOD, which allows a qualitative esti-
mation of the crack length difference between plane strain and 
plane stress condition by assuming a circular crack tip and relat-
ing the CTOD to crack extension

with δc the CTOD, dn,c the Shih factor for specific Ram-
berg–Osgood hardening exponent, E the Young’s modulus and 
σy , the yield strength. The Young’s modulus and yield strength 
are the same for both conditions, while the CTOD and the 
Ramberg–Osgood hardening exponent differ. Thus, the CTOD 
derived from the Shih factor has to be similar for plane strain 
and plane stress,

The hardening factor of the material was unknown, but the 
ratio between the Shih factors for different hardening showed 
almost no variation for this material. Hence, the ratio was 
approximated by averaging over the Ramberg–Osgood hard-
ening exponents from 2 to 15 [28], revealing a ratio between 
plane strain and stress of 1.49 ± 0.03. This translates into a longer 
crack length for the plane strain condition at blunting of 290 nm,  
75 nm and 150 nm for the large-, medium- and small-sized can-
tilevers, respectively. This is negligible compared to the obtained 
crack lengths. In this model the crack length difference persists 
between plane strain and stress after blunting and during crack 
propagation.

δ = dn
E

σy
,

δplane strain

δplane stress
=

dplane strain

dplane stress
,

However, in reality, the crack front shape is rather jagged 
and shows hardly any symmetry [29], due microstructural influ-
ences and local strain accumulations. The crack length deter-
mined from unloading stiffness gives the average over the whole 
crack front. Hence, the stiffness-based crack length also captures 
crack growth inside the sample, but only allows evaluations at 
discrete unloading steps in this case. Nonetheless, crack growth 
inside the sample was noticeable for the largest cantilever start-
ing at position c in Fig. 1(a). There the image-based methods 
missed a possible thin crack, which started to form at position c 
and steadily grew until the final unloading step. For the medium 
sized cantilever surface crack growth has started between posi-
tion c and d in Fig. 2. For this specimen it is also obvious that a 
well-defined reference stiffness is crucial. Therefore, it is neces-
sary that the load–displacement curve segment during the first 
unloading segment is straight. This can be achieved by starting 
unloading from a steady state by adding a hold step between 
loading and unloading. However, image-based methods meas-
ure the crack length bias free from the captured frames. Further-
more manual crack length evaluations are very laborious and 
user-dependent, while algorithmic crack length determination 
from images allows evaluation of the crack length of all images 
in a reasonable time and is less user-dependent, although it still 
depends on pre-filtering. Evaluation of all available images of a 
miniaturized in situ experiment provides a higher resolution of 
individual crack length values compared to the stiffness based 
approach used. Additionally, the crack lengths of more compli-
cated fracture processes taking place, for example in heteroge-
neous structures, which have different Young’s moduli for each 
layer, are accessible by image-based methods, while evaluation 
from mechanical data alone is considerably more challenging 
due to the necessity of individual simulations. Further, image-
based evaluation allows us to determine fracture character-
istics during loading, such as crack tip blunting at interfaces, 
crack branching and deflection [4, 9], which are inaccessible by 
mechanical data from stiffness based loading.

Based on the differently obtained crack lengths the J values 
were evaluated for each cantilever. Among one cantilever size 
the derived J values agree well over time (see Fig. 4). However, 
among the specimen sizes an increase of the J values is present. 
This is best seen by comparing the smallest cantilever data 
(Fig. 4(c)), with the other two in Fig. 4(a, b). The increasing J 
value can be attributed to a sample size effect, as the plastic zone 
extends over the whole initial ligament of the smallest cantile-
ver. The R-curve of the largest specimen shows a slope change 
at larger crack extension, which is best seen in the mechanical 
data points (Fig. 5(a)). Therefore, the largest cantilever behaves 
similarly to a macroscopic sample, although it only shows the 
beginning of the second stage of the R-curve. In the second stage 
the R-curve starts to flatten and the materials toughness increase 
is reduced. For the medium sized cantilever, the R-curve has a 

Figure 6:  Crack front at blunting, in blue the region where plane stress 
prevails and in green the plane strain dominated area. A cross-section 
trough the crack is shown in red in the lower left corner, which depicts 
an ideal blunted crack with δ as CTOD and aext as crack extension.
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slightly increased slope and does not show any R-curve flatten-
ing (see Fig. 5(b)). This can be related to sample size changes, as 
the W/B ratio is slightly different to the lager specimen, and the 
plastic zone takes up a larger fraction of the ligament. However, 
by comparing the R-curve of the large and medium cantilever it 
is obvious that the J-values of the medium-sized cantilever are all 
within J values of the first R-curve stage of the largest cantilever, 
although the R-curve slope is increased. In the case of the small-
est specimen the R-curve slope is strongly increased and shows a 
continuous increase (Fig. 5(c)). Similar to the increased J values 
this might also provide an indication for a sample size effect, or 
a crack extension dominated by crack tip blunting.

Evaluation of the Jq values was not possible for all speci-
mens and methods, as the shifted blunting line does not 
always intersect with the R-curve, for example if the blunt-
ing line slope is too low (Fig. 5). Further, from mechanical 
data no blunting line was constructed for the medium sized 
cantilever, because, by excluding all negative crack extension 
values, only one value remained, making a linear fit impos-
sible. Nonetheless, determined Jq values agree well within each 
cantilever size, see Table 1. Evaluated Jq values are sample size 
independent if the sample dimensions fulfill the condition 
B, (W − a) < 10Jq/σy . For the validation the yield strength, 
σy was approximated from Vickers hardness measurements 
with the relationship σy ≈ 3.3HV [30, 31], which resembles 
σy ≈ 1600 MPa. By assuming the worst case for each speci-
men using the highest determined Jq, this results in valida-
tion values of 2.4 µm, 4 µm and 3.7 µm for the large, medium 
and small specimens, respectively. Hence, for the larger two 
specimens the Jq values can be assumed to be sample size inde-
pendent and are valid JIC values. Conversion of these JIC values 
gives a KIC value for the largest specimen of 9.5 ± 0.7 MPa 

√
m  

and 8 ± 0.4 MPa 
√
m for mechanical and manual data. The KIC 

values of the medium-sized cantilever are slightly increased, 
12.6 ± 0.2 MPa 

√
m and 12 ± 1 MPa 

√
m for manually and 

algorithmic measured data, respectively. To put these values 
in context, literature states KIC values of 14 MPa 

√
m and  

9 MPa 
√
m for polycrystalline textured tungsten at the macro 

scale with larger grains, for the directions normal to and along 
the grain texture [32], respectively. The reported KIC values 
in the current work are in a comparable range, although pure 
tungsten was used in literature and the grain size is definitely 
larger compared to the investigated specimens. Magnetron 
sputtered tungsten, which has a more similar grain size to the 
investigated samples, shows a fracture toughness ranging from 
1 to 2.5 MPa 

√
m [33]. However, these sputtered films again 

consist of pure tungsten, while in this work a W-Cu 20%wt 
was studied. Thus, the fracture toughness deviation can be 
largely attributed to the different composition, as the ductile 
copper phase is considered to improve the fracture toughness 
of tungsten.

Conclusion
In this work a semi-automated technique was proposed to 
extract the crack length from captured in-situ images at the 
micron scale. For verification stiffness based bending experi-
ments were performed with differently sized cantilevers, which 
exhibited semi-brittle fracture behaviour. It was shown that the 
algorithmically determined crack lengths agree well with man-
ual measurement and crack lengths calculated from unloading 
stiffness. Where the latter gives discrete values only, the algo-
rithmic image evaluation provides a continuous crack length 
over the whole experiment, allowing estimation of fracture 
parameters quasi-continuously. Furthermore, the algorithmic 
procedure enables investigations of more complicated fracture 
processes, such as heterogeneous structures, for which mechani-
cal evaluation is not feasible due to, e.g. layer wise variation in 
Young’s moduli or other distributed inhomogeneities. Also 
materials exhibiting a higher blunting tendency will benefit from 
this analysis. Taken altogether, this will facilitate more detailed 
insights into the fracture characteristics of complex high perfor-
mance materials in future.

Extending the algorithm further to locate and extract both 
crack flanks as well as the specimen surface edges, it would be 
possible to obtain additional fracture characteristics, such as 
crack tip opening displacement, crack tip-opening angle and 
crack mouth opening displacement.

Methodology and experimental
Experimental

The samples investigated in this study were fabricated from a 
rod with a diameter of 8 mm and the material composition 
W-Cu 20%wt. From this material, disks were cut with a thick-
ness of 0.8 mm and subjected to high pressure torsion (HPT) 
up to an equivalent strain of 120. This resulted in a bi-modal 
microstructure with a nano-crystalline matrix with a mean 
grain size of about 10 ± 4 nm and some statistically distributed 
elongated W inhomogeneities. Corresponding micrographs are 
shown in the supplementary. Further, the HPT process reduced 
the sample thickness to about 0.5 mm. The HPT disks were cut 
into halves, which were manually ground and polished down to 
a thickness of approximately 50 µm to reduce FIB time.

Three differently sized cantilever beams were fabricated by 
combined femtosecond laser ablation [34] for coarse machin-
ing, and FIB milling for fine cutting, within a scanning electron 
microscope (SEM/FIB; Zeiss Auriga Laser platform, Carl Zeiss 
AG, Oberkochen, Germany). The FIB current was subsequently 
decreased from 10 nA for coarse milling to 500 pA for the final 
polishing step. The fabricated cantilever had cross-sections 
(W × B) of 34.3 × 31.8 µm2, 14.2 × 13.8 µm2 and 6.5 × 4.3 µm2 as 
well as lengths of 150.6 µm, 82.9 µm, and 35.8 µm, respectively. 



 
 J

ou
rn

al
 o

f M
at

er
ia

ls
 R

es
ea

rc
h 

 
 V

ol
um

e 
37

  
 I

ss
ue

 1
7 

 S
ep

te
m

be
r 2

02
2 

 w
w

w
.m

rs
.o

rg
/jm

r

Article

© The Author(s) 2022 2856

For each cantilever, a notch was introduced in top-view by line 
milling with a current of 500 pA to depths of about 0.4 × W. The 
notch of the largest cantilever required a precutting from the 
side-view to reach the required depth and was afterward final-
ized in top-view as well.

Mechanical tests were performed with a micro indenter 
(UNAT_SEM 1, ASMEC GmbH, Dresden, Germany) which 
operates in a displacement controlled open-loop mode. In 
vacuum, the indenter has an undamped force noise level of  
50 µN. and was situated inside a scanning electron microscope  
(DSM 982, Carl Zeiss AG, Oberkochen, Germany) to record in-
situ images at a rate of one image per second during the experi-
ments. For the experiments, a constant displacement rate of 
0.05 µm/s was used. Furthermore, for each cantilever 15 unload-
ing steps were performed, which consisted of a displacement 
drop of at least 10% of the current displacement, but at maxi-
mum 2 µm. For the largest, medium, and smallest cantilevers 
the maximum displacement was set to 32 µm, 16 µm, and 8 µm, 
respectively. One loading cycle consists of loading, unloading and 
a hold segment of about 10 s before the next loading cycle starts. 
For the smallest cantilever, the entire bending beam was imaged, 
while for the two larger cantilevers, the image area was limited 
to the crack tip vicinity. Images were captured using an in-lens 
secondary electron detector for all three samples.

Image‑based crack length measurement

The image acquisition rate defines the time resolution during 
small-scale in-situ fracture experiments. Typically, these experi-
ments are performed within an SEM, where image quality suf-
fers due to high image acquisition rates necessary to monitor 
crack growth.

Digital image analysis aims to extract information from an 
image by utilizing feature extraction, optical flow, image seg-
mentation, or edge detection methods [14, 35–38]. The former 
two did not apply to in-situ crack growth images captured by 
SEM, as the recorded images contain only a limited amount of 
properly recognisable features on each individual frame. Image 
segmentation simplifies an image by partitioning it into seg-
ments, e.g. background-sample, and does not rely on proper 
feature detection between frames. However, due to the low con-
trast in the crack tip vicinity, application of image segmentation 
is difficult. On the other hand, edge detection extracts edges 
from the image by calculating the image gradient and thresholds 
the image gradient for edge extraction. This allows detection of 
edges on each frame and localize the crack flank.

Pre‑processing

The proposed algorithm was implemented in Python 3.8 [39] 
utilizing Numpy 1.20.2 [40], Scipy 1.5.4 [41], and Scikit-Learn 

0.24.1 [42]. Image processing was done via the python-based 
OpenCv community library 4.5.1.18 [43] as well as Scikit-
Image 0.18.0 [44]. Captured images are typically noisy due 
to the high image acquisition rates when monitoring crack 
growth due to non-uniform illumination [14, 45]. Hence, a 
few pre-processing steps were required: First a region of inter-
est (ROI) was selected to reduce the computational burden 
(Fig. 7(a)). For this selection, it had to be ensured that the 
crack was within this ROI on all frames.

Noise was reduced by filtering, involving Non-local Means 
filter (NLM) [46] and, if necessary, Gaussian blurring. The 
former does a decent job of reducing speckle as well as salt 
and pepper noise, which is randomly distributed bright and 
dark pixels due to detector disturbance. NLM filtering con-
sists of the parameters: filter strength, which is directly related 
to noise removal, patch sizes, used to calculate weights, and 
search window size, defining the regions considered to com-
pute the average pixel value (see Fig. 7(b)). However, to pre-
vent NLM from edge blurring, the filter strength value has 
to be used in moderation. In this work, suitable values were 
found in the range from 0 to 10. Gaussian blur does signifi-
cantly reduce white noise, but at the cost of a blurred image, 
shown in Fig. 7(c). For that, the Gaussian blur computes a nor-
malized weighted average value to set the central pixel of the 
considered region. The filter process is adjusted by the kernel 
size, defining the considered region and standard deviation, 
from which weights are computed.

To enhance contrast and improve segmentation between 
sample and background, contrast limited adaptive histogram 
equalization (CLAHE) [47] was applied, which enhances 
bright and dark regions equally, as seen in Fig. 7(d). This is 
done after noise removal to avoid undesired noise enhance-
ment. As filter parameters, CLAHE takes the number of tiles 
used to split the image into equal spaced sub-regions and clip 
limit, defining the limiting count for each bin of the histo-
gram. For each sub-region, the algorithm calculates a histo-
gram and equally redistributes all values above the clip limit, 
which should be in the range from 1 to 5 to ensure reasonable 
results and to avoid noise enhancement due to maximizing 
local contrast.

Image segmentation is realized using the Canny method 
[35], which is a well-established technique to extract edges 
from images. The Canny parameters are kernel size, defining 
the considered region for gradient calculation and two thresh-
olds, which are used to locate edges on the intensity gradient 
image. Gradient values above both thresholds are considered 
as strong edges, while gradient values between them are weak 
edges and only contribute to an edge if they are connected to a 
strong edge. All gradients below both thresholds are rejected, 
leading to a binary segmented image. Finally, to extract the 
edge location, border following was applied [48].
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Crack length measurement

According to ASTM E399 [49] crack length is the average crack 
front extension into the sample. However, images captured via 
SEM represent only the surface projection of the crack flank. 
Hence, for images, the crack length is taken as the furthest crack 
extension into the sample material on the surface.

To measure crack lengths from images it was necessary to 
locate the crack tip on each frame from the extracted edges. There-
fore, only minor position changes of the crack flank were assumed 
between consecutive frames near the crack tip (< 25 pixels). This 
allows a crack flank to be obtained on the following frame by cal-
culating the pair wise distance between the current crack flank 

pixels and all pixels of each new extracted edge. For each con-
tour line the minimal distance between each pixel and the current 
crack flank was calculated. These distances were then summed 
and divided by the length of the edge and current crack flank for 
normalization. This should ensure preference for longer edges over 
small ones. The edge with the smallest resulting value from this 
procedure is selected as the new crack flank. From these newly 
selected crack flanks, the crack tip is determined by assuming that 
the crack tip lies on the newly selected crack flank and that it is the 
point that extends furtherst into the material (see Fig. 8). Thus, 
the point on the newly selected crack flank which is maximised in 
crack growth direction is selected as new crack tip.

However, this procedure does not reliably detect the whole 
crack flank, because extracted edges are often detached from 
each other and may represent only a fragment of the crack flank. 
Multiple edges are combined to form a new crack flank. Hence, 
the crack length was calculated as the distance between a fixed 
point on the top surface of the cantilever and the determined 
crack tip. Further, algorithmically obtained crack lengths were 
median filtered to remove outliners, which might occur due to 
fragmented crack flanks as well as low contrast and resolution 
around the crack tip.

Crack length estimation from mechanical data

Mechanical data was used to estimate the average crack length 
over the cantilever cross-section. For that the recorded load 
and displacement data were smoothed by low pass filtering in a 
forward and backward manner [50] to reduce noise. Following 
the description in [20] crack lengths were calculated by relat-
ing stiffness changes to cross-section reduction at expense of 
crack growth. Stiffness changes were calculated by linear regres-
sion from the load–displacement curve during unloading as 
described in [15]. From the first unloading stiffness and the 
corresponding crack length, the initial stiffness was calculated, 
which was used as reference.

Figure 7:  Subsequent pre-processing steps for crack length 
determination. (a) Original SEM image with a dashed white rectangle for 
ROI selection, (b) NLM filtering, (c) Gaussian blur, (d) Enhance contrast 
with CLAHE, (e) Edge extraction with Canny algorithm.

Figure 8:  Schematic crack flank detection on consecutive frames: (a) 
Previous frame with the located crack flank (dashed blue line). (b) 
Following frame with the previously found crack flank (dashed blue line), 
a possible found contour line (orange solid line), representative distance 
measure between previous crack flank and contour line for all pixels on 
that contour line (black arrows), reference point for measurement (red 
dot) and the possible crack tip (green dot).
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J‑integral evaluation

Mechanical data and sample dimensions were used in conjunction 
with the differently obtained crack lengths to calculate the J for 
each specimen according to elastic plastic fracture mechanics by 
following the iterative procedure described in ASTM 1820 [19],

with the iteration step number n, the elastic part Jel and the 
plastic part Jpl of the J-integral at a specific crack length an. 
Geometry independent pre-factors η = 1.9 and γ  = 0.9 were 
used as stated by ASTM 1820 [19] for single edge notched bend 
specimen due to the loading similarities between this geometry 
and cantilever shaped beams. The Young’s modulus was set to 
E = 221 GPa and the Poissons ratio was substituted with ν = 
0.32. The stress intensity factor Kq was calculated according to 
ASTM 399 [49],

with the load given as F and the geometry factor as f ( a
W ) , where 

the function proposed by Riedl et al. [5] was used. The geom-
etry dependent variables B,W and L were sample width, -thick-
ness and length, respectively, as seen in Fig. 9. Further from 
the load–displacement curve the plastic work at each step is 
calculated according to [21],

where un is the mechanical displacement, Fn the load at unload-
ing and kn the corresponding stiffness. Note that for the image-
based evaluation methods the stiffness was estimated from the 
crack length by numerical evaluation of

with k0 as initial stiffness from the first unloading step and L as 
length between crack and loading point.
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