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Microstructure development during rapid 
alloy solidification
Kaihua Ji, Amy J. Clarke, Joseph T. McKeown, and Alain Karma*

Solidification processing of structural alloys can take place over an extremely wide range 
of solid–liquid interface velocities spanning six orders of magnitude, from the low-velocity 
constitutional supercooling limit of microns/s to the high-velocity absolute stability limit of m/s. 
In between these two limits, the solid–liquid interface is morphologically unstable and typically 
forms cellular-dendritic microstructures, but also other microstructures that remain elusive. 
Rapid developments in additive manufacturing have renewed the interest in modeling the high-
velocity range, where approximate analytical theories provide limited predictions. In this article, 
we discuss recent advances in phase-field modeling of rapid solidification of metallic alloys, 
including a brief description of state-of-the-art experiments used for model validation. We 
describe how phase-field models can cope with the dual challenge of carrying out simulations 
on experimentally relevant length- and time scales and incorporating nonequilibrium effects 
at the solid–liquid interface that become dominant at rapid rates. We present selected results, 
illustrating how phase-field simulations have yielded unprecedented insights into high-velocity 
interface dynamics, shedding new light on both the absolute stability limit and the formation 
of banded microstructures that are a hallmark of rapid alloy solidification near this limit. We 
also discuss state-of-the-art experiments used to validate those insights.

Introduction
The study of solidification microstructure formation and selec-
tion is crucial to engineering and to the processing of advanced 
new materials. In many processes ranging from conventional 
casting to welding to additive manufacturing, a melt of metal-
lic elements is transformed to a polycrystalline state by the 
advance of a solidification front in a positive temperature gra-
dient, for example, when cooler crystalline grains nucleating 
on the outer walls of a casting or at the bottom of a weld 
or powder-bed-fusion melt pool grow toward a hotter molten 
zone. Depending on the size of this zone, which can vary from 
meter-size castings to powder bed particles of tens of microns, 
the heat extraction rate can increase by several orders of mag-
nitude resulting in temperature gradients G in the range of 
1–106 K/m and solidification velocities V spanning µm/s in 
conventional to m/s or higher in rapid solidification processes.

As illustrated in Figure 1a, the solid–liquid interface is 
morphologically  unstable1 over a large portion of the (V, G) 
plane, where cellular/dendritic microstructures are formed. 

Those microstructures give rise to spatially inhomogeneous 
distributions of atomic elements in the final solidified material 
that impact mechanical and other properties. For low veloc-
ity, morphological instability is controlled by the competi-
tion between the destabilizing effect of the solute diffusion 
field ahead of the solid–liquid interface and the restabilizing 
effect of the temperature gradient. Above a critical velocity, 
Vcs , the solutal diffusion boundary layer ahead of the inter-
face becomes sufficiently steep for a zone of liquid to become 
supercooled, thereby causing a perturbation of the interface 
to grow into the supercooled liquid. This constitutional super-
cooling criterion predicts that Vcs increases linearly with G as 
shown in Figure 1a,2,3 with Vcs ∼ µm/s for the low G range 
of conventional solidification. In contrast, for high velocity, 
instability is controlled by the competition between the desta-
bilizing effect of the diffusion field and the restabilizing effect 
of capillarity, which reflects the tendency of the solid–liquid 
interface to remain flat to minimize its total excess free-energy. 
As a result, the maximum velocity beyond which a planar 
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solidification front is morphologically stable, known as the 
absolute stability limit and denoted by Va , is independent of 
G, and of the order of m/s.

The past three decades have witnessed major progress in 
modeling cellular and dendritic microstructures that form over 
the wide range of velocity comprised between constitutional 
supercooling and absolute stability ( Vcs < V < Va ), corre-
sponding to the blue and orange shaded regions in Figure 1a, 
respectively. Much of this progress has been achieved by 
phase-field (PF) modeling,4–8 which circumvents front track-
ing by making the solid–liquid interface spatially diffuse. To 
date, however, PF formulations to quantitatively simulate 
alloy solidification have been primarily developed and vali-
dated for a low-to-intermediate V regime above constitutional 
supercooling where the solid–liquid interface can be assumed 
to remain in local thermodynamic equilibrium,9–13 or where 
the departure from equilibrium remains small enough to be 
treated as a perturbation.14 Most attempts to extend quantita-
tive PF modeling to the far-from-equilibrium, high-V regime 
near absolute stability have been limited to one dimension 
(1D).15–19 As a result, microstructure formation in this high-V 
regime still remains poorly understood despite its practical 
relevance. In addition to the known advantages of additive 
manufacturing, rapid alloy solidification can produce new 
materials having superior properties to those processed at low 
solidification rates through extended solid solubility and by 
reducing or eliminating intercellular/dendritic microsegrega-
tion, leading to more homogeneous microstructures.

In this article, we describe recent progress to model quanti-
tatively this high-V regime by the PF method. We first briefly 
review classical sharp-interface theories of nonequilibrium 
effects at the solid–liquid interface and microstructure forma-
tion, emphasizing long-standing questions pertaining to banded 
microstructures (Figure 1a), which are the hallmark of rapid 
alloy solidification beyond absolute stability.20–29 We then 
describe a recently developed, quantitative PF model for far-
from-equilibrium alloy solidification that has reproduced for 
the first time banded microstructures and yielded unprecedented 
new insights into their formation.30 We conclude by a quantita-
tive comparison of PF simulations and state-of-the-art experi-
ments that visualize in situ the solid–liquid interface,29 thereby 
making it uniquely possible to validate some of these insights.

Sharp‑interface models
The conceptual framework to understand the formation of cellu-
lar/dendritic and banded microstructures over the entire V range 
is shown schematically in Figure 1b for a dilute binary alloy. 
This framework is derived from classical sharp-interface theo-
ries that treat the solid–liquid interface as a sharp  boundary31,32 
and incorporate nonequilibrium effects at the solid–liquid inter-
face that become important at high velocities.33–35 Solidifica-
tion generally takes place within the freezing range comprised 
between the equilibrium liquidus Te

l
= TM − mec∞ and solidus 

T
e

s
= TM − mec∞/ke temperatures, where TM is the elemental 

material melting point, me and ke are equilibrium values of 
the liquidus slope (defined here by its positive magnitude) and 
partition coefficient (ratio of the solidus and liquidus slopes), 
respectively, and c∞ is the nominal alloy composition that fixes 
the solute concentration far ahead of the solidification front. As 
depicted in Figure 1c, nonequilibrium effects at the solid–liq-
uid interface cause the alloy phase diagram to become veloc-
ity dependent. Two effects contribute to this departure. First, 
already in the absence of solute, a pure melt must solidify at a 
temperature T < TM at which the attachment rate of atoms at 
the interface from liquid to solid exceeds the detachment rate 
from solid to liquid. For metallic systems with an atomically 
rough solid–liquid interface, the velocity is linearly propor-
tional to the undercooling �T = TM − T  , leading to the rela-
tion V = µk�T  , where µk is the atomic attachment kinetic 
coefficient of the order of m/s/K.6,36,37 Second, chemical equi-
librium at the interface requires that the time ∼ W

2

0
/Dl for sol-

ute to diffuse across the spatially diffuse solid–liquid interface, 
where W0 is the interface thickness and Dl is the solute diffusiv-
ity in the liquid, be much shorter than the time to solidify this 
region ∼ W0/V  . When these two times become comparable, 
which occurs when V ∼ Vd  , where Vd ≡ Dl/W0 is the diffu-
sive speed, incomplete partitioning causes solute to be trapped 
by the advancing interface. As a result of solute trapping, the 
concentrations on the solid and liquid sides of the interface, 
denoted by cs and cl  , respectively, become closer. In sharp-
interface models, where the solute concentration has a finite 
jump (cl − cs) at the interface, solute trapping has been mod-
eled using a continuous growth (CG) model.34,35,38 This model 
yields velocity-dependent forms of the partition coefficient k(V) 
and liquidus slope m(V) shown schematically in Figure 1d–e, 
respectively. The form of m(V) is affected by solute drag, which 
describes how part of the available solidification driving force 
is dissipated to redistribute solute and solvent atoms across 
the interface.38 The velocity-dependent liquidus and solidus 
at some intermediate velocity V ∼ Vd are depicted by the blue 
lines in Figure 1c. They collapse at very high V ≫ Vd onto 
the T0 line (red line in Figure 1c), which corresponds to the 
temperature at which the solid and liquid phases have equal 
chemical free-energies, and hence solidification can occur 
without partitioning (in the k → 1 limit). The T0 line has been  
0drawn for clarity in Figure 1c by neglecting the kinetic 
undercooling �T  . However, the actual liquidus and solidus 
presenting the complete velocity-dependent dilute alloy phase 
diagram, including �T  , correspond to the blue dashed lines 
in Figure 1c.

Sharp-interface theories that incorporate those nonequilib-
rium effects provide analytical predictions for the absolute 
stability  limit31

where γ = γslTM /L is the Gibbs–Thomson coefficient, γsl is 
the excess free-energy of the solid–liquid interface, and L is 

 1Va =
Dlm(Va)c∞[1− k(Va)]

k(Va)2γ
,
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the latent heat of melting. They also predict the tip temperature 
of cellular/dendritic array structures,32 which is represented 
schematically by the green solid line in Figure 1b. The tip tem-
perature first increases with T ≈ T

e

l
− GDl/V  as cellular struc-

tures are formed above constitutional supercooling, and then 
decreases in a dendritic regime when the tip shapes become 
parabolic. For comparison, the temperature of a planar inter-
face, which is morphologically unstable for Vcs < V < Va , is 
given by the velocity-dependent liquidus with cl = c∞/k(V ) 
imposed by mass conservation (i.e., the concentration far 
ahead in the liquid must be the same as in the solid in a steady 
state), yielding

which corresponds to the blue solid line in Figure 1b. The 
planar front temperature is seen to first increase due to solute 
trapping when V ∼ Vd  , corresponding to the second term 
on the right-hand side of Equation 2, and then decrease at 
higher velocity due to the kinetic undercooling, correspond-
ing to the second term on the right-hand side of Equation 2. 

 2T (V ) = TM − m(V )

k(V )
c∞ − V

µk

,

Banded microstructures composed of alternating light 
and dark bands lying roughly parallel to the solidification 
front, which are depicted schematically in Figure 1a, have 
been observed in a wide range of alloys such as Ag–Cu,20 
Al–Cu,21,24,25,29,39 and Al–Fe.22,26 The observation of banded 
microstructures beyond absolute stability may seem contra-
dictory, since a planar front is expected to be stable when the 
isotherm velocity exceeds Va . However, absolute morpholog-
ical stability only implies stability with respect to sinusoidal 
perturbations of the interface on the short submicron wave-
lengths of high-V cellular/dendritic microstructures, but not 
against perturbations of very large wavelength that can cause 
the interface velocity to transiently exceed or be less than the 
isotherm velocity imposed by the heat extraction rate. When 
the slope of the planar front temperature–velocity curve (blue 
solid line in Figure 1b) is positive, dT (V )/dV > 0 , plane 
front growth is theoretically predicted to undergo an oscil-
latory instability at an infinite wavelength,40 or a very long 
wavelength much larger than the primary spacing of cellular/
dendritic microstructures when latent heat diffusion is taken 
into account.41
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Figure 1.  (a) Microstructure selection map in the plane of solidification velocity (V) and temperature gradient (G). (b) Solidification fronts in the 
temperature–velocity ( T−V  ) plane, where Te

l
 and Te

s  are the equilibrium liquidus and solidus temperatures, respectively, Vcs is the onset velocity 
of morphological instability predicted by the constitutional supercooling criterion, and Va is the absolute stability limit corresponding to the end 
of the steady-state cellular-dendrite branch (green line). The red solid line shows the conceptual banding cycle occurring when the isotherm 
velocity Viso exceeds the absolute stability limit. (c) Illustration of equilibrium and nonequilibrium phase diagrams for a dilute binary alloy. Plots 
of the partition coefficient k(V) and liquidus slope m(V) corresponding to the nonequilibrium phase diagram are shown in (d) and (e), respectively, 
together with the analytical expressions predicted by the continuous growth model.
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This instability is driven by solute trapping: as the interface 
accelerates, it traps more solute thereby accelerating further, 
since k(V) is a monotonically increasing function of V. Based 
on this picture, banding has been hypothesized to consist of 
the limit cycle 1-2-3-4-1-2-3-4-1...depicted schematically 
in Figure 1b.27 This cycle assumes that the interface quasi-
instantaneously accelerates isothermally from the end of the 
steady-state dendrite branch (point 1 in Figure 1b) to the stable 
portion dT (V )/dV < 0 of the planar front temperature–veloc-
ity curve (point 2), remains planar from 2 to 3, slowly deceler-
ating to form a light microsegregation-free band, then quasi-
instantaneously decelerates isothermally to reform a dendritic 
array structure from 3 to 4, and finally slowly accelerates from 
4 to 1 along the steady-state dendrite branch to form a dark 
band with a microsegregation pattern, at which point the cycle 
repeats.

To what extent this hypothesized banding cycle is rep-
resentative of the actual interface dynamics has remained 
largely unknown. A theory based on this cycle predicts a 
band spacing that is inversely proportional to G and much 
larger than the observed spacing when reasonable estimates 
of G in laser remelting experiments are used as input into the 
theory.27 A sharp-interface 1D numerical study by boundary 
integral method of plane front oscillations has demonstrated 
that the abrupt acceleration from 1 to 2 cannot occur isother-
mally when latent heat rejection at the interface is taken into 
account,41,42 but this study falls short of describing nonplanar 
structures within dark bands. As a result, basic microstruc-
tural pattern formation questions have remained unanswered. 
Does Equation 1 accurately predict the absolute stability limit 
beyond which steady-state growth of dendritic array struc-
tures ceases to exist? How do these structures lose stability 
to initiate banding and what interface dynamics underlies the 
complete banding cycle? What controls the banding spacing? 
Over what range of composition does banding occur?

PF modeling and scale‑bridging challenge
PF models of binary alloy solidification were introduced 
over three decades  ago43 following the introduction of the PF 
method for the solidification of pure melts.44 However, despite 
the rapid growth in computing power, answering these ques-
tions has remained challenging. The main difficulty is that, in 
order to simulate microstructure development on experimen-
tally relevant length- and time scales, the width of the spatially 
diffuse interface thickness in the PF model, referred to hereaf-
ter as W, needs to be chosen much larger than the microscopic 
width W0 of the physical interface. The latter is of the order of 
1 nm as measured by the spacial decay length of crystal den-
sity waves into the liquid, which occurs over several atomic 
layers in metallic systems with weak entropy of melting and 
atomically rough solid–liquid interfaces.45 This computa-
tional constraint stems from the large disparity between W0 
and microstructural length scales such as the primary cellu-
lar/dendritic array spacing, which can vary from about a few 
hundred microns at low V near constitutional supercooling to 

a few hundred nanometers at high-V near absolute stability. 
This disparity is smaller at high V, which makes it feasible 
to simulate in 2D a ~3-μm2 physical domain size for 10−4 
s with a realistic 1-nm interface width in ~30 h on a single 
Nvidia A100 GPU (Table I). This just suffices to simulate the 
steady-state growth of a single 2D dendrite in a spatially peri-
odic dendritic array structure (Figure 2a), but not the growth 
of spatially extended microstructures on a much larger grain 
scale in 2D or 3D, which requires orders of magnitude larger 
computation times. The computational cost of PF simulations 
for a finite-difference implementation of the evolution equa-
tions on a regular grid with an explicit time stepping scheme 
scales approximately as 1/S2+d where S = W/W0 and d is the 
dimension of space; d in the exponent 2+ d reflects the reduc-
tion in the number of grid points when the interface thickness 
is increased and the additive factor of two stems from the 
numerical stability constraint on the time step.

How can this stringent computational limitation be over-
come? To address this question, it is useful to write down the 
basic evolution equations for the phase field φ and the solute 
concentration field c

which are traditionally derived variationally from a functional 
F representing the total free-energy of the system.4 Such a 
variational formulation guarantees that F decreases monotoni-
cally in time toward an equilibrium state. The interface width 
in the PF model is determined by the part of the free-energy 
density associated with the spatial variation of φ , which is the 
sum σ | �∇φ|2/2+ fdw(φ) of a gradient square term and dou-
ble-well potential fdw(φ) = h(−φ2/2+ φ4/4) , with minima 
of fdw(φ) at φ = 1 and φ = −1 corresponding to the solid and 
liquid phases, respectively. Minimization of the total free-
energy in 1D yields the classical equilibrium phase-field pro-
file φ0 = − tanh(x/

√
2W ) with W = (σ/h)1/2 and the excess 

free-energy γsl = (2
√
2/3)Wh . As is well known, because γsl 

is proportional to the product of W and the barrier height h 
of the double-well potential, it is always possible to choose 
h for any W so as to reproduce the correct magnitude of γsl , 
which enters the Gibbs–Thomson condition determining the 
local equilibrium concentration of a curved interface. While 
W is a free parameter as far as capillarity is concerned, the 
same is not true for nonequilibrium effects at the interface. As 
reviewed in the previous section, solute trapping occurs when 
the interface velocity becomes comparable to the diffusive 
speed Vd ∼ Dl/W  . Because the PF model uses a spatially dif-
fuse interface, it naturally captures solute trapping and solute 
drag. This was first shown over two decades ago in a 1D PF 
study of rapid alloy solidification, which demonstrated that 
Equations 3 and 4 quantitatively reproduce the predictions 

 3
∂φ

∂t
= −Kφ

δF

δφ
,

 4
∂c

∂t
= �∇ ·

(

Kc(φ, c) �∇
δF

δc

)

,
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of the sharp-interface CG model for a subnanometer interface 
width.15 Unfortunately, this is no longer true when W is chosen 
much larger than W0 ( S ≫ 1 ), causing Vd to be much smaller 
than its physical value and hence excess solute trapping when 
V ∼ Vd  . For the low-V regime, this difficulty has been circum-
vented by the introduction of an anti-trapping solute flux in 

Equation 4.9 This addition has been 
shown by an asymptotic thin-inter-
face limit of the PF equations to coun-
terbalance this excess trapping so as 
to restore local chemical equilibrium 
at the interface.9,10 This strategy has 
been widely used for quantitative PF 
modeling of solidification close to 
constitutional supercooling.5–8,46–49 
It has also been shown to remain 
feasible when the departure from 
equilibrium is small.14 However, it 
has no obvious extension to model 
transient oscillatory phenomena like 
banding in a high-V regime, which 
requires quantitatively capturing sol-
ute trapping over a very large V range 
spanning cm/s to several m/s. Over 
this range, the partition coefficient 
k(V) varies from a value close to its 
equilibrium value ke to a value close 
to unity corresponding to complete 
trapping.

A recently developed alternative 
strategy to overcome the computa-
tional limitation associated with a 
large interface width is to enhance 
the solute diffusivity within the 
spatially diffuse interface region.30 
This strategy stems directly from 
the scaling of the diffusive speed, 
Vd ∼ Dl/W  , which implies that the 
correct physical magnitude of Vd can 
be reproduced even when W ≫ W0 
as long as Dl is chosen much larger 
than its physical value within the spa-
tially diffuse interface region, where 

φ is spatially varying. This is possible because the diffusivity 
within this region varies with φ in the PF model. In the dilute 
limit of alloy solidification considered here, it is controlled by 
the function q(φ) that determines Kc(φ, c) = v0Dlq(φ)c/(RTM ) 
in Equation 4, where v0 is the molar volume and R the gas 
constant. Thus, it is possible to choose q(φ) so as to enhance 
solute diffusion inside the interface region, while keep-
ing its value in the liquid phase away from the interface 
unchanged. A simple choice that fulfills this requirement is 
q(φ) = A(1− φ)/2− (A− 1)(1− φ)2/4 . This form interpo-
lates linearly between Dl in the liquid (φ = −1) and approxi-
mately 0 in the solid (φ = 1) when A = 1 , which is the com-
monly used form that neglects diffusion in the solid state. 
However, for A > 2 , q(φ) has a maximum value A2/[4(A− 1)] 
at φ = −1/(A− 1) that enhances solute diffusivity to compen-
sate excess trapping. This strategy is analogous to the one pre-
viously mentioned used to model capillarity, which involves 
lowering h to compensate for a large W so that γsl ∼ Wh 
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Figure 2.  (a) Comparison of steady-state solid–liquid interface shapes computed by 2D 
phase-field (PF) simulations of dendrite array growth for different ratios S ≡ W/W0 of 
the spatially diffuse interface width in the PF model, W, and the physical interface width 
W0 = 1 nm. A physical domain size 4.80µm× 0.65µm and a total solidification time of 
10

−4 s were simulated for an Al-3 wt% Cu alloy solidified with an externally imposed iso-
therm velocity Viso = 0.12 m/s, which equals the dendrite tip velocity in steady state, and 
a temperature gradient G = 5× 10

6 K/m. (b) Stationary PF profiles φ0 for S = 1 , 3, 5, with 
(c) corresponding normalized concentration c̃ = c/c∞ profiles at an interface velocity 0.36 
m/s (solid lines). Red dashed lines represent the c̃ profiles for S = 5 at different velocities. 
(d) k(V) and (e) m(V) functions obtained from a 1D numerical solution of steady-state growth 
(symbols) and an approximate solution that assumes an equilibrium PF profile φ = φ0 
(dashed lines). The black solid lines in (d) and (e) represent the continuous growth (CG) 
model with coefficients derived in the large-velocity asymptotic limit. Figures are partially 
reproduced from Reference 30 with permissions.

Table I.  Computation times in minutes for the 2D PF simulations of 
Figure 2a performed on a Nvidia A100 Graphics Processing Unit for 

different ratios S ≡ W/W0 of PF and physical interface widths.

Also listed are the values of the parameter A that are used to 
enhance the solute diffusivity within the spatially diffuse interface 
region so as to obtain the correct solute trapping properties shown in 
panels (d) and (e) of Figure 2 when S > 1.

S A Simulation Time (min)

1 1 1894

3 6 25

5 12 4
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retains its physical value. Here, Dl is increased in the interface 
region to keep Vd essentially constant when W is increased. 
The implementation of this strategy is somewhat more com-
plicated because solute trapping properties are characterized 
by velocity-dependent functions k(V) and m(V), in contrast to a 
single materials parameter like γsl , which are in turn controlled 
by the choice of the function q(φ) in the PF model. However, 
the above form of q(φ) suffices to reproduce desired k(V) and 
m(V) functions over the entire V range for different choices 
of interface width. This is illustrated in Figure 2b–c, which 
compares the 1D phase field and corresponding concentra-
tion profiles for a moving planar interface for three different 
interface widths corresponding to S = 1 , the reference case 
for a physical interface width of 1 nm, and S = 3 and S = 5 
corresponding to a 3 and 5 times larger width, respectively. 
The values A = 1, 6, and 12 were used for S = 1, 3, and 5, 
respectively. The concentration profiles have different shapes 
but, importantly, they all have the same peak value of the con-
centration at the same velocity. Hence, they yield the same 
value of the partition coefficient k(V ) = cs/cl  , and can also 
be shown to yield the same value of m(V).30 This remains true 
over a large range of velocity as shown in Figure 2d–e, which 
compares computed values of k(V) and m(V), respectively, for 
three values of S. The comparison of steady-state interface 
shapes in Figure 2a shows that the same microstructures can 
be obtained with a much larger interface width with a com-
putation time reduced by three orders of magnitude (Table I), 
thereby making it possible to address for the first time the 

long-standing questions of microstructural pattern formation 
raised at the end of the second section.

New insights into microstructure development 
far‑from‑equilibrium
To address these questions, we model the rapid direc-
tional solidification of dilute Al-Cu alloys in 2D using 
anisotropic forms of the excess interface free-energy 
γsl(θ) = γ0

sl
[1+ ǫs cos(4θ)]  ,  and kinet ic  coeff ic ient 

µk(θ) = µ0

k
[1+ ǫk cos(4θ)] with fourfold cubic symmetry. 

Here, θ is the angle between the direction normal to the inter-
face and the x-axis, corresponding to the growth of a single 
crystal with one of the [100] crystal axes aligned parallel to 
the growth direction that coincides with the x-axis. Because 
most of the sharp-interface theories reviewed in the second 
section neglect latent heat rejection, we first use the stan- 
dard frozen temperature approximation that assumes a linear 
temperature gradient T = TM + G(x − Visot) along the growth 
direction and a fixed isotherm velocity Viso , which fixes the 
solidification rate. For computational efficiency, all simula-
tions are carried out with S = 5 that yields converged inter-
face shapes (Figure 2a) with dramatically reduced computation 
time (Table I). Simulations are started with a planar interface 
at rest at the liquidus temperature. All the materials parameters 
and details of the simulations can be found in Reference 30.

Simulated microstructures for two different compositions 
and increasing isotherm velocity Viso in the range of absolute 
stability are shown in Figure 3. They reveal that, below a criti-
cal composition comprised between 0.5 and 2 wt% Cu, abso-

lute stability is reached with increas-
ing Viso by a smooth transition from 
deep cells to shallow cells to a planar 
interface. For 0.5 wt% Cu, this tran-
sition occurs at a velocity between 
0.5 and 0.6 m/s, which is about twice 
the value predicted by Equation 1, 
Va ≈ 0.32 m/s. In contrast, for larger 
composition (e.g., 2 wt% Cu in Fig-
ure 3), the transition is abrupt. Below 
a critical isotherm velocity, Viso < V

1

c
 , 

a deep cellular/dendritic array struc-
ture is formed. For Viso > V

1

c
 , an ini-

tially planar interface evolves directly 
into an oscillatory cycle producing 
banded microstructures. Banding 
persists over a wide range of Viso , 
followed by restabilization to a pla-
nar morphology at much larger Viso 
close to the maximum of the tempera-
ture–velocity curve corresponding to 
point 3 in Figure 1b.

V
1

c
 is significantly smaller than 

the absolute stability limit Va pre-
dicted by Equation 1, for example, 
V
1

c
≈ 0.45 m/s versus Va ≈ 0.86 m/s 
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Figure 3.  Microsegregation patterns ( ̃c = c/c∞ color maps) simulated for Al-0.5 wt% 
Cu and Al-2 wt% Cu alloys with G = 5× 10

6 K/m at three different isotherm velocities, 
Viso = 0.048 , 0.552, and 3.840 m/s. The black solid lines represent the solid–liquid  
interfaces.
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for 3 wt% Cu. Simulations also reveal that the onset velocity 
of banding depends on the initial condition. In traditional rapid 
solidification experiments, including laser track  remelting20–27 
and spot melting of thin  films29 discussed in the next section, 
Viso increases progressively as the melt pool resolidifies and 
hence approaches the absolute stability limit with a cellular/
dendritic microstructure already formed, as opposed to a pla-
nar interface initial condition. We simulated this scenario by 
slowly ramping up Viso for a 3 wt% Cu alloy. In this case, 
the transition to banding occurs above a critical velocity 
V
2

c
≈ 0.88 m/s, which is close to the prediction of Equation 1, 

Va ≈ 0.86 m/s, and almost twice larger than V 1

c
≈ 0.45 m/s. 

For V 1

c
< Viso < V

2

c
 , the interface dynamics is fundamentally 

bistable (i.e., two dynamical attractors consisting of a steady-
state cellular/dendritic microstructure or a banded microstruc-
ture are attained depending on whether Viso is ramped up or 
constant starting from a planar morphology, respectively).

Further insight into the origin of this bistability is provided 
by the simulation in Figure 4. The time sequence illustrates 
the interface dynamics for banded microstructure formation 
starting from a plane front initial condition at an isotherm 
velocity of 0.46 m/s just above V 1

c
 . The results reveal that 

microsegregation-free solidification occurs by a rapid accel-
eration of the interface, which is initiated in the interdendritic 
tail region far behind the dendrite tips. Following this tail 
instability, the interface spreads rapidly laterally to suppress 
the growth of the dendritic front leading to planar front growth 
and forming a microsegregation-free band. The planar front 
then decelerates and becomes again morphologically unstable 
to form a cellular/dendritic interface. In contrast, when Viso 
is ramped up starting from a cellular/dendritic structure with 
deep narrow liquid grooves that suppress the tail instability, 
the instability leading to the formation of microsegregation-
free bands is initiated at the dendrite tips at a higher isotherm 
velocity.30 We conclude from those simulations that the onset 
velocity of banding depends sensitively on the location along 
the solid–liquid interface, where the rapid acceleration of the 
interface driven by solute trapping occurs first.

Next, we show in Figure 5 banded microstructures for 
different isotherm velocities and the corresponding cycles in 
the temperature–velocity ( T−V  ) plane. The instantaneous 
solidification front temperature is plotted versus the instanta-
neous front velocity that exhibits large variations around the 
isotherm velocity during banding. Superimposed on the T−V  
plane are the steady-state curves corresponding to stable den-
dritic array growth (red curve) for V < V

2

c
 and planar front 

growth (blue curve) computed using Equation 2. The simu-
lated banding cycle of Figure 5a for an isotherm velocity close 
to Va follows reasonably well the conceptual banding cycle 
of Figure 1b discussed in the Introduction. At this velocity, 
microsegregated and microsegregation-free bands correspond-
ing to the dendritic array and planar front growth, respectively, 
are of comparable width. In contrast, the cycles of Figure 5b–c 
make larger loops in the T−V  plane when planar front growth 
occupies a larger fraction of the whole banding cycle, which is 

no longer constrained to follow the 4-1 segment corresponding 
to steady-state dendritic array growth.

The most dramatic new insight concerns the role of latent 
heat rejection, which can be included by supplementing Equa-
tions 3 and 4 with an evolution equation for the temperature 
field.30 The latent heat rejected by the moving solid–liquid 
interface produces a heat flux ∼ LV  that can perturb the ther-
mal field when it becomes comparable to the heat flux imposed 
by the externally imposed temperature gradient ∼ cpDTG , 
where cp is the specific heat at constant pressure and DT is the 
thermal diffusivity (assumed here for simplicity to have equal 
values in the solid and liquid phases). For rapid solidification 
of metallic alloys under high G conditions, those two heat 
fluxes typically become of comparable magnitude when the 
interface velocity reaches the range of m/s (e.g., for the present 
simulation parameters L/cp = 340 K, DT = 5.25× 10

−5 m 2
/s, and G = 5× 10

6 K/m, LV /(cpDTG) ≈ 1.3 for V = 1 m/s). 
Consequently, the frozen temperature approximation, which 
assumes a linear thermal profile is only valid for low velocities 
( V ≪ 1 m/s) but not for the V range where banding occurs. 
In this range, large and rapid variations of interface veloc-
ity significantly alter the temperature profile in the interface 
region.41,42 The comparison of Figure 5c–d shows that latent 
heat rejection dramatically reduces the band spacing from 
several µ m to a few hundred nm. Figure 5d further reveals 
that bands grow at a small angle with respect to the thermal 
axis due to the fact that the lateral spreading velocity of the 
interface that produces microsegregation-free bands is slowed 
down by latent heat rejection. As a result, the corresponding 
banding cycle in Figure 5f is shrunk considerably and makes 
a smaller loop in the T−V  plane. The present PF model and 
the CG model both predict that k(V) approaches a value close 
to unity during the high-velocity portion of the banding cycle 
( V ≫ Vd  ), while both molecular dynamics  simulations45 and 
other theoretical models of solute  trapping50,51 predict that 
complete trapping may occur (i.e., k(V ) = 1 ) beyond some 
upper critical velocity about one order of magnitude larger 
than Vd  . We do not expect this difference, i.e., whether k(V) is 
close to or exactly unity, to have a significant impact on the 
conceptual banding cycles predicted by the frozen temperature 
approximation (FTA cycles in Figure 5f). More importantly, 
for the experimentally relevant banding cycle with the inclu-
sion of latent heat (TFC cycle in Figure 5f), V remains in a 
range below complete trapping that we expect to be reasonably 
well described by the PF and CG models.

Quantitative comparison with experiments
Banded microstructures were first observed nearly four  
decades  ago20 and studied extensively during the 1990s by laser 
track remelting experiments.21–27 These experiments make 
it possible to characterize post mortem the microstructures 
by metallographic analysis and to infer the isotherm velocity, 
which increases from bottom to top of the melt pool to attain 
the laser track speed. The microstructure can then be correlated 
with Viso at different locations of the melt pools. However, such 
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experiments do not make it possible to observe the dynamics 
of the solid–liquid interface underlying microstructure develop-
ment. In this respect, the development of dynamic transmission 
electron microscopy (DTEM) has provided a major advance by 
enabling this in situ visualization during rapid resolidification 
of thin metallic films,29,52–55 as illustrated in Figure 6. These 
experiments use a short laser pulse to create an elliptical melt 
pool that then rapidly solidifies. DTEM is then used to image 
the growth of the solid–liquid interface at different instants of 
time, as shown in Figure 6a–b at different magnifications for 
an Al-9 wt% (Al-4 at.%) Cu alloy. This makes it possible to 
measure the elliptical solidification front velocity that increases 
with time as shown in Figure 6c; in addition, the microstructure 

can be examined post mortem and correlated with the interface 
dynamics. At the larger velocity close to the center of the melt 
pool, cellular/dendritic array growth is seen to be terminated by 
the transition to a banded microstructure. As shown by the red 
arrow in Figure 6b, microsegregation-free bands spread later-
ally at a speed ≈ 6.6 m/s, which can be estimated by comparing 
the solidification front images at 32 and 32.5 µ s. In addition, 
the measured band spacing extracted from Figure 6c is about 
400 nm.

We carried out PF simulations for the same Al-9 wt% alloy, 
including latent heat rejection by increasing Viso from 0.3 to 1.8 
m/s over a time period of 30 µs based on the velocity meas-
urements of Figure 6c. The simulated banded microstructure is 

Figure 4.  Evolution of the solid–liquid interface (black contours) illustrating the tail instability during a banding cycle at 
Viso = 0.46 m/s for Al-3 wt% Cu and G = 5× 10

6 K/m. Color maps represent the normalized concentration c̃ = c/c∞ .  
Different time frames are extracted from Supplementary movie 2 in Reference 30.
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shown in Figure 6e. The band spacing is in excellent agreement 
with the experiments. Furthermore, the bands form by the same 
lateral spreading mechanism shown in Figure 5d with a lat-
eral velocity of ≈6.7 m/s that closely matches the experimental 
value. This quantitative comparison brings direct unambiguous 
confirmation of the PF prediction that bands form by a lateral 
spreading mechanism, which differs markedly from the concep-
tual model of banding of Figure 1b, and indirect confirmation of 
the crucial role of latent heat rejection by the observation of a 
submicron band spacing that only matches the prediction of PF 
modeling with the inclusion of latent heat rejection. It is worth 
noting that the metallic films investigated experimentally have 
a finite thickness in the range of 50–150 nm. Hence, their geom-
etry is inherently 3D while the present modeling is restricted 

to 2D. However, under the assumption 
that the solid–liquid interface forms a 
meniscus of approximately constant 
curvature in the direction perpendicu-
lar to the film, we expect 2D simula-
tions to provide a reasonable approxi-
mation of the growth dynamics in the 
plane of the film on a scale larger than 
the film thickness. The agreement 
between measured and predicted band 
spacings supports the validity of this 
quasi-2D modeling approximation. 
Capturing details of the microseg-
regation pattern in the interdendritic 
region would still require fully 3D 
simulations.

Conclusion
PF modeling has reached a mature 
stage where it is now possible to 
quantitatively simulate micro-
structure development during alloy 
solidification over an extremely 
wide range of growth rates, span-
ning near- to far-from-equilibrium 
conditions relevant for a wide range 
of conventional and rapid solidifi-
cation processes, including addi-
tive manufacturing. As illustrated 
here, PF modeling has yielded 
unprecedented novel insights into 
banded microstructure formation 
and enabled the validation of these 
insights by quantitative comparison 
with state-of-the-art experiments. 
However, some challenges remain. 
Most of these insights have been 
obtained by 2D simulations that 
model, at least approximately, thin-
film resolidification experiments. 

Three-dimensional modeling, which is relevant for most 
applications, remains limited to small domain sizes that can 
at most resolve microstructures within a single grain. This 
may already suffice to make some practically useful pre-
dictions, such as determining alloy compositions and far-
from-equilibrium processing conditions yielding improved 
microstructures with reduced or suppressed microsegrega-
tion. However, further scale bridging between PF modeling 
and other more coarse-grained methods remains needed 
to quantitatively model both the microstructure and grain 
structures at the scale of an entire 3D melt pool. There has 
been recent progress in this direction,56–59 but scale bridging 
under the far-from-equilibrium conditions discussed here 
remains largely unexplored.
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Figure 5.  Microsegregation patterns ( ̃c = c/c∞ color maps) simulated for 
Al-3 wt% Cu with G = 5× 10

6 K/m without latent heat rejection, corresponding to 
T = TM +G(x − Visot) , for Viso = (a) 0.46, (b) 0.64, and (c) 0.96 m/s; (d) uses the same 
Viso = 0.96 m/s as (c), but with a computation of the thermal field that includes latent heat 
rejection leading to a dramatic reduction of the band spacing. Black dashed lines mark 
solidification front positions. (e) Visualization of the thermal field near the interfacial region 
in (d). (f) Steady-state curves and banding cycles in the T−V plane. FTA, frozen temperature 
approximation. TFC, thermal field calculation. (a–d) Reprinted with permission from Refer-
ence 30. Movies corresponding to (a) and (d) can be found in Reference 30.
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face. Velocities were measured along the semi-major and semi-minor axes of the elliptical melt pool, indicated, respectively, by the red and blue 
lines in the velocity plot. Comparison of banded microstructures from (d) a representative resolidified Al-9 wt% Cu alloy and (e) a 2D phase-field 
simulation ( ̃c = c/c∞ color map) incorporating latent heat and G = 5× 10
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banded microstructure was examined after solidification. Reprinted with permission from References 29 and 30.
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