
Introduction

In a series of papers (Dale 2000, 2001, 2002, 2005,

Dale and Dale 2002, Dale et al. 2001), the application of

the minimum message length (MML) method has been

used to provide a principled method of model choice.

Minimum message length uses 2 components to obtain an

overall message length; one is a coding of the model and

its associated parameters, the other is a coding of the data,

given the selected model. To obtain consistent estimates

of the parameters, a fuzzy solution was used and the pro-

gram also determined the optimal precision for coding pa-

rameter values.

These previous studies used the original SNOB pro-

gram (Wallace and Boulton 1968), which makes some as-

sumptions concerning the nature of the clusters it identi-

fies. In particular, for numeric data, it permits only

Poisson and Gaussian distributions within clusters for nu-

meric variables
�
. The restriction to Gaussian within-clus-

ter distributions might seem to be an unnecessary limita-

tion and it is desirable to examine other possible distribu-

tions.

Alternative thick-tailed distributions are of interest

because of their suitability for use in hierarchical cluster-

ing. Recently, Agusta and Dowe (2002) have extended

the available models to include the t-distribution, imple-

mented in the program Jsnob. Compared with the Gauss-

ian, the t-distribution, though it remains symmetric, has

thicker tails, with the thickness of the tails being deter-

mined by the degrees of freedom. Thus, with 1 degree of

freedom it becomes the Cauchy distribution, while with

large numbers of degrees of freedom (→∞) it approxi-

mates the Gaussian.

The t-distribution thus provides a more general class

of models than the Gaussian, at the cost of extra parame-

ters (the degrees of freedom) to be estimated for each at-

tribute in each cluster. In particular, for a hierarchical

clustering, even if the final clusters are well fitted by a

within-cluster Gaussian model, clusters at higher levels

will not be well fitted since they are a mixture of several
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clusters. A thick-tailed distribution would therefore be a

preferable model.

This paper compares the results obtained from analy-

ses using either Gaussian or t-distributions and one allow-

ing choice between the two distributions. By using the

minimum message length (MML) criterion we can both

estimate the optimal number of clusters and compare the

different models allowing selection of the ‘best’ model.

MML operationalises Ockham’s razor (Needham and

Dowe 2001) to determine the preferred model.

Data and methods

The data used in these analyses form a spatial se-

quence of vegetation reported by Gitay and Agnew

(1989) and have been previously used in a study of gradi-

ents (Dale 2005). This study suggests that the plots do fall

along some kind of gradient, although this gradient is in-

consistent over species. It is often masked by competitive

exclusion leading to bimodality in spatial distributions.

The primary data were recorded on a transect of 113 con-

tiguous samples, each 4 cm × 4 cm, from a dune slack in

the Ynyslas National Nature Reserve, West Wales. In

each sample the combined above- and below- ground

biomass for all perennial species was measured, together

with the total Calcium, Phosphorus and Organic Matter.

In total 12 species were recorded but 3 were very rare and

have been ignored here, as have the environmental fac-

tors; in any case, these latter were not closely related to

the spatial gradient. The nine species used were Amblys-

tegium serpens, Preissia quadrata, Agrostis stolonifera,

Carex arenaria, Carex flacca, Eleocharis uniglumis, Jun-

cus articulatus, Hydrocotyle vulgaris and Ranunculus

bulbosus.

Three analyses were performed. These were:

1. A standard analysis using Gaussian, within-

cluster distributions.

2. An analysis using t-distributions as the within

cluster distribution

3. An analysis which permitted the program to

choose between Gaussian and t-distributions for

every attribute in each class.

These three analyses will be referred to as Gaussian, t-dis-

tribution and optional analyses. For the t-distribution and

optional analyses, the degrees of freedom were regarded

as unknown parameters to be estimated by the program.

Any estimate of degrees of freedom that exceeded 100

was regarded as indicating a close approximation to a

Gaussian distribution. Since the approximation of the

Gaussian by the t-distribution is good for degrees of free-
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dom of around 30, this results in a bias towards the t-dis-

tribution.

None of the analyses was constrained by spatial ar-

rangement; the result is a clustering rather than a segmen-

tation into spatially coherent sections. A comparison with

segmentation has been made (Dale et al. 2007).

Results

The results are shown in Tables 1-5. For each analysis

the one-class solution and the estimated optimal message

lengths are provided, together with their difference and

this difference as a proportion of the one-class value (Ta-

ble 1).

The entries in the attribute tables (Tables 3-5) record

the significance of difference between cluster and popu-

lation means and the direction of that difference. In addi-

tion, where t-distributions are involved the degrees of

freedom are recorded in parentheses. Table 1 gives gen-

eral properties of the 3 analyses such as message length

and the percentage of variation captured by the estimated

number of clusters. All three analyses show significant

clustering to be present, with differences between one-

class and optimal n-class solutions of over 1000 nits in

every case. This indicates odds of less than e
�����

in favour

of the cluster solutions compared to the single cluster al-

ternative.

The three results are ordered by their optimal n-class

message lengths (Table 1) as:

optional (4501.8) < Gaussian (4562.2)

< t-distribution (5686.8).

Since a smaller message length is to be preferred, this or-

dering also applies to choice of analysis. The t-distribu-

tion has a much longer message length while the Gaussian

and optional have more similar values. However, a differ-

ence of 60.4 is still significant, with odds in favour of the

smaller of e
�����

:1, so that the MML selection criterion in-

dicates the optional solution as best. The data are clearly

very noisy with structure capture percentages in the low

20’s; such low values are not unusual with vegetation

data.

The Gaussian and optional solutions both estimated 5

classes, while the t-distribution solution has only 2. How-

ever, these 2 classes represent a coarser subdivision of the

data along the spatial transect, largely separating it into 2

parts which the other analyses also recognise but further

subdivide (see Wallace and Dale 2005). This is detectable

in the assignments of plots to clusters given in Table 2.

The t-distribution cluster 1 is markedly similar to Gauss-

ian 4 and 5 together, and somewhat less similar to the op-

tional solution clusters 1 and 3.

Examining the discrimination of species (Tables 3, 4

and 5), the t-distribution has fewer attributes with signifi-
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cant differences, and a higher proportion of negatives.

The optional analysis has slightly more significant differ-

ences than the Gaussian and a higher proportion of posi-

tives. The Gaussian, more typically of vegetation data,

has the highest proportion of negative discriminators. In

general the same species are significant in all analyses,

notably Amblystegium, Preissia, Ranunculus and Eleo-

charis. Note that the estimates for degrees of freedom are

either very large (∞) or quite small, so the bias towards

the t-distribution appears to have little or no effect.

Discussion

What is curious is that the optional solution selects al-

most entirely Gaussian distributions for species, with only

1 species in 1 cluster (Preissia in cluster 3) indicating that

a t-distribution is preferable. However, this single case is

extreme with degrees of freedom estimated at about 1 so

the distribution has extremely thick tails. This single ex-

ception causes a difference in message length of nearly 61

nits, which is highly significant. Of course it is possible

that there exists a still better Gaussian solution but these

data have been subjected to many analyses without any

sign of such a solution.

Examination of the abundances of Preissia within the

cluster (Fig. 1) shows that Preissia has a bimodal distri-

bution or an extremely long tail. There is a single value of

11.8, but the second largest value is only 4.9 and there are

a considerable number of zero values. It seems that sepa-

ration of the two modes as different clusters does not pro-

vide sufficient improvement in fit to compensate for the

extra message length needed to code the extra cluster. In

any case, Snob has difficulties identifying singleton clus-

ters and the message length contributed by the relevant

sample, which could identify outlying status, was not re-

ported by the Jsnob analysis.

While the majority of distributions within classes ap-

pear to be well approximated by the Gaussian, the single

incidence of a t-distribution has a marked effect. In con-

trast, forcing all species to have t-distributions is counter-

productive and produces the worst result overall in terms

of message length, losing considerable cluster structure.

Gaussian distributions remain the commonest; only 2 spe-

cies have t-distributions with low degrees of freedom.

If this is typical, then restriction to Gaussian does not

appear to be major limitation of the Snob analysis

There was no examination made here for a possible

distribution with thin tails that would indicate a very lim-

ited response. This is an unlikely case because of sam-

pling effects. Besides thin tails, two other possibilities re-

main to be investigated. First, the t-distribution is

symmetric, and the distribution may well be asymmetric.

The χ� distribution provides a possible asymmetric model

and has the additional advantage that it is necessarily non-

negative. However, asymmetric distributions can be well

modelled as mixture distributions, i.e., clusters, so the de-

sirability of using a specific asymmetric distribution re-

mains to be established.

Second, the existence of correlation within clusters

could have effects on fit for any of these models. The

method for incorporating correlation with Gaussian dis-

tributions is known (Agusta and Dowe 2003b) although a

suitable program is presently unavailable. The existence

of such correlation would lead to the recognition of more

clusters than necessary in the present analyses.

In summary, it seems that the assumption of within-

cluster Gaussian distributions is unlikely to cause major

disturbance to cluster solutions. Assuming thick-tailed

distributions like the t-distribution, might, as in the pre-

sent study, lead to a loss in detail. However, this does

leave open the possibility that, in a hierarchical analysis

(Wallace and Dale 2005), the upper levels of the hierarchy

might be better modelled with a t-distribution or some

similar thick-tailed distribution. At high levels, the clus-

ters would be mixtures of Gaussian distributions varying

in their degree of overlap, and a thick tailed distribution

would be appropriate to the implied polymodality. Fur-

ther subdivision, obtained by using a Gaussian model,

could follow at a lower level.
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