
1. Introduction

A geographical region, containing an unknown

number S of species, is partitioned into N quadrats. Typi-

cally, the quadrats would be of equal area, but this is not

required. A random sample of n quadrats is chosen with-

out replacement, and the species list is determined (with-

out error) for each of the selected quadrats. It is desired to

estimate S on the basis of these n species lists.

Here, we suggest two possible estimators but we do

not enter into a detailed examination of their behavior.

The first estimator is based upon a classification of spe-

cies according to their range, where the range of a species

is here taken to be the number of quadrats in which the

species is present. To see why “range” is relevant, con-

sider the situation in which each species has its range

equal to unity, i.e., each species occurs in exactly one

quadrat although a given quadrat may contain many spe-

cies. In this case, the species richness variable is additive

across quadrats and the simple expansion estimator,

(1)

where s is the number of species in the sample, is unbi-

ased. Simple expansion does not work when a species has

range greater than unity since the presence of the species

in additional quadrats does not increase total species rich-

ness but does change the inclusion probability for the spe-

cies.

For our first estimator, the method of moments is ap-

plied to estimate the number of species in the population

that have a given range R. These estimates are then

summed across the possible values of R to obtain the es-

timate of species richness. The resulting estimator is

shown to have two properties: (i) it is unbiased provided

n is greater than or equal to the range of every species in

the population, and (ii) it reduces to the expansion estima-

tor (1) when every species has its range equal to unity.

Our second estimator is of the Horvitz-Thompson

type with species as sampling unit. The inclusion prob-

ability for a species depends upon its unknown range so

we estimate the inclusion probability by estimating the

range.

Throughout we use capital letters for population

quantities and lower case letters for the corresponding

sample values.

2. Moment estimator

Let SR, R=1,...,N be the set of species in the popula-

tion whose range is R and write SR for the cardinality of

SR. Since S1, S2,...,Sn partition the set of species, we have

�

S
N

n
s= ,
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S = S1 + S2 +...+ SN.

The estimator in this section works best when all (or at

least most) of the SR vanish for R sufficiently large.

Define the sample range r of a species as the number

of sampled quadrats in which the species occurs, and put

sr, r = 1,2,..., n equal to the number of species whose sam-

ple range is r. Just as for the population quantities we have

s = s1 + s2 + ... +sn .

The proposed estimator is based upon the following

result:

(2)

The coefficient involving the binomial coefficients is the

(hypergeometric) probability that a given species with

population range R has its sample range equal to r. These

probabilities are summed over all species in population to

obtain equation (2).

For estimation we replace E[sr] by sr in equation (2)

and write HrR for the hypergeometric probability, giving

the system of linear equations

(3)

to be solved for the SR. This system of equations has more

unknowns than equations, so that a unique solution does

not exist. One possible solution is obtained by setting Sn+1
= Sn+2 = ... = SN = 0 and to arrive at a nonsingular system

(4)

of n equations in n unknowns. This system is easily solved

by backward substitution since the matrix of coefficients

is upper triangular. Writing the solution of (4) as

the moment estimator of species richness

based on species range becomes

(5)

We refer to the estimator (5) as the truncated moment es-

timator because the parameters SR have been set to zero

for R>n. Due to linearity, the estimator (5) is unbiased

provided it is in fact true that SR = 0 for R = n + 1,...,N.

More generally, the bias is given as

bias = [Un H
-1

B - UN-n]S
(2)

(6)

where Ut is a t-dimensional row vector with unity in each

component, H is an n by n matrix consisting of the first n

columns of the coefficient matrix in equation (3), B is n

by n-N and consists of the last N-n columns in the coeffi-

cient matrix of equation (3), and S
(2)

is a column vector

containing Sn+1, Sn+2,...,SN.

As a special case, suppose SR vanishes for R ≥ 2, so

that each species has unit range. Then, backward substi-

tution shows that SR also vanishes for R ≥ 2 and

The truncated moment estimator (5) then reduces to the

sample expansion estimator (1).

It is possible to obtain a very complicated expression

for the variance of . But the formula involves the

second order joint occurrence probabilities and it would

appear to be difficult to estimate the variance using this

formula. Some type of resampling may be more suitable

for variance estimation.

A major open question is providing data-based guid-

ance as to whether and when n is large enough. It may

happen that the tail of the sequence S1, S2,...,SN vanishes

except for a few isolated nonzero values corresponding to

a few spatially abundant species. If sampling is suffi-

ciently intense, all these species should occur in the sam-

ple and produce some isolated nonzero values in the tail

of the sequence s1, s2,...,sn. Richness can be estimated by

removing these species, and applying the truncated mo-

ment estimator to the remaining species.

The truncated moment estimator would appear to be

inappropriate when numerous species have large ranges.

In this case, estimation is an ill-posed problem since the

estimation equations (3) involve more unknown parame-

ters than there are equations. One way of handling this

situation is through the method of regularization, which

estimates the parameters S1, S2,...,SN by minimizing the

expression

(sr - E[sr])
2

+ λ Q(S1, S2,...,SN ), (7)

where λ is a smoothing parameter and where Q is a quad-

ratic function that imposes a penalty for lack of smooth-

ness of the sequence S1, S2,...,SN. Vapnik (1995, p. 9)

gives a succinct one-page description of the regulariza-

tion method. See Press et al. (1992, chapter 18), for dis-

cussion of possible choices of Q. We refer to the resulting

estimator of species richness as the regularized moment
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estimator. Note that the regularized estimate is not gener-

ally unbiased and its value depends upon the choice of Q

and λ. There is reason to expect that the latter dependence

is not overly strong since the sum S1 + S2+,..,+SN should

not change much when the sequence S1, S2,...,SN is

smoothed. This question has not been examined, how-

ever.

3. Estimated Horvitz-Thompson estimator

With unequal probability sampling, the Horvitz-

Thompson estimator of population size is the sum of the

reciprocals of the inclusion probabilities where the sum is

over all units entering the sample. This estimator is unbi-

ased.

In our situation, the sampling design is equal prob-

ability on quadrats; but it induces an unequal probability

sampling on the set of species. Species richness can be

estimated as described in the previous paragraph as long

as we can determine the inclusion probabilities for the dif-

ferent species. But, if a species has population range R,

then its inclusion probability is seen to be

. (8)

The difficulty is that we do not know the value of R. But

it can be estimated and the expansion estimator of R is

(9)

where r is the sample range of the species in question. One

may wish to round to an integer, but we do not intro-

duce any special notation for this. The corresponding es-

timate for the inclusion probability is

(10)

and the estimated Horvitz-Thompson estimator becomes

(11)

The properties of this estimator have not been investi-

gated.
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