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Abstract. An overview is provided of the methodologies used in determining the time to steady state for
Phase 1 multiple dose studies. These methods include NOSTASOT (no-statistical-significance-of-trend),
Helmert contrasts, spline (quadratic) regression, effective half life for accumulation, nonlinear mixed
effects modeling, and Bayesian approach using Markov Chain Monte Carlo (MCMC) methods. For each
methodology we describe its advantages and disadvantages. The first two methods do not require any
distributional assumptions for the pharmacokinetic (PK) parameters and are limited to average
assessment of steady state. Also spline regression which provides both average and individual assessment
of time to steady state does not require any distributional assumptions for the PK parameters. On the
other hand, nonlinear mixed effects modeling and Bayesian hierarchical modeling which allow for the
estimation of both population and subject-specific estimates of time to steady state do require
distributional assumptions on PK parameters. The current investigation presents eight case studies for
which the time to steady state was assessed using the above mentioned methodologies. The time to
steady state estimates obtained from nonlinear mixed effects modeling, Bayesian hierarchal approach,
effective half life, and spline regression were generally similar.

KEY WORDS: effective half-life; Helmert contrasts; nonlinear mixed effect modeling; no-statistical-
significance-of-trend; steady state.

INTRODUCTION

If the drug is intended for chronic use, an estimate of the
time it takes for a drug plasma concentration to reach steady
state is required for regulatory labeling. Further, regulatory
guidance for studies conducted in special populations or for
assessing drug interaction may specify that the measurements of
interest be obtained when drug concentrations have reached
steady state.

Although regulatory guidances discuss the need to
conduct certain types of studies while drug concentrations
are at steady state, there is limited information on exactly
how to determine that steady state has in fact been reached.

During any dosing interval at steady state, the amount of
the drug lost from the body for a dosage form equals the
amount of the drug introduced into the body from the dosage
form. Quantification of such a situation is practically impos-
sible, because it will take an infinite number of half-lives to
reach steady state. Therefore, as Hauck et al. (1) character-
ized it, “From a clinical perspective, ninety percent (90%) of

the theoretic steady-state value is often used as a practical
definition, as the difference in response to a 10% difference
in concentration can rarely be assessed”. Throughout this
paper, we will define steady state as being at 90% of the
theoretical steady state value in accordance with Hauck et al.

Chiou (2) and Perrier et al. (3) deduced steady state
estimates from single dose studies based on certain PK
assumptions. It is quite possible that drugs may or may not
meet these assumptions. As a confirmatory approach, steady
state parameters are routinely estimated from Phase 1
multiple dose studies which provide some real time assurance
that the PK thus obtained represents steady state conditions.

In the present paper, limiting ourselves to the estimation
of time to steady state from Phase 1 multiple dose trial data,
we attempt first to describe the ideas and methods currently
available for estimating the steady state parameters for drugs.
Next, we contrast these methods by examining their param-
eter estimates using eight data sets from Phase 1 multiple-
dose studies in healthy volunteers.

In general methods for determining time to steady state
fall into two broad categories based on the pharmacokinetic
parameter used in the calculations, (1) area under the plasma
concentration-time curve (AUC) or (2) trough concentra-
tions. Within each of these broad categories one may
calculate aggregate and individual times to steady state. In
the current paper, the methods for assessing the time to
steady state are classified based on the parameter used i.e.,
AUC or trough concentrations.
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AUC to Estimate the Time to Steady State

This section considers aggregate and individual methods
for estimating time to steady state based on AUC. In our
Phase 1 multiple dose studies, AUC over each dosing interval
is typically determined on first day and last day of dosing.

Aggregate Assessment using AUC

Equivalence of AUC at two Time Points. When a drug has
reached steady state, the AUC over each dosing interval
should be approximately the same. The AUCs measured over
two (not necessarily consecutive) dosing intervals after the
time at which steady state is thought to have been reached,
are tested for equality using bioequivalence bounds (0.80,
1.25). If the confidence interval lay completely within these
bounds, one could then conclude that steady state was
reached by the dosing interval on which the first AUC was
measured.

Individual Assessment using AUC

Effective Half-Life for Drug Accumulation. The effective
half-life of drug accumulation, calculated for each subject
from AUC determined over two dosing intervals, can be used
to estimate the time to steady state for each subject assuming
the drug displays linear pharmacokinetics. That is, multiple
dose pharmacokinetics must be predictable from single dose
pharmacokinetics (4).

During multiple dose administration of a drug at a
constant dose over intervals of time τ, under the assumption
of linear pharmacokinetics, the ratio of AUCs measured over
any two dosing intervals a and b (b>a) for subject, i, can be
approximated by

AUCbi 0��ð Þ
AUCai 0��ð Þ

¼ 1� e��ibi�
� �
1� e��iai�ð Þ ð1Þ

where ηi is the effective rate of drug accumulation such that
half-life equals ln(2)/ηi and τ is the length of the dosing
interval.

In our multiple dose studies, AUC0−τ for each subject, i,
is typically calculated for first dose (a=1) and for the last dose
(b=last). In this setting, the left side of Eq. 1 becomes the
AUC accumulation ratio. The corresponding value of ηi can
then be solved for iteratively, by substituting values of ηi into
the right side of the equation, until the result equals the
accumulation ratio.

The value of ηi in turn, can be used to estimate the
subject’s fraction of steady state, fssi , attained as follows:

fssi ¼ 1� exp�N�i�
� � ð2Þ

for N=1, 2,…, b. The number of dosing intervals needed to
reach 90% of steady state, t0:9i , may be calculated as

t0:9i ¼
2:3
�i

ð3Þ

The proportion of subjects who have reached 90% of
theoretical steady state by a particular dosing interval may
then be summarized for each dose.

For application of this methodology the following
inequality should hold true.

1 < AUCb=AUCað Þ < b=að Þ ð4Þ

Trough Concentrations to Estimate Time to Steady State

This section describes the methodologies used to assess
the time to steady state using trough plasma concentrations
obtained from Phase 1 multiple dose studies. The trough
concentration is measured at the end of the dosing interval,
immediately prior to the next dose.

Aggregate Assessment using Trough Concentrations

The two aggregate methods described in this section all
use a hypothesis testing approach to conclude that steady
state has been reached by a particular day.

Stepwise Tests of Linear Trend. Since, at steady state, trough
concentrations are expected to be approximately the same
over any dosing interval, this approach involves an examina-
tion of the concentration curve over time to determine
whether there is a range of time points over which the curve
has “flattened out” after first increasing. The method for
testing whether the curve is flat involves stepwise testing for
linear trend, similar to the NOSTASOT (No-Statistical-
Significance-of-Trend) method of Tukey et al. (5). The
NOSTASOT method was developed in the context of testing
for progressiveness of response to a drug with increasing
dose; for example, in animal toxicity studies.

One difference between the scenarios described by
Tukey et al. (5) and our Phase 1 multiple dose studies is
related to the independence of observations. The studies
described in their paper employ separate groups of subjects at
each dose (the “treatment” of interest). In typical multiple
dose studies, trough concentrations are measured at multiple
time points in the same group of subjects. Rather than being
independent, these multiple observations within each subject
are correlated. The correlation can be modeled using the
linear mixed-effect model approach and having a random
effect for subject in the model.

Another difference is that this testing procedure assumes
that the plasma concentration curve is monotonically nonde-
creasing. Misleading results can be obtained if the procedure
is applied to drugs with a nonmonotonic profile (e.g., drug for
which autoinduction occurs).

The application of the NOSTASOT methodology to
trough concentrations involves straight line approximations to
the aggregate plasma concentration curve over specified time
intervals; therefore, the null hypothesis is that there is no
linear trend, i.e., the slope of the regression line equals zero.
The alternative is that there is a linear trend (slope not equal
to zero). The first linear contrast uses the entire range of time
points included in the model. If the contrast is significantly
different from zero at alpha=0.05, a new linear contrast is
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tested, this time excluding the earliest time point. This testing
continues, based on contrasts successively excluding the next
earliest time point from the start of the study, until the
contrast is no longer significantly different from zero or until
only three time points remain in the contrast. If the final
contrast is not statistically significant, then the first time point
included in that contrast is considered to be the time point at
which steady state is attained. If the final contrast includes
three time points and is still statistically significant, then
steady state is considered not to have been attained by the
end of the study.

In addition to testing whether each contrast (i.e., slope)
equals zero, a 90% confidence interval for the true slope may
be constructed using the repeated measures ANOVA model.
It should be noted that the above stepwise procedure is a
closed test in the sense of Marcus et al. (6), due to the
assumption of monotonically nondecreasing mean trough
concentrations. Therefore, no adjustment for the significance
level is needed at each test step; the overall Type 1 error rate
is controlled at 0.05.

Helmert Transform. In Helmert transformation, as discussed
by Chow and Liu (7), the first contrast tested compares the
mean concentration at the first time point to the pooled mean
over all remaining time points. The second contrast compares
the mean at the second time point to the pooled mean over
all remaining time points. Testing continues until the contrast
is not statistically significant. The first time point included in
this last contrast is concluded to be the dosing interval on
which steady state is attained. For example, if there were five
time points included in the ANOVA, then the four contrasts
would have coefficients as shown in Table I.

Individual Assessment using Trough Concentrations. The
following sections discuss three methods for modeling each
subject’s trough concentration–time curve individually.

Spline (Quadratic Plateau) Regression. Quadratic plateau
regression offers another means of estimating an individual’s
time to steady state based on trough plasma concentrations.
This approach uses a segmented model, in which a quadratic
equation Y ¼ Aþ Bxþ Cx2

� �
is assumed to fit the trough

concentrations, up to a certain point x0, after which the data
are assumed to follow a horizontal line. The point x0 is the
time at which the maximum of the quadratic curve occurs
x0 ¼ �0:5B=Cð Þ and this “cut-point” x0 is declared to be the
time to steady state.

This method assumes that the curve to be totally flat
from a certain point onward.

Nonlinear Mixed Effects Modeling. The application of non-
linear mixed effects modeling to estimate steady state is
gaining considerable attention as it estimates both population
and subject-specific parameters. Hoffman et al. (8) presented
a comprehensive review on the usage of nonlinear mixed
effects modeling in assessing the time to steady state. The
authors cover the theoretical background of the methodology
and compared the performance of the nonlinear mixed effects
modeling approach to ANOVA based approaches by means
of simulation. Nonlinear mixed effects modeling allows for
subject-specific as well as population-specific estimates of the
time to steady state for both data-rich and data-sparse
situations.

Assuming a monoexponential mean model for the time
course of the drug plasma trough concentrations, we have the
following expression (9):

f tij; �i
� � ¼ Css ið Þ 1� e�2:3tij=t0:9i

� �
ð5Þ

f is a scalar function of tij, jth dosing interval for ith subject. θi
is a vector of unknown effects parameters to be estimated.

The intra-individual variation in the plasma trough
concentrations Cij, is modeled as,

Cij ¼ f tij; �i
� �

e"ij ð6Þ

where, ɛij~N(0, σ2) is the intra-individual random error.
The inter-individual variation in the parameters is

modeled as

�i ¼ �e�i ð7Þ

where θ is the vector of population mean steady state
parameters [Css and t0.9 (the time at which 90% of the
asymptotic steady state concentration Css, is reached)], γi~N
([0 0]′, ω) is a vector of inter-individual random effects, and ω
is a covariance matrix of γi. Both intra-individual errors (ɛij)
and inter-individual effects (γi) are assumed to be log-
normally distributed.

This methodology assumes one compartment system
with continuous infusion or oral administration with rapid
absorption rate.

Bayesian Approach using MCMC methods. Jordan et al. (10)
proposed Bayesian hierarchical model using MCMC and
Gibbs sampling for estimating both population and subject
specific times to steady state based on the simple pharmaco-
kinetic model used in Hoffman et al. (8). The authors used the
following model:

C ið Þ
t ¼ C ið Þ

ss 1� exp
ln 0:1ð Þt
ti0:9

� �� �
e"

ið Þ
i ð8Þ

t ið Þ
0:9 ¼

ln 0:1ð Þ
�K ið Þ ð9Þ

Where, C ið Þ
t is measured individual concentrations, t ið Þ

0:9 is
the time to steady state for an individual i with log-normal
distribution, K is the elimination rate obtained from one com-
partment model, and assumed to be constant over time, and
C ið Þ

ss is asymptotic steady-state concentration for each individual

Table I. Coefficients for Four Sequential Linear Contrasts in
Helmert Approach

−1 1/4 1/4 1/4 1/4
0 −1 1/3 1/3 1/3
0 0 −1 1/2 1/2
0 0 0 −1 1
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with log normal distribution. The within-subject error is de-
noted by "

ið Þ
t � N 0; � ið Þ

"

� �
, where �

ið Þ
" is the individual error

precision defined as � ¼ 1
�
�2 . The joint distribution of ln(C ið Þ

ss )
and ln(t ið Þ

0:9 ) is given by the following equation (10)

ln C ið Þ
ss

� �
ln t ið Þ

0:9

� �
0
@

1
A � N

Cpop
ss

tpop0:9

� �
;T

� �
ð10Þ

T is the precision matrix (4�1 , where Ω is the covariance
matrix of (ln(C ið Þ

ss ), ln(t ið Þ
0:9 ))', Cpop

ss , tpop0:9 , T, and Ω are
population parameters.

q80 ¼ exp ln tpop0:9

� �þ z80 � �t0:9

� � ð11Þ

where, q80 is the 80th percentile of the posterior distribution
of t ið Þ

0:9 , z80 is the 80th percentile of the standard normal
distribution and �t0:9 is the population standard deviation. For
discussion on how the priors for the population parameters
and the individual error precision were set, and for further
details on the model, inference and probabilistic consider-
ations refer to Jordan et al. (10). Using the above model, the
authors computed posterior distribution of the individual
times to steady state and extracted an estimate of time where,
with 90% certainty, at least 80% of the individuals in the
population have attained steady state.

METHODS

In this paper we have applied all of the above discussed
methodologies for estimating steady state (with the exception
of aggregate AUC approach) to eight case studies. The
compounds examined in the current investigation are limited
to those that follow one compartmental pharmacokinetics
with rapid absorption. The study designs and sample sizes are
representative of some of the typical Phase 1 multiple dose
studies in which time to steady state is estimated. Due to
confidentiality reasons the data and conditions of the trials
have not been disclosed.

Each of the studies employed a parallel group design (if
more than one treatment regimen was administered), and
doses were administered once daily. All the doses in the case
studies examined were administered orally. Trough concen-
trations represent the drug concentrations in the blood
samples collected prior to next dosing. AUC(0–24h) was
obtained over first and final dosing intervals. A brief
description of the studies is provided below.

Study 1. Twelve subjects received 25-mg once daily doses
of the study drug. Trough concentrations were
obtained for dosing intervals 1, 2, 3, 4, 5, 6, 7, 8,
9, and 10.

Study 2. Sixteen subjects received 12.5-mg once daily
doses of the study drug. Trough concentrations
were obtained for dosing intervals 1, 4, 5, 6, and 7.

Study 3. Eight subjects received 100-mg once daily doses
of the study drug for 10 days. Trough concen-
trations were obtained for dosing intervals 1, 2,
3, 4, 5, 6, 7, 8, 9, 10, and 11.

Study 4. Thirty subjects received once daily doses of the
study drug. Five different doses, 25-, 50-, 100-,

200-, and 400-mg were administered to five
groups, each group consisting of six subjects.
Both trough concentrations and AUC(0–24h)

values exhibited dose-proportionality, therefore,
all the data were dose-adjusted to 200-mg and
analyzed together. Trough concentrations were
obtained for dosing intervals 2, 3, 5, 7, 9, 11, 13,
14, and 15.

Study 5. Six subjects received 25-mg once daily doses of
the study drug. Trough concentrations were
obtained for dosing intervals 2, 4, 6, 8, 9, and 11.

Study 6. Twenty four subjects received 125-mg once daily
doses of study drug. Trough concentrations were
obtained for dosing intervals 1, 2, 3, 4, 5, 6, 7, 8,
and 9.

Study 7. Twenty five subjects received 100-mg once daily
doses of study drug. Trough concentrations were
obtained for dosing intervals 1, 2, 3, 4, 6, 9, 13,
16, 18, 19, 20, and 21.

Study 8. Twenty four subjects received once daily doses
of the study drug. Four different doses 0.3-, 1.0-,
3.0- and 7.0-mg doses were administered to 4
groups. Each group consisted of 6 subjects. Both
trough concentrations and AUC(0–24h) values
exhibited dose-proportionality, therefore, all the
data were dose-adjusted to 1.0-mg and analyzed
together. Trough concentrations were obtained
for dosing intervals 1, 2, 3, 4, 5, 6, 8, 10, 12, 13,
and 14.

SAS (11) PROC MIXED was used for the NOSTASOT
and Helmert methods, and SAS (11) PROC NLIN was used
for the quadratic modeling. SAS (11) PROC NLMIXED was
used for the non linear mixed effects modeling. In the current
investigation the Gaussian quadrature for approximating the
integral of the likelihood over random effects was utilized. As
discussed previously, the Bayesian analysis was run using
WinBUGS® (12) to estimate steady state parameters. Win-
BUGS® (12), a free downloadable software from the Web,
provides extensive statistical summary with mean, standard
deviation (equivalent to standard error in other methods),
and quantile values. It is commonly used for performing
hierarchical problem-solving using various types of distribu-
tions. The algorithm to solve for effective rate of drug
accumulation was written in SAS (11).

RESULTS

Estimates of time to steady state for these clinical trials
are presented in Table II. In all cases, methods including
Bayesian, nonlinear mixed effects modeling, and spline
regression provided generally similar time to steady state
estimates. Bayesian analysis was effective in providing both
population and individual estimates for all the studies, while
nonlinear mixed effect modeling failed to provide meaningful
individual time to steady state estimates in two studies where
the numbers of subjects were ≤8 (Study 3 and Study 5). In
these studies, the estimate for inter-individual variation in the
parameter t0.9 had extremely poor precision.

Except for Study 2, the time to steady state estimates
determined using the effective half life for accumulation were
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also generally similar to those obtained from the above
methods. In Study 2, because of the design of the study,
trough concentrations were collected for dosing intervals 1
and 4–7. No data were available for dosing intervals 2 and 3,
therefore, all other methodologies estimated steady state to
have been reached by ~ sixth dose. Also, NOSTASOT could
not estimate the time to steady state because the final
contrast which included the last three time points (dosing
intervals 5, 6, and 7) was still statistically significant.

The mean steady state estimates calculated from qua-
dratic modeling were slightly higher for some studies as
compared to the estimates obtained from Bayesian or
nonlinear mixed effect modeling. This may be attributed to
the fact that the mean is influenced by the extreme values.

From the case studies, it appears that methods that pro-
vide individual estimates of steady state are preferable, as
they allow estimation of both the mean and variance of the
population distribution. In addition, some methods allow esti-
mation of how long it takes to reach any specified percent of
steady state. Subjects reach steady state at different times, there-
fore, aggregate assessment approaches such as NOSTASOT
and Helmert contrasts have limited value. Individual methods
evaluated in this paper included: (1) nonlinear mixed effect
modeling, (2) Bayesian hierarchical modeling, (3) spline
regression (quadratic modeling) and (4) calculating individual
effective half-life of drug accumulation using AUC and
determining time to steady state from that. These methods
will also enable one to calculate confidence intervals for steady
state estimates, fraction of steady state achieved and the

percentage of subjects at 90% of steady state for each study
day. In our limited experience we found in some studies with
smaller number of subjects nonlinear mixed effects modeling
resulted in extremely poor precision for the estimate of the
parameter of interest in terms of inter-individual variability.

If the linearity assumption in AUC is valid, calculating
effective half life of drug accumulation using AUC and
determining time to steady state from that may be used as
primary method of assessing the time to steady state in our
Phase 1 multiple dose trials. As a confirmatory approach,
trough concentrations values may be analyzed, with a
nonlinear mixed effects model or Bayesian hierarchical
modeling. If there is reason to believe that the kinetics of
the compound are not linear, time to steady state can be
assessed using a method that does not require any assump-
tions about the underlying compartmental model (e.g.,
stepwise tests of linear trend in trough concentrations or
spline regression if applicable).

DISCUSSION

Time to steady state can be estimated by using either an
aggregate or individual approach. Aggregate methods yield
one result like, “steady state was achieved by day x”.
Individual methods yield this result for each individual in
the clinical trial, allowing for characterization of the distribu-
tion of time to steady state for the entire population. Because
of the additional information obtained about the range and

Table II. Steady State Estimates for Case Studies

Cases Parameters
Quadratic
Modeling NOSTASOT

Helmert
Contrasts

Effective
Half life

Bayesian
Approach

Non Linear
Mixed Effects Modeling

Study 1, N=12 Css 108.6 (11.53) 2 3 100.7 (12.71) 100.9 (10.78)
t0.9 3.5 (0.43) 2.5 (0.24) 2.5 (0.34) 2.6 (0.27)
Range of t0.9 1.6–6.4 1.5-4.2 1.7-3.6 2.2–3.2

Study 2, N=16 Css 12.4 (1.22) Not achieved 6 12.5 (1.40) 12.3 (1.22)
t0.9 5.9 (0.37) 2.1 (0.12) 5.6 (0.88) 5.6 (0.58)
Range of t0.9 3.3–8.7 1.3–3.1 5.0–6.6 5.1–6.2

Study 3, N=8 Css 97.3 (9.96) 3 4 95.1 (11.67) 93.9 (8.76)
t0.9 1.6 (0.12) 1.2 (0.11)a 1.4 (0.14) 1.4 (0.08)
Range of t0.9 1.0–2.1 0.7–1.6 1.3–1.5 –b

Study 4, N=30 Css 2129.3 (129.9) 5 3 2,029.0 (120.00) 2,013.2 (112.30)
t0.9 3.8 (0.42) 3.9 (0.30)c 2.9 (0.26) 3.1(0.23)
Range of t0.9 1.1–10.3 1.9–7.5 1.5–6.5 1.3–6.4

Study 5, N=6 Css 68.9 (4.79) 4 7 68.6 (6.42) 68.8(4.61)
t0.9 4.4 (0.39) 3.5 (0.37) 3.5 (0.62) 3.7 (0.35)
Range of t0.9 3.3–5.9 2.6–4.7 3.3–4.0 –b

Study 6, N=24 Css 1297.9 (172.21) 7 6 1,061.0 (126.41) 1,032.4 (114.50)
t0.9 6.2 (0.78) 3.6 (0.37) 4.1(0.42) 4.1 (0.35)
Range of t0.9 2.0–19.2 1.4–10.5 2.5–6.3 2.2–6.1

Study 7, N=25 Css 314.9 (17.57) 6 7 309.9 (18.52) 312.7 (17.98)
t0.9 6.9 (0.43) 3.6 (0.27) 6.1 (0.49) 6.3 (0.53)
Range of t0.9 3.0–12.2 1.3–7.6 2.9–12.1 2.8–20.2

Study 8, N=24 Css 137.6 (4.61) 5 6 133.7 (5.06) 139.2 (4.69)
t0.9 5.6 (0.24) 4.9 (0.22)c 4.6 (0.22) 4.7 (0.20)
Range of t0.9 4.3–8.1 3.8–7.5 4.0–6.0 3.6–6.5

Mean (standard error) are reported for all the methods except for nonlinear mixed effects and Bayesian hierarchical modeling for which
population estimates are reported.
aAUCb/AUCa <1 for one subject
b Interindividual variation had extremely poor precision
c Some missing data
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variability in individual response, individual methods are
generally preferred.

Based on our experience with Phase 1 multiple dose
studies, we listed advantages and disadvantages of various
methodologies evaluated in this paper in estimating the time
to steady state

Using Area under the Curve (AUC) to Estimate the Time
to Steady State

Aggregate assessment using AUC

Advantages
1. Most are familiar with this methodology, as it is a

commonly accepted (bioequivalence) approach
for showing that two AUCs are “the same”

Disadvantages
1. It is formally hypothesized that steady state is

reached by a particular day. If the hypothesis is
not met, there is no further data from which to
deduce when steady state is really achieved.

2. For drugs with a long half-life, the AUCs on two
consecutive dosing intervals might meet the bio-
equivalence criterion, but steady state may not
have been attained, therefore, other confirmatory
approaches should be applied.

3. Not all subjects reach steady state at the same
time, and this method fails to provide inter-
individual variability

4. The method does not utilize the definition of
steady state as the day at which 90% of the
asymptotic concentration is reached.

Individual Assessment using AUC

Advantages
1. An estimate of the time to steady state and

fraction of steady state can be calculated for each
subject.

Disadvantages
1. This approach is applicable to drugs that exhibit

linear pharmacokinetics, i.e., multiple dose PK is
predictable from single dose PK.

2. Effective half-life can only be calculated if the
inequality 1<(AUCb/AUCa)<(b/a) holds true.

3. Computationally more difficult to implement

Using Trough Concentrations to Estimate the Time to Steady
State

Application of the trough concentrations for estimating
steady state can be more economical, timely, and practical as
it is more costly to acquire AUC data (requiring full PK
profiles on two days).

Aggregate Assessment using Trough Concentrations

Stepwise Tests of Linear Trend.

Advantages
1. The approach makes no assumptions about the

underlying PK model.
2. The dosing interval at which steady state is expected

to be attained does not have to be pre-specified.

Disadvantages
1. Most obvious problem with the procedure is lack

of adequate power. The size of the detectable
slope decreases with increasing sample size, and
with increasing dosing intervals in the contrast.
Thus, during the later part of the study, when the
true slope is getting smaller, the ability to detect
that slope is also reduced and one might conclude
that steady state was attained on a particular day,
because there was inadequate power to detect the
slope at that time point. A study with smaller
number of subjects might conclude that steady
state was attained on an earlier day than a larger
study because the large study would have the
power to detect smaller slopes. It should be
further noted that, because of the decreasing
number of time points included in the contrast,
the power to detect a particular slope decreases
as the stepwise testing progresses. At the same
time, the true slope being estimated is decreasing.

2. The application of bounds on slope which corre-
sponds to the Bioequivalence bounds may not be
appropriate as the slope being estimated is
dependent on the study design, such as number
of time points sampled and length of the study. As
well, the underlying curvature between any two
time points, which the slope approximates, varies
with the elimination rate constant of the drug. In
summation, drugs with a longer half-life have a
more gradual approach to steady state. Therefore,
the slope over a particular time interval will be
smaller for a drug with a longer half-life.

3. Since the procedure is limited only to the dosing
intervals included in the contrasts, it may over or
underestimate time to steady state if trough concen-
trations were not measured in each dosing interval.

4. No measure of between-subject variability is
obtained.

5. This procedure does not guarantee that the
concentration measured on the estimated day on
which steady state is attained is within 90% of the
theoretical steady state concentration

Helmert Transformation.

Advantages
1. An advantage over the stepwise tests of linear

trend is that it may be easier to set clinically
meaningful bounds for this approach than for the
slope test. The usual bioequivalence bounds of
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0.80 to 1.25 might be considered in testing based
on the 90% confidence interval for the contrasts.

Disadvantages
1. In order for the testing procedure to be closed,

testing has to stop when the first nonsignificant
contrast is reached. It is possible, however, that
one or more contrasts further on in the study may
be statistically significant.

2. As discussed in the stepwise test of linear trends,
the power associated with the contrasts decreases
as fewer (later) days are included in the contrast.

3. Since the procedure is limited only to the dosing
intervals included in the contrasts, it may over or
underestimate time to steady state if trough
concentrations were not measured in each dosing
interval.

4. No measure of between-subject variability is
obtained.

5. This procedure does not guarantee that the
concentration measured on the estimated day on
which steady state is attained is within 90% of the
theoretical steady state concentration.

Individual Assessment using Trough Concentrations

Spline (Quadratic Plateau) Regression.

Advantages
1. This method may be useful in approximating the

form of a curve that is not adequately modeled by
a monoexponential equation.

2. It does not require any distributional assumptions
on PK parameters.

Disadvantages
1. The curve is assumed to be totally flat from a

certain point onward whereas the true concen-
trations follow some curve.

2. A subject is declared to be “at steady state” on a
particular day without providing information on the
true fraction of steady state attained on that day.

Nonlinear Mixed Effects Modeling.

Advantages
1. This approach could estimate both average and

individual steady state estimates.
2. This approach yields parameter estimates for both

data-rich and data-sparse cases.
3. Model could be extended to subpopulations or

covariates

Disadvantages
1. The model specified here is limited to one

compartment model with continuous infusion, IV

bolus administration or oral administration with
fast absorption.

2. Limited number of samples and highly variable
drugs among individuals may likely cause conver-
gence problems.

Bayesian Approach using MCMC methods.

Advantages
1. This methodology provides both population and

subject specific steady state estimates.
2. Jorden et al. (10) claim that this approach is

applicable to possibly more complex pharmacoki-
netic relationships.

3. Bayesian framework allows drawing of additional
conclusions by providing certainty about the
steady state estimates.

Disadvantages
1. Requires familiarity with Bayesian methodology.

REFERENCES

1. W. W. Hauck, N. T. Tozer, S. Anderson, and Y. F. Bois.
Considerations in the attainment of steady state: aggregate vs.
individual assessment. Pharm. Res.. 15(11):1796–1798 (1998).

2. W. L. Chiou. Rapid compartment-and model-independent esti-
mation of times required to attain various fractions of steady-
state plasma level during multiple dosing of drugs obeying
superposition principle and having various absorption or infusion
kinetics. J. Pharm. Sci. 68(12):1546–1547 (1979).

3. D. Perrier, and M. Gibaldi. General derivation of the equation
for time to reach a certain fraction of steady state. J. Pharm. Sci.
71(4):474–475 (1982).

4. K. C. Kwan, N. R. Bohidar, and S. S. Hwang. Chapter 14:
Estimation of an effective half-life. In Proceedings of the Sidney
Riegelman Memorial Symposium held April 22–24, 1982 at the
University of California, San Francisco, California. Plenum, New
York, 1984, pp. 147–162.

5. J. W. Tukey, J. L. Ciminera, and J. F. Heyse. Testing the
statistical certainty of a response to increasing doses of a drug.
Biometrics. 41:295–301 (1985).

6. R. Marcus, E. Peritz, and K. R. Gabriel. On closed testing
procedures with special reference to ordered analysis of vari-
ance. Biometrica. 63:655–660 (1976).

7. Chow SC and Liu JP. Chapter 12: Some related problems in
bioavailability studies. In: Design and analysis of bioavailability
and bioequivalence studies. Marcel Dekker, New York, 1992.

8. D. Hoffman, R. Kringle, G. Lockwood, S. Turpault, E. Yow, and
G. Mathiew. Nonlinear mixed effects modeling for estimation of
steady state attainment. Pharm. Stat. 4:15–24 (2005).

9. L. Maganti and D. Panebianco. Assessment of time to steady
state: nonlinear mixed effect modeling versus traditional meth-
ods. ASCPT, Anaheim, March 21–24, 2007.

10. P. Jordan, H. Brunschwig, and E. Luedin. Modeling attainment
of steady state of drug concentration in plasma by means of a
Bayesian approach using MCMC methods. Pharm Stat. (in press)
(2007). www.interscience.wiley.com. DOI 10.1002/pst.263.
Accessed May 7, 2007.

11. SAS online documentation, SAS/STAT Users Guide, Version 8,
SAS Institute, Cary, NC (2005).

12. WinBUGS software [Computer program]. Version 1.4.2, MRC
Biostatistics Unit, Cambridge, UK, March 2007

147Evaluation of Methods for Estimating Time to Steady State

http://dx.doi.org/10.1002/pst.263

	Evaluation of Methods for Estimating Time to Steady State with Examples from Phase 1 Studies
	Abstract
	INTRODUCTION
	AUC to Estimate the Time to Steady State
	Aggregate Assessment using AUC
	Individual Assessment using AUC

	Trough Concentrations to Estimate Time to Steady State
	Aggregate Assessment using Trough Concentrations


	METHODS
	RESULTS
	DISCUSSION
	Using Area under the Curve (AUC) to Estimate the Time to Steady State
	Aggregate assessment using AUC
	Individual Assessment using AUC

	Using Trough Concentrations to Estimate the Time to Steady State
	Aggregate Assessment using Trough Concentrations
	Individual Assessment using Trough Concentrations


	References




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


