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Abstract 

The Internet of Things (IoT) has revolutionized our world today by providing greater levels of accessibility, connectiv-
ity and ease to our everyday lives. It enables massive amounts of data to be traversed across multiple heterogeneous 
devices that are all interconnected. This phenomenon makes IoT networks vulnerable to various network attacks 
and intrusions. Building an Intrusion Detection System (IDS) for IoT networks is challenging as they enable a massive 
amount of data to be aggregated, which is difficult to handle and analyze in real time mainly because of the hetero-
geneous nature of IoT devices. This inefficient, traditional IDS approach accentuates the need to develop advanced 
IDS techniques by employing Machine or Deep Learning. This paper presents a deep ensemble-based IDS using 
Lambda architecture by following a multi-pronged classification approach. Binary classification uses Long Short Term 
Memory (LSTM) to differentiate between malicious and benign traffic, while the multi-class classifier uses an ensem-
ble of LSTM, Convolutional Neural Network and Artificial Neural Network classifiers to detect the type of attacks. The 
model training is performed in the batch layer, while real-time evaluation is carried out through model inferences in 
the speed layer of the Lambda architecture. The proposed approach gives high accuracy of over 99.93% and saves 
useful processing time due to the multi-pronged classification strategy and using the lambda architecture.
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Introduction
The Internet has been overgrown in the last dec-
ade resulting in easy access to information, data and 
resources online (Lata and Kumar 2022). This high con-
nectivity has resulted in the growth and everyday use of 
the Internet of Things (IoT) (Nair 2019). These days the 
applications of IoT range from many areas, including 
smart homes, medicine, industries, smart enterprises, 
infrastructures, monitoring systems and defense sec-
tors resulting in totally transforming the world we live 
in today (Khattak et  al. 2019). This widespread use has 
accentuated the need for further developing the IoT envi-
ronment to tackle the growing challenges of the future. 

These challenges include performance and computa-
tional issues, protocol-related vulnerabilities, the hetero-
geneous nature of IoT devices and above all, security and 
privacy concerns.

The security and privacy aspects of IoT have lately 
been a widely discussed topic among researchers 
because of the massive surge in IoT-related attacks. 
Tackling these attacks in an IoT environment are rela-
tively different from other networks because the IoT 
devices are heterogeneous, low-powered and have 
resource constraints making the problem of dealing 
with these attacks much more complex (Aswale et  al. 
2019). Another important aspect related to the IoT net-
works is the ownership and/or custodianship of devices 
which is not clear and regulated, adding confusion 
about responsibility in case of any attack on confidenti-
ality, integrity and availability of data and information. 
Moreover, the trust of users on the security aspect of 
these IoT devices and the network is critical since all 
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interconnected nodes and devices exchange, store, trav-
erse, share, transform, and translate data which makes 
it vital to answer the big question of building and main-
taining end-user trust.

Along with the information storage and manage-
ment challenges faced by IoT, security and privacy 
issues, including confidentiality, integrity, and avail-
ability, are the most critical requirements that need to 
be addressed in the early phase conducted to design 
the architecture of a smart system. IoT networks face 
various security attacks that can compromise the prime 
functionality of data storage and communication by 
risking users’ data privacy. Attacks like Denial of Ser-
vice (DoS) will render a complete network or specific 
nodes unavailable, disrupting the information flow. 
Attacks like scanning, enumeration, and reconnais-
sance will help attackers compromise user privacy by 
revealing sensitive data, which would be helpful in tear-
ing down different aspects of security associated with 
the IoT network. IoT devices are a lucrative target for 
attackers because of the following reasons: 

1.	 The contact internet connectivity, i.e. 24/7 switched-
on state of the IoT devices raises the probability of 
attacks as it is easy for the attackers to access the 
device

2.	 Security hardening in a network composed of dif-
ferent sorts of IoT devices is a cumbersome task in 
comparison to hardening a single machine.

3.	 Weak or no encryption along with weak or default 
passwords are a major cause of attacks in most IoT 
devices

4.	 The interconnected nature of these devices adds to 
the vulnerability exposure as multiple devices can be 
accessed from one compromised device.

The basic IoT architecture comprises five layers Percep-
tion, Transport, Processing, Application and Business. 
These layers are responsible for performing different 
tasks on data as it moves from one layer to the other 
(Agarwal et  al. 2022). Moreover, all these layers have 
security issues that must be addressed to guarantee safe 
and secure data flow between these IoT devices. These 
security issues target not just the data and information 
being traversed on the network but also the network pro-
tocols and the IoT devices. Table 1 explains the IoT lay-
ers, their purpose and security issues at all these layers in 
detail.

The most obvious solution to tackle such attacks is 
to build an Intrusion Detection System (IDS) which 
first detects and then thwarts these attacks (Saha et  al. 
2020). Researchers in recent years have focused on pro-
tecting IoT devices from all sorts of attacks by propos-
ing various intrusion detection solutions that guarantee 
data security and privacy and build users’ trust. Initially, 
these IDS solutions were signature-based, which could 
only detect anomalies based on a set of predefined rules 
and signatures. These IDS solutions perform well against 

Table 1  IoT layers and security issues

Layers Purpose Security Issues

Perception The perception layer represents the physical IoT devices like health monitors, security systems, smart 
home devices, autonomous vehicles and robotics-related devices

Eavesdropping
Fake/malicious nodes
Node capturing/Jamming
Replay attacks
Timing related attacks
Social engineering attacks

Transport This layer is responsible for sending the collected data to either the cloud or edge device for further 
processing. It relies on internet gateways for moving data from the perception layer for onward 
processing

Denial of service (DoS) attacks
Main-in-the-middle (MiTM) attacks
Storage related attacks
Exploitation attacks
RPL attacks

Processing Once the data reaches the cloud or edge device the server transforms this data into information. 
Modern IoT architectures use ML and AI for data processing and analysis

Malware-related attacks
Exhaustion attacks
Resource depletion attacks

Application At this layer the Network administrators manage IoT device orchestration, create rule sets, and set 
service-level agreements for their IoT architecture

Cross site scripting (XSS) attacks
Malicious code attacks
Network disturbance
Data loss
Code Injection
Buffer overflow attacks
Phishing attacks
Side-channel attacks

Business At this layer, information is transformed into business intelligence that drives decision-making by 
executives and stakeholders

Business logic-related attacks
Zero-day attacks



Page 3 of 17Alghamdi and Bellaiche ﻿Cybersecurity             (2023) 6:5 	

already-known intrusions but fail against sophisticated 
attacks. Moreover, with the increased frequency of zero-
day attacks, signature-based solutions have become 
obsolete and ineffective. Lately, researchers have shifted 
towards more innovative techniques like anomaly-based 
IDS that involve machine learning and deep learning 
techniques to thwart unknown network intrusions. The 
anomaly-based IDS is based on two phases, training 
and testing. In the training phase, a model is trained on 
known data which is later tested on unseen data in the 
testing phase. However, the attackers have kept them-
selves abreast with the latest defensive techniques and 
equipped themselves with more advanced techniques to 
compromise security. One such method widely adopted 
by attackers is packet obfuscation and encryption tech-
niques. The proposed research presents an Intrusion 
Detection approach for IoT environments based on 
an ensemble deep learning method using the Lambda 
architecture.

The main research contributions of the proposed 
framework are as follows: 

1.	 We have developed a Hybrid Intrusion Detec-
tion System (IDS) that is capable of discriminating 
between normal network traffic and attack traffic of 
five different types, in a real-time environment effec-
tively.

2.	 In order to process the real-time traffic, our system 
employs a two-staged strategy, i.e. a quicker binary 
classifier that differentiates between normal and 
attack traffic, and in the second stage, the attack traf-
fic is further classified into different types of attacks.

3.	 Both classification models are trained using deep 
learning algorithms. Binary classifiers best perform 
on LSTM, whereas, in order to improve the accuracy 
of multi-classification, both deep and hybrid ensem-
ble-based approaches were used.

4.	 System is developed and evaluated using Lambda 
Architecture having two modes, Batch Mode and 
Stream Mode. The model training is performed in 
Batch Mode, whereas the real-time traffic monitoring 
(using the trained models) is performed in Stream 
Mode.

5.	 Performance analysis is done in terms of accuracy 
as well as throughput. The results demonstrate that 
the multi-staged strategy ensures that the deci-
sions required to be taken in real time are separated 
from the in-depth analysis and model training, thus 
improving the accuracy as well as the throughput.

The remainder of the paper is organized as follows: 
“Related work” section  presents the related work in IDS-
IoT. “Proposed framework” section  presents a proposed 

framework in a Lambda architecture, including an over-
view of the architecture scheme and highlighting the 
advantages of utilizing Lambda architecture and the 
deep learning models to handle the stream and batch 
data classification to detect IoT environment attacks. “An 
evaluation performance of the proposed approach” sec-
tion  introduces the proposed approach’s evaluation after 
our experiments utilizing the most common evaluation 
metrics. The last “Conclusion and future work” section 
includes concluding remarks.

Related work
Many research works have focused on detecting network 
intrusions in IoT using machine learning and deep learn-
ing approaches.

Ali and Cotae (2018) presents a deep learning-based 
IDS for classifying the traffic flow in the network. The 
research used binary and multiclass classification models 
to detect DoS, DDoS, information gathering and infor-
mation theft attacks. Alenezi et  al. (2021) presented a 
machine learning and deep learning-based approach to 
detect Denial of Service attacks in IoT networks. Docs 
(2020) presents a technique which uses a spider mon-
key optimization (SMO) algorithm along with a stacked-
deep polynomial network (SDPN) for achieving optimal 
intrusion detection. The proposed work results in better 
accuracy and precision. Maniath et al. (2017), Fang et al. 
(2018) and Sarker et  al. (2022) have used an ensemble 
approach using traditional machine learning and not 
deep learning approaches for detecting network intru-
sions in IoT. In Gustavsson (2019) the author used the 
CICIDS2017 dataset and Zeek tool to convert PCAP 
files into log files. Initially, the author uses two sets of 
features to detect network attacks. Simple and complex 
features consist of 10 and 50 features, respectively. Later, 
the result of both sets barely differed, so the author used 
a simpler set of features instead for improved speed. In 
Sarhan et  al. (2020), they converted four widely known 
datasets into NetFlow. NetFlow is an industry-standard 
protocol for network traffic collection. Zeek extracted 49 
and 44 features from UNSW-NB15 and ToN-IoT, respec-
tively. Argus extracted 42 features from BOT-IoT, while 
73 features were extracted from CSE-CIC-IDS2018 using 
CICFlowMeter-V3. Random forest was used to perform 
binary and multiclass classification. The binary classifiers 
performed better on all four datasets. However, the clas-
sifier did not perform well on some datasets. The authors 
decided to increase the number of features for better per-
formance. Similarly, in another study (Otoum et al. 2022), 
authors presented a deep learning-based intrusion detec-
tion system for IoT devices that uses an optimization 
algorithm known as spider monkey optimization (SMO) 
algorithm integrated with the stacked-deep polynomial 
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network (SDPN) where SMO performs the optimal fea-
tures selection, and SDPN performs the classification. 
They performed detection for denial of service (DoS), 
user-to-root (U2R) attacks, probe attacks, and remote-to-
local (R2L) attacks. In another study, Khan et  al. (2022) 
performed a critical analysis of various deep learning 
algorithms for IoT environments using various network-
based datasets. In another work reported in 2021, Idrissi 
et  al. (2021) presented a deep learning-based algorithm 
using the CNN network to detect Botnet attacks. They 
claimed that the results produced by their methods are 
99.04% accurate with a prediction time is 0.34ms.

Ahmad et  al. (2022) presented an ensemble deep 
learning approach by combining Deep Neural Network 
(DNN) and Decision Tree (DT) classifiers. The approach 
does not identify attack types based on a binary classifi-
cation approach. Martins et al. (2022) also presented an 
ensemble approach using machine learning techniques 
for detecting attacks in IPv6 Routing Protocol for low-
powered and lossy IoT networks with high accuracy. 
Malik et  al. (2022) also presented an ensemble anomaly 
detection approach to detect DoS, DDoS, reconnaissance 
and key-logging attacks by combining a C5 classifier and 
a One-Class Support Vector Machine classifier. Pan et al. 
(2022) proposed an ensemble-based approach based on 
Deep Belief Networks and issued the critical problem 
of redundant features by adopting a Minimized Redun-
dancy Discriminative Feature Selection approach.

Siddique et al. (2018) presented a deep learning-based 
ensemble approach by combining two Dimensional Con-
volutional Neural Network (2-D CNN), Artificial Neu-
ral Network (ANN) and Multi-Layer Perceptron (MLP) 
models. The proposed work covers major cyber-attacks 
with accuracy. The proposed approach lacks real-time 
detection and rather works on a benchmark dataset. 

Ghimire and Rawat (2022) presented an improved CNN 
and LSTM-based approach to detect Distributed Denial 
of Service Attacks (DDoS) in social media and outper-
forms the classic implementation of CNN and LSTM. 
The proposed work does not cover other prominent 
cyber-attacks and does not rely on Lambda architecture 
for model training and testing. Mehedi et al. (2022) used 
CNN and LSTM models along with character encod-
ing for Spatial Feature Learning (SFL) techniques to dif-
ferentiate obfuscated and encrypted HTTP traffic from 
normal traffic. The technique is not ensemble based and 
focuses on obfuscated packets only. Prabha and Kumar 
(2022) made use of Deep Belief Networks (DBNs) to 
detect intrusions in the Edge-of-Things (EoT). Table  2 
shows the comparison of existing IDS approaches for IoT.

IoT networks in real-world environments generate 
massive amounts of data that traditional methods can-
not handle, thereby requiring some advanced mecha-
nism to be deployed for handling that massive amount of 
data. For that purpose, one obvious choice is to use the 
Lambda architecture (Hertel et al. 2020), which provides 
a regimented methodology for processing massive quan-
tities of data by providing access to batch-processing and 
stream-processing methods using a hybrid approach. 
Researchers have employed Lambda architecture for 
proposing IDS solutions for big data generating IoT envi-
ronments to save the implementation and computational 
cost and bring efficiency (Lahasan and Samma 2022).

Ma (2020) made use of the Lambda architecture for 
dealing with massive amounts of data generated by the 
Smart home environments. Lambda architecture has also 
been used for quality assessment purposes in smart road 
networks (Roopak et  al. 2019) and for real-time visuali-
zation of sensors generated data in smart manufacturing 
environments (Diro and Chilamkurti 2018). Amanullah 

Table 2  Existing IDS approaches for IoT

Research work Ensemble 
model

Multi-class 
classifier

Attacks covered Lambda 
architecture

Ali and Cotae (2018) x � DoS, DDoS, reconnaissance, information stealing x

Alenezi et al. (2021) x x DoS Attacks x

Docs (2020) x � DoS, user-to-root (U2R) attack, remote-to-local (R2L) attack, probe attacks x

Ahmad et al. (2022) � x Cyber attacks x

Martins et al. (2022) � x Sybil, sinkhole, blackhole, cloning , selective forwarding, hello flooding and 
local repair attacks

x

Malik et al. (2022) � x DoS, DDoS, reconnaissance and key-logging attacks x

Pan et al. (2022) � x Network attacks x

Siddique et al. (2018) � x Nine common cyber attacks x

Ghimire and Rawat (2022) � x DDoS attacks x

Mehedi et al. (2022) x x Web intrusions, obfuscation attacks x

Prabha and Kumar (2022) x x Network intrusion attacks x
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et al. (2020) employs the lambda architecture for devis-
ing a Security Operations Centre (SOC) to thwart adver-
sarial attacks using extreme learning machine neural 
network with Gaussian Radial Basis Function kernel. The 
proposed approach is not for IoT environments. Patan 
and Babu (2018) present a cloud-based Snort network 
IDS using docker containers and lambda architecture 
for detecting and visualizing network-related intrusions. 
Lopez et al. (2018) proposed a technique that combines 
cloud computing and distributed stream processing tech-
niques to accurately and quickly detect network threats. 
The proposed approaches are not for IoT environments. 
Kayode (2020) present a cloud-based security solu-
tion for transmitted data in an IoT smart plug using the 
lambda architecture. Tangsatjatham and Nupairoj (2016) 
proposed a log anomaly detection technique that uses 
Apache Spark for data processing and Apache Flume for 
data collecting. Using the Lambda architecture helps sup-
port log processing in large environments. Table  3 pre-
sents further analysis of Lambda architecture to address 
big data issues.

The main shortcomings in the existing IDS approach in 
IoT are listed below: 

1.	 Most research works focus on a single or limited 
number of IoT attacks and fail to cover a wide variety 
of IoT attacks.

2.	 Most research works do not focus on detecting intru-
sions in real-time and rather perform all experimen-
tation on offline datasets

3.	 Most proposed works only rely on single binary clas-
sifiers differentiating between malicious and benign 
packets and fail to detect the type of IoT attacks

4.	 Many research works do not employ Ensemble based 
techniques for achieving better accuracy and preci-
sion.

5.	 Many proposed research works have not been evalu-
ated and developed using big data architectures.

The proposed research work addresses all these issues by 
presenting a deep ensemble IDS approach using lambda 
architecture and is the extension of our previously pub-
lished work (Alghamdi and Bellaiche 2021).

Proposed framework
Recently, several papers over-viewed model buildings to 
classify streaming data. This section highlights data pro-
cessing, data storage, and data ingestion systems that 
can be used to build the Lambda architecture to handle 
the stream and batch data for classification purposes 
using deep learning approaches to detect attacks in IoT 
devices. Moreover, data preparation, feature selection, 
training steps, and the detection process are covered.

Datasets used
The selection of datasets plays a vital role in training any 
deep learning or ensemble-based classifier. The more 
comprehensive the dataset, the more elaborately and 
accurately the trained model performs on the unknown 
dataset. In this proposed research work, we have used a 
prominent benchmark dataset publicly available and has 
widely been used by security researchers in devising IDS 
solutions for IoT-based environments. IoT-23 (Str 2020) 
is used, which was published in Jan 2020, is a dataset of 
network traffic from the Internet of Things (IoT) devices. 
The dataset comprises malware-affected and benign traf-
fic for IoT devices, with 20 and 3 captures, respectively 
for each type of traffic. The complete size of the dataset 
is  20GB. The dataset is distributed in a way that 60% of 
it was used for training, 20% for validation (dev-set) and 
the remaining 20% for testing purposes.

Table 3  Using Lambda architecture to address big data issues

Research work Application area Relevant 
to IoT

Weaknesses

Ma (2020) Smart home environments � Does not address security and network attacks. Focuses on data 
processing, management and storage

Roopak et al. (2019) Smart road environments � Does not address security and network attacks. Focuses on qual-
ity assessment using large-scale data

Diro and Chilamkurti (2018) Smart manufacturing environments � Does not address security and network attacks. Focuses on real-
time visualization of sensors generated data

Amanullah et al. (2020) Security operations centre (SOC) x Does not employ simple or deep-ensemble based approaches. 
Not designed for IoT environments

Patan and Babu (2018) Cloud-based snort network IDS x Not designed for IoT environments

Lopez et al. (2018) Network threat detection x Not designed for IoT environments

Kayode (2020) Cloud-based security solution x Not designed for IoT environments

Tangsatjatham and Nupairoj (2016) Log anomaly detection technique x Not designed for IoT environments



Page 6 of 17Alghamdi and Bellaiche ﻿Cybersecurity             (2023) 6:5 

Data pre‑processing
After reading all the IoT-23 dataset files, we pre-pro-
cessed the dataset as follows:

•	 Dropping useless features like “ts”,“uid”, “id.orig_h”, ’id.
orig_p”. Using those features can lead to overfitting. 
Removing such features will help us achieve a gener-
alizable solution to our main problem.

•	 Dropping features which hold only NaN values. Fea-
tures are: “local_resp”, “local_orig”, “history”.

•	 Dropping duplicated rows as those can appear in 
both training and testing sets and can also lead to 
overfitting.

•	 Mapping label names to their correct labels as they 
were completely messed.

•	 Imputing NaN values for features origin_bytes and 
dest_bytes by -1 to make it easier for the model to 
distinguish those values as missing or as non usual 
values.

•	 Encoding Categorical features using Ordinal encod-
ing for features proto, service, conn_state. Using 
ordinal encoding. Ordinal encoding allows us to 
encode features in a way that features do not have 
any ordered relationship between them.

Target features are encoded as follows:

•	 Benign:0
•	 C &C:1
•	 PartOfAHorizontalPortScan:2
•	 DDos:3
•	 Okiru:4

The final dataset contains 8,887,466 rows and 13 col-
umns. Random undersampling was performed to correct 
imbalanced data to reduce the risk of their analysis or 
machine learning algorithm skewing toward the major-
ity and having fair results for all the classes. At the time 
of training the machine and deep learning algorithms, we 
applied MinMaxScaling in [0,1] range to the dataset to 
improve the quality of our data and help models converge 
faster.

Lambda architecture
Lambda architecture provides a structured way of dealing 
with and processing large amounts of data in real-time, 
making it a suitable architectural solution for dealing 
with IoT environments. The use of this architecture adds 
flexibility, scalability, agility and high availability to the 
system. The basic working of the lambda architecture is 
explained in Fig. 1 while the layer-wise details are men-
tioned in Fig. 2.

It is a data-processing architecture that uses both 
batch and stream processing to manage large amounts 
of data. By employing batch processing to provide thor-
ough and accurate views of batch data and real-time 
stream processing to provide views of live data, this 
approach to design aims to strike a balance between 
latency, throughput, and fault tolerance. It is possible 
to combine the two view outputs before display. The 
lambda architecture is associated with the develop-
ment of large data, real-time analytics, and the desire to 
reduce map latency.

Feature engineering
Selecting features from the network traffic is an impor-
tant step as it directly affects the performance of our 
classifiers. These features deeply reflect the nature of 
network traffic and contain detailed information and 
characteristics of the network-related benign and mali-
cious traffic. Selecting features for the binary classi-
fier is different from selecting network features for the 
multi-class classifier because, in the later case, differ-
ent features help in determining different kinds of net-
work intrusions. For instance, a feature might be very 
useful in determining DoS attacks but not that useful 
for detecting malicious code attacks. Therefore, the 
selected network features must be related to the type 
of attack under study. Similarly, all network features 
do not play a part in determining anomalous traffic, 
as few network features might not be helpful at all in 
determining anomalous traffic. Since the dataset under 
consideration had many features which were categori-
cal and deep learning engines are good at working 
with numerical data, therefore, feature transformation 
was required. For that purpose, we used the Fit_Trans-
form, which is available in Scikit_Learn Python library 
(Bisong 2019). The encoder assign values ranging from 
0 to n-1 where n is the total number of records under 
consideration.

Fig. 1  The Lambda architecture (Yang et al. 2017)
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Batch layer: training of classification models
The batch layer is the lambda architecture’s high latency 
and high accuracy layer, which deals with batches of data, 
not in a real-time environment. We have utilized these 
characteristics of the batch layer for training both clas-
sifiers in the batch layer using a publicly available bench-
mark dataset. In this regard, we are not worried about the 
latency and time associated with training these classifi-
ers. The entire training process at the batch layer is fur-
ther highlighted in Fig. 3.

For training both the binary and multi-class classifiers, 
we used three deep learning classifiers ANN, CNN and 
LSTM.

Convolutional neural networks (CNN)
A CNN comprises one or more convolutional layers, 
which are further linked by one or more fully connected 
layers (Shahid et al. 2022). Here the input and output lay-
ers are combined through multiple hidden layers, which 
generally contain a sequence of convolutional layers. 
CNN’s are good at detecting malware attacks, malicious 
scripts and codes and finding abnormal traffic patterns.

Long short term memory (LSTM)
LSTM is a particular type of recurrent neural network 
which are capable of learning long-time dependen-
cies (Azumah et  al. 2021). Their default behavior is to 

Fig. 2  Layers of Lambda architecture

Fig. 3  Training classifiers in batch layer
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remember information for longer periods of time. This 
is possible because of four neural network layers in the 
repeating module, which interact in a special way. They 
are useful in detecting attacks related to state mainte-
nance like Cross Site Scripting, DDoS and other applica-
tion layer attacks.

Binary classifier
In order to train the binary classifier in the batch layer, 
we individually applied and trained all three deep-learn-
ing classifiers on the training dataset. We later found out 
in the testing phase that the LSTM binary classifier out-
performs the CNN and ANN-based binary classifiers in 
terms of accuracy and intrusion detection. This classifier 
only detects whether a network packet is benign or mali-
cious and does not detect the type of attack. If a packet is 
found malicious, it is the responsibility of the ensemble-
based multi-class classifier to detect its type. Since in the 
real-time majority of the network traffic in IoT environ-
ments are benign, this approach will save useful process-
ing time as benign packets do not have to pass through 
the ensemble-based multi-class classifier. The detailed 
working of the Binary Classifier is shown in Algorithm 1.

Deep ensemble multi‑class classifier
In order to train a classifier to perform multi-class clas-
sification, we initially used three individual classifiers, 

i.e. LSTM, CNN and ANN. We performed their hyper-
parameter tuning as well. However, the best performance 
was 98.20%, achieved in the case of LSTM. In order to 
further improve the performance, we used Majority vot-
ing, an ensemble technique shown in Algorithm  2. The 
majority voting relies on the performance of the individ-
ual learners (called as base learners at Level 0), and pro-
duces the final prediction based on the majority voting 
at Level-1 (as shown in Fig. 4. The results achieved using 
this ensemble technique gave an accuracy of 98.20%. 
Later, in order to improve the accuracy and decrease the 
computational complexity of deep learning classifiers, 
we used another ensemble approach by combining CNN 
with the Random Forest classifier and the Decision Tree 
classifier, as shown in Fig. 5. This approach gave an accu-
racy of 99.93%.

Also we adopted another technique which is weighted 
ensemble as shown in Figs. 6 and 7 and reflected in Algo-
rithm 3 that is based on combining predicted probabili-
ties for each model based on the equation:

where pi is the predicted probabilities for classifier i and 
wi is the weight that can be assigned to the classifier i 
where sum(wi) = 1. This approach gave an accuracy of 
99.6%.

Since this classifier is only responsible for detecting 
the type of attack as it always receives malicious network 

y = argmax(sum(pi ∗ wi))
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traffic, therefore we created a subset of the training data-
set in a way that it only contains the attack traffic of mul-
tiple IoT network attacks and does not contain benign 
samples. Table 4 gives details about hyper-parameters of 
all three models in both binary and multi-class classifiers.

All the models were trained using Rectified Lin-
ear Unit (ReLU) as an activation function for all lay-
ers except for the last, where we used the sigmoid 
function for the binary classification models and the 

softmax function for the multi-classification models. 
The number of epochs was fixed at 300 epochs for 
all the models, batch size = 64, learning rate = 0.001, 
with Adam used as an optimizer. In addition, we used 
an early stopping callback with parameter patience set 
to 10 and minimum change in the monitored quantity 
to qualify as an improvement = 0.001 to prevent over-
fitting where we were tracking the validation loss.

Fig. 4  Deep ensemble configuration for multi-class prediction

Fig. 5  Hybrid ensemble configuration for multi-class prediction
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Table 4  Hyper-parameters detail in all classifiers

Model Classification Hyperparameters

ANN Binary Four hidden dense layers 128, 256,256 and 128 nodes

are set with 1 final output dense layer with 1 node

Multi Four hidden dense layers 128, 256, 256, and 128 nodes

are set with 1 final output dense layer with 5 nodes

CNN Binary 2 Conv2D filters=32, kernel_size=(1,3) 2 Conv2D with

filters=64, kernel_size=(1,3) 2 hidden dense layers 256,512

2 MaxPool2D with 1 final output dense layer with 1 node

Multi 2 Conv2D filters=32, kernel_size=(1,3) 2 Conv2D with

filters=64, kernel_size=(1,3) 2 hidden dense layers 256,512

2 MaxPool2D with 1 final output dense layer with 5 node

LSTM Binary 3 LSTM layers 60,120,120 with final

output dense layer with 1 node

Multi 3 LSTM layers 60,120,120 with final

output dense layer with 5 node

Fig. 6  Deep ensemble configuration for multi-class prediction

Fig. 7  Hybrid ensemble configuration for multi-class prediction
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Speed layer: analysing network traffic in real time
The speed layer in the lambda architecture deals with 
a real stream of data and is good at dealing with prob-
lems which need minimizing latency. This layer works 
efficiently in a limited time and handles data that is 
not delivered to the batch layer because of its latency 
issues. Here the ingress data stream is fast processed, 
and the real-time view of data is promptly updated. In 
the speed layer, we made use of the model inferences we 
earlier trained at the batch layer for analyzing network 

intrusions in real-time. The binary and multi-class clas-
sifier’s inference engines are exposed to a data stream, as 
shown in Fig. 8.

Emulation of real‑time data using Kafka
For real-time emulation of data, we used a popular event 
streaming platform Kafka which is used to provide data 
integrity and sequence in real-time stream data. Kafka 
does this event streaming of IoT network’s data in a 
highly scalable, elastic and fault-tolerant way. The pro-
cessed data can be stored in the cloud for later offline 
processing, and analysis (Carnero et  al. 2021). The loud 
storage feature provided by Kafka helps further refine the 
overall system and understand the attack paradigm dur-
ing later analysis.

Model inference (binary classifier)
The incoming data stream is first routed toward the 
binary classifier’s inference engine, which categorizes 
malicious and benign packets. As discussed earlier, this 
engine will not detect the type of network attack/intru-
sion. Traffic packets categorized as benign will pass 
on smoothly, while those detected as malicious will be 
routed toward the multi-class classifier.

Model inference (multi‑class classifier)
Once the binary classifier detects a network packet or 
flows as malicious, it would be directed to the ensemble-
based multi-class classifier, which is composed of ANN, 
LSTM and CNN deep learning models. This module 
will categorize the attack family and label the type of 
attack using a voting-based ensemble approach. All this 

Fig. 8  Real time model deployment
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is happening in real time as Kafka emulates the testing 
traffic to look like real-world IoT traffic containing data 
streams.

An evaluation performance of the proposed 
approach
Environment setup
We implemented the proposed deep ensemble-based IDS 
model in Python 3.7 with Tensorflow 2.6. to validate the 
efficacy of the proposed architecture. The experiment 
was done on a core-i5 machine with 64-bit Operating 
System (OS) and 16GB RAM. The software stack con-
tained Java (JDK) 11, Hadoop 2.7, Spark v3.0, Pyspark 
3.0, and Kafka 2.6.

Evaluation metrics
We used the most critical performance indicators for 
evaluating the proposed IDS that uses deep learning 
models for attack detection. The most commonly used 
evaluation parameters by researchers are mentioned 
below: 

1.	 Recall This evaluation metric measures the propor-
tion of real positive instances that have been pre-
dicted positive (Miao and Zhu 2021) and can be cal-
culated as described in Eq. 1. 

2.	 Precision Precision is also called predictive values as 
it refers to the proportion of predicted positive and 
negative results that are true positive and true nega-
tive results, respectively (Davis and Goadrich 2006). 
Precision is applied to a variety of areas to describe 
the performance model such as machine learning, 
data mining, and information retrieval. It is calcu-
lated using Eq. 2. 

(1)Recall =
TP

TP + FN

(2)Precision =
TP

TP + FP

3.	 AccuracyAccuracy can be explained as the overall 
performance of the classification model (Visa et  al. 
2011). It can be calculated using Eq. 3. 

4.	 F1-scoreIt is also known as the F-measure that con-
siders both precision and recall (Chicco and Jurman 
2020). F1-score can be calculated using Eq. 4. 

5.	 Throughput It refers to the number of results pro-
duced per unit of time. This is measured in units of 
flow in our case (Grochowski et al. 2004).

Performance of binary classifiers (LSTM, CNN, ANN)
For evaluating the binary classifier, we individually 
deployed and tested all three deep learning models to 
analyze their performance on the testing dataset. The 
model training and validation accuracy and loss were 
calculated, which helped realize the most suitable 
binary classification model with the highest perfor-
mance evaluation parameters.

Table  5 shows all performance indicators for ANN, 
CNN and LSTM-based classifiers for the binary classifi-
cation model. It is evident that LSTM outperforms both 
ANN and CNN-based classifiers in terms of accuracy 
and precision. For that matter, we eventually used only 
the LSTM in the binary classification model that was 
trained at the batch layer. The training and validation 
accuracy and loss of the LSTM classifier are reflected in 
Figs. 9 and 10 respectively. The time is for processing a 
single sample (Table 6).

Performance of multi‑class classifiers (LSTM, CNN, ANN)
We initially trained, deployed and validated all three 
deep learning models individually for the multi-class 

(3)Accuracy =
(TP + TN )

TP + FP + TN + FN

(4)F1 = 2×
(precision× recall)

precision+ recall

Table 5  Model results for binary classification

Model Type Precision Recall F1-score Accuracy Processing 
Time (ms)

ANN Normal 91.58 79.33 85.01 94.54 0.025

Attack 95.14 98.23 96.66

CNN Normal 92.08 79.05 85.07 94.58 0.03

Attack 95.09 98.35 96.69

LSTM Normal 93.6 99.2 96.3 98.20 0.07

Attack 99.1 92.3 95.5
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classifier to analyze their performance in detecting var-
ious attack types in the testing dataset. The individual 
deployment was necessary to provide a rationale for 
choosing the ensemble-based approach. The training 
and validation accuracy and loss of the ANN classifier 
are reflected in Fig. 11 and 12 respectively, while that of 
CNN is shown in Figs. 13 and 14 respectively.

The training and validation accuracy and loss of the 
LSTM classifier are reflected in Figs. 15 and 16 respec-
tively. It is evident that the performance of all three 
models in the multi-classification stage is close to each 
other. Moreover, the performance of LSTM is also not 
as good as it was in the binary classifier. This motivated 
us to go for an ensemble-based approach in the multi-
class classification stage using all three deep learning 
models.

Table 7 provides performance details of the multi-class 
classifier with all three deep learning models individu-
ally deployed. It shows their performance in detecting the 
type of network attacks in an IoT environment.

We further experimented using all types of traffic, 
including the attack traffic and normal traffic (using 5 

classes for traffic) in Table 8. We can see that the detec-
tion accuracy of splitting the detection into two stages, 
i.e. Binary followed by multi-class for attack-only traffic, 
is better than using the entire problem as a single multi-
class problem with 4 types of attack and normal traffic.

Performance of ensemble‑based approach
In order to further improve the accuracy of Multi-Clas-
sification, we have employed two variants of the ensem-
ble (Majority Voting) and the weighted ensemble of three 
individual classifiers. The first one is the ensemble of 
three deep learning classifiers including ANN, CNN and 
LSTM, and the second variant is a hybrid ensemble that 
uses Random Forest, CNN and Decision Tree.

Although the time consumed by ensembles is much 
more than using only individual classifiers, however, 
since multi-classification is invoked only when the 
binary classifier has already detected an attack, the 
time consumption by the ensemble may be tolerated 
against the trade-off for better accuracy of detecting 
the attack type. The accuracy achieved by using the 

Fig. 9  Training and validation accuracy of LSTM

Fig. 10  Training and validation loss of LSTM

Fig. 11  Training and validation accuracy of ANN

Fig. 12  Training and validation loss of ANN
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hybrid ensemble is 99.93% which is higher than the 
accuracy reported by individual classifiers. Table  6 
shows the performance of applying the ensemble tech-
nique on Attack only data.

Analysing performance (throughput) of Lambda 
architecture
The prime intent of using the Lambda architecture was 
to enhance the system performance in terms of efficiency 
and throughput. We integrated the models into the 
Kafka-Spark streaming framework to generate a stream-
ing process for evaluating processing time on the test 
dataset. The comparison of Tables  7 and  8 shows that 

the processing time in batch mode is slightly better than 
that for multi-classification without using Lambda archi-
tecture. Furthermore, the binary classification in binary 
mode, as shown in Table  5 is much quicker than batch 
mode or without using Lambda architecture.

As shown in Fig. 17, different time windows have been 
used to stream the data from 1 to 15  s. As expected, 
LSTM processes the data quickly as compared to other 
models in all window frame times for binary classifica-
tion scenarios. However, in Fig. 18, it is evident that ANN 
works faster than other models and the LSTM perfor-
mance decreases with increased length of the time win-
dow increases.

Fig. 13  Training and validation accuracy of CNN

Fig. 14  Training and validation loss of CNN Fig. 15  Training and validation accuracy of LSTM

Fig. 16  Training and validation loss of LSTM

Table 6  Results for attack only data—attack classification in batch mode using ensemble classifiers

Model Type Precision Recall F1-score Accuracy Time (ms)

Weighted ensemble DDoS 93.5 99.1 96.3 99.6 0.9

Okiru 99.1 93.2 96.1

Port Scan 1.0 1 1

C &C 1 1 1
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Table 7  Results for attack only data—attack classification in batch mode

Model Type Precision Recall F1-score Accuracy  
Processing 
time (ms)

ANN DDoS 89.5 99.6 94.3 96.9 0.09

Okiru 99.6 88.2 93.5

Port Scan 99.9 1 99.9

C &C 1 1 1

CNN DDoS 89.6 99.7 94.4 97.0 0.05

Okiru 99.7 88.8 93.6

Port Scan 99.9 1 99.9

C &C 1 1 1

LSTM DDoS 94.0 99.2 96.5 98.2 0.08

Okiru 99.2 93.6 96.3

Port Scan 99.9 1.0 99.9

C &C 1.0 1.0 1.0

Table 8  Results for multi-classification without using lambda architecture—5 traffic types: 1 for benign and 4 for attacks

Model Type Precision Recall F1-score Accuracy Processing 
time (ms)

ANN Normal 77.6 98.1 86.6 92.8 0.43

DDoS 94.0 76.2 84.2

Okiru 98.8 90.4 94.4

Port Scan 99.4 99.0 99.2

C &C 99.6 1.0 99.8

CNN Normal 78.0 97.7 86.7 93.2 0.65

DDoS 95.9 76.3 85.0

Okiru 98.6 91.9 95.1

Port Scan 98.8 99.7 99.3

C &C 99.9 1.0 1.0

LSTM Normal 78.7 96.35 86.6 92.8 0.13

DDoS 91.1 79.1 84.6

Okiru 98.8 90.0 94.2

Port Scan 99.8 98.5 99.2

C &C 99.9 1.0 99.9

Fig. 17  Throughput of binary classification based on window size Fig. 18  Throughput of multi-classification based on window size
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We also evaluated all deep learning models based 
on batch processing time using the Spark framework. 
As shown in Fig. 19, batch sizes ranging from 100 until 
2000 were used. It was noted that LSTM took less time 
to process the data than all other models in all batch 
sizes for binary classification scenarios, but ANN works 
faster than other models like LSTM, when the size of the 
batches increases, as shown in Fig. 20.

Conclusion and future work
The Internet of Things (IoT) has become a part of our 
daily lives because of the ease it brings in our everyday 
lives and in every field. This has enabled attackers and 
people with malicious intent to compromise the confi-
dentiality, integrity and availability of these IoT devices 
and networks. In this research work, we have proposed a 
scalable and agile Intrusion Detection System (IDS) using 
multi-staged binary and multi-class classifiers using 
simple and ensemble-based deep learning approaches, 
respectively. The ensemble approach is based on both 
deep learning and hybrid machine and deep learning 
approaches to achieve very high detection accuracy. 
Moreover, we employed the Lambda architecture to add 
further efficiency and optimization in a way that train-
ing of both binary and multi-class classifiers takes place 

at the batch layer. At the same time, real-time IoT traffic 
is evaluated and analyzed in the low-latency speed layer 
with the help of model inferences. We also demonstrate 
that the ensemble approach results in higher detection 
accuracy and precision as compared to using the simple 
approach. We also demonstrate that using the Lambda 
architecture enhances system performance in terms of 
throughput.

In the future, we intend to employ more deep-learning 
approaches in the ensemble model to augment detection 
accuracy and system performance further. We also intend 
to test the proposed framework in a real-world produc-
tion IoT environment to validate its performance further. 
Another important goal is to use Automated Machine 
Learning techniques for tuning the hyperparameters.
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