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Abstract

In estimates of climate sensitivity obtained from global models, the need to represent clouds introduces a great
deal of uncertainty. To address this issue, approaches using a high-resolution global non-hydrostatic model are
promising: the model captures cloud structure by explicitly simulating meso-scale convective systems, and the
results compare reasonably well with satellite observations. We review the outcomes of a 5-year project aimed at
reducing the uncertainty in climate models due to cloud processes using a global non-hydrostatic model. In our
project, which was conducted as a subgroup of the Program for Risk Information on Climate Change, or SOUSE],
we use the non-hydrostatic icosahedral atmospheric model (NICAM) to study cloud processes related to climate
change. NICAM performs numerical simulations with much higher resolution (about 7 km or 14 km mesh) than
conventional global climate models (GCMs) using cloud microphysics schemes without a cumulus parameterization
scheme, which causes uncertainties in climate projection.

The subgroup had three research targets: analyzing cloud changes in global warming simulations with NICAM with
the time-slice approach, sensitivity of the results to the cloud microphysics scheme employed, and evaluating
circulation changes due to global warming. The research project also implemented a double-moment bulk cloud
microphysics scheme and evaluated its results using satellite observation, as well as comparing it with a bin cloud
microphysics scheme. The future projection simulations show in general increase in high cloud coverage, contrary
to results with other GCMs. Changes in cloud horizontal-size distribution size and structures of tropical/extratropical
cyclones can be discussed with high resolution simulations. At the conclusion of our review, we also describe the
future prospects of research for global warming using NICAM in the program that followed SOUSEI, known as
TOUGOU.
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Introduction

The representation of clouds is widely regarded as the
largest source of uncertainty in estimates of climate sen-
sitivity obtained by global climate models (GCMs) (Bou-
cher et al. 2013; Soden and Held 2006; Dufresne and
Bony 2008; Vial et al. 2013; Schneider et al. 2017;
Zelinka et al. 2017). A useful approach to reduce the un-
certainties associated with the simulation of clouds is to
develop appropriate cloud schemes for very fine reso-
lution global models and evaluate them with observed
data particularly from satellite remote sensing (Bony et
al. 2015; Klein and Hall 2015).

The Program for Risk Information on Climate Change
(referred to as the SOUSEI program®) was promoted by
the Japanese Ministry of Education, Culture, Sports, Sci-
ence and Technology (MEXT) from October 2012 to
March 2017 with the aim of generating the basic infor-
mation required to manage the various risks resulting
from climate change. Using world-class supercomputers,
such as Earth Simulator®, the SOUSEI program con-
ducted research and development across four linked
themes: (A) prediction and diagnosis of imminent global
climate change expected to occur within a few years or
decades, (B) research on greenhouse gas emission sce-
narios and associated long-term climate change projec-
tions, (C) development of probabilistic climate change
projection techniques, and (D) development of technol-
ogy for precise impact assessment of climate change.
Under theme A, a subgroup focused on reducing the un-
certainty in climate models due to cloud processes using
a global non-hydrostatic icosahedral atmospheric model
(NICAM; Tomita and Satoh 2004; Satoh et al. 2008,
2014); we refer to it as the NICAM subgroup.

NICAM has been used for more than a decade to as-
sess atmospheric changes due to global warming (Satoh
et al. 2014, 2017). Because of its high resolution,
NICAM is expected to provide more information about
multi-scale convective systems such as tropical cyclones
(TCs) and Madden-]Julian oscillations, compared to cur-
rently used coarser resolution GCMs. NICAM can also
be used with an explicit cloud microphysics scheme and
without a convective parameterization scheme to realis-
tically reproduce the structure of meso-scale convective
systems which compare reasonably well with satellite ob-
servations (Hashino et al. 2013, 2016).

However, the use of NICAM for climate studies has
been limited because computational resources were not
sufficiently powerful to simulate longer integrations on a
climate scale. Yamada et al. (2010) and Yamada and
Satoh (2013) examined NICAM projections of the
response of simulated TCs to imposed future global
warming conditions. Thanks to the growth in computing
power in the past decade (Satoh et al. 2017),
multi-decadal simulations using NICAM have been
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achieved with horizontal resolutions of about 14 km
(Kodama et al. 2015; Satoh et al. 2015; Yamada et al.
2017).

The aims of the NICAM subgroup, which comprised
the authors of this review, were aligned with the demand
for a more comprehensive understanding of cloud pro-
cesses proposed by Bony et al. (2015). The research was
focused on three themes. First, as a basis for global
non-hydrostatic climate simulations, we implemented a
newly developed double-moment bulk cloud microphys-
ics scheme with six water categories (NDW6; originally
described by Seiki and Nakajima 2014), which is suitable
for the analysis of cloud radiation feedback. We evalu-
ated the results of the new scheme using satellite obser-
vations and compared it with other cloud microphysics
schemes, including a bin scheme, to understand the
uncertainties related to cloud microphysics schemes.
Second, we analyzed the cloud changes due to global
warming in simulations using NICAM with the new ver-
sion of NDW6 and compared the results to those of
other microphysics schemes. Third, we analyzed changes
in circulation due to global warming, particularly fea-
tures as cloud system organization, storm tracks, and
TCs.

Review

Here, we review the development of a new cloud micro-
physics scheme and compare it with other cloud micro-
physics schemes, particularly using a large-eddy
simulation model and a kinematic driver. We analyze
the NICAM simulation results in terms of clouds and
circulation changes by comparing the simulations under
present-day and global warming scenarios. We also
present an analysis of cloud changes, sensitivities to
cloud microphysics schemes, and changes in storm
tracks and TCs.

Development of a double-moment cloud microphysics
scheme

Efforts to improve a cloud microphysics scheme for
NICAM face particular challenges. Here, we focus on
improving global simulations of high clouds by elaborat-
ing ice cloud microphysics and refining model horizontal
and vertical resolution. Most GCMs in the Coupled
Model Intercomparison Project Phase 5 (CMIP5%) had
large uncertainty in ice water content (IWC) in the
upper troposphere (Waliser et al. 2009; Jiang et al. 2012;
Li et al. 2012). This uncertainty is expected to cause
large biases in longwave cloud radiative forcing
(LWCRE), because high clouds are known to make a
large positive contribution to the total LWCRF (Jensen
et al. 1994). Flato et al. (2013) showed that LWCREF in
the tropics and mid-latitude varied considerably among
individual GCMs. Common biases in LWCRF are
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apparent in simulated results from GCMs of both the
Coupled Model Intercomparison Project Phase 3
(CMIP3) and CMIP5 (Li et al. 2013), so the cloud pro-
cesses related to the LWCRF over such regions have
hindered the accuracy of GCMs. In the SOUSEI pro-
gram, we improved the NICAM double-moment bulk
cloud microphysics scheme with six water categories
(NDW®6). The formula of the cloud microphysics pro-
cesses in NDW6 mainly follows that described by Seifert
and Beheng (2006) (hereafter referred to as the SB
scheme) and was implemented into NICAM by Seiki
and Nakajima (2014) with minor modifications. The key
characteristics of the SB scheme are consistency between
particle size distributions and growth equations: tenden-
cies of the number and mass concentration are derived by
integrating theoretical particle growth equations weighted
by particle size distributions. In addition to the SB scheme,
Seiki and Nakajima (2014) designed consistency between
the particle shape, terminal velocity, and growth equation.
The self-consistency results in a decrease in uncertainties
in NDW6, and hence, is important for global climate sim-
ulations. The cloud microphysical processes solved in
NDW6 are schematically illustrated in Fig. 1, and details
of the development of NDW6 are described in the “Ap-
pendix” section.

Cloud microphysics schemes used in NICAM

NICAM has been used to understand the roles of con-
vective clouds, particularly over the tropics, in climate
systems and the response of such clouds to global warm-
ing. For this purpose, single-moment bulk cloud micro-
physics schemes (referred to here as SMs) have been
used in NICAM simulations because changes in mass
concentration of precipitating hydrometeors and
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associated latent heat release, which are explicitly calcu-
lated by SMs, involve dynamical feedback to cloud de-
velopment such as cold pool and precipitation drag.

NICAM can be used with various SMs (Kessler 1969;
Grabowski 1998; Lin et al. 1983; Hong et al. 2004;
Tomita 2008). In particular, the NICAM single-moment
bulk cloud microphysics scheme with six water categor-
ies (NSW6) developed by Tomita (2008), which predicts
the mass concentration of vapor, cloud water, rain, cloud
ice, snow, and graupel, has been evaluated by comparing
with multi-satellite observations (Satoh et al. 2010;
Kodama et al. 2012; Hashino et al. 2013, 2016). Roh and
Satoh (2014) improved NSW6 by examining the diagno-
sis of particle size distribution and ice cloud microphys-
ics related to snow and graupel. Using their scheme, the
simulated vertical profiles of precipitating hydrometeors
were in good agreement with those of the Tropical Rain-
fall Measuring Mission (TRMM) and CloudSat satellite
observations (Roh et al. 2017).

Cloud microphysics schemes in NICAM have been
improved to simulate persistent clouds, such as cirrus
clouds, or light snow over the tropics and mid-latitude,
because such high clouds have large impacts on LWCRF
(Chen et al. 2000). For this purpose, during the SOUSEI
program, we improved the ice cloud microphysics in the
original NDW6 developed by Seiki and Nakajima (2014).
In general, double-moment bulk cloud microphysics
schemes (referred to here as DMs) predict the number
concentration of hydrometeors as well as their mass
concentration, and so, more precisely represented the
evolution of particle size distribution in cloud growth
over time compared with SMs. As a result, DMs can
capture the transition of cloud systems from weak or
moderate organization to a strong convective phase,
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Fig. 1 Schematic representation of cloud microphysical processes solved in NDW6. Black lines show the processes that change the number and
mass concentrations of hydrometeors, while blue lines show the processes that change only the mass concentrations of hydrometeors. Hom:
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whereas SMs are often optimized for capturing the ma-
ture stage of convective systems. Other differences be-
tween SMs and DMs are discussed by Igel et al. (2015).

Global simulations using NDW6
During the SOUSEI program, global simulations using
NICAM with NDW6 were conducted and evaluated.
Figure 2 shows the zonal mean values of simulated
outgoing longwave radiation (OLR) at the top of the
atmosphere using NSW6 and different versions of
NDW6 averaged over the last 5 days of the simula-
tion period. The simulation was conducted for 10 days
initiated from 15 June 2008; the 10-day simulation
period is sufficient for spin-up of the response of
cloud distribution to changes in cloud microphysical
settings (e.g., Kodama et al. 2012). The development
of various version of NDW6 is described in the Ap-
pendix and summarized in Table 1. The OLR is a
good proxy for evaluating the global distribution of
cirrus clouds because of their strong LWCRE. For ref-
erence, satellite observations from the Clouds and the
Earth’s Radiant Energy System (CERES) level3 SYN1-
deg_Ed3A product (Doelling et al. 2013) are superim-
posed (Fig. 2). The global average OLR of the
observation was 241.72 W m™? in this period. The
deviation of the global averaged OLR of each simula-
tion from the observation was 3.08, — 18.44, - 2.50, -
1.13, 4.62, and 3.76 for NSW6, SN14, S14, S15,
S15 V, and S15VH, respectively (refer to the Appen-
dix and Table 1 for the meaning of these symbols).
The NICAM simulation with NSW6 originally had a
large bias in OLR and was optimized by Kodama et al.
(2012) to reduce the global averaged bias by changing
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the aggregation efficiency and terminal velocity of cloud
ice (see Fig. 2a). The bias in OLR was globally significant
in SN14 (see Fig. 2b) because NDW6 had not been used
for global simulations at that time. From SN14 to S14,
this severe bias was reduced by changing the heteroge-
neous ice nucleation scheme (Seiki et al. 2014). These
studies demonstrated that optimization of OLR using in
situ observation was also effective for global simulations
(Figs. 2b, c¢). From S14 to S15, minor improvements in
OLR are shown (Figs. 2¢, d). In NSW6, S14, and S15, a
positive bias over the tropics and a negative bias over
the sub-tropics were commonly observed and compen-
sated for each other, so the global averaged bias was
relatively small. Seiki et al. (2015b) found that the nega-
tive bias over the sub-tropics originated from thin cirrus
clouds near the tropopause and decreased as the vertical
resolution increased up to 400 m (Fig. 2e). Furthermore,
Seiki et al. (2015b) suggested that the positive bias over
the tropics was sensitive to horizontal resolution (Fig. 2f)
and could therefore be resolved by increasing the hori-
zontal resolution to finer than 7 km to represent con-
vective clouds over the tropics. In terms of the
geographical distribution of OLR values, SI5VH reduced
the bias over both the tropics and sub-tropics. On the
basis of these results, we currently believe that SI5VH is
the best NDW6 for reproducing OLR.

The global simulation of cirrus clouds was also evalu-
ated by comparing to CALIPSO and CloudSat satellite
observations with a satellite simulator named the Joint
Simulator for Satellite Sensors (Hashino et al. 2013).
Within the simulation period, S15VH closely reproduced
the vertical profiles of IWC, ice number concentration
(NI), and ice effective radius (REI) (Seiki et al. 2015b).

a NSW6 b NDW6-SN14 c NDW6-514
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Fig. 2 Comparison of zonal mean values of outgoing longwave radiation. The simulations (blue lines) and the satellite observation (black lines)
are averaged over the last 5 days of the 10-days simulation from June 15, 2008, for a NSW6, b NDW6-SN14, ¢ NDW6-S14, d NDW6-S15, @ NDW6-
S15V, and f NDW6-S15VH. Refer to Table 1 for descriptions of the NDW6 versions
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Table 1 Summary of different versions of NDW6
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Abbreviated name (reference Main features

paper)

SN14 (Seifert and Beheng 2006; Minor changes from Seifert and Beheng (2006): the power law relationships between x and D and between x and A

Seiki and Nakajima 2014)
S14 (Seiki et al. 2014)

are assumed and the terminal velocity is diagnosed using x, D, and A.

Cloud optical properties are updated from Mie scattering to non-spherical scattering. The heterogeneous ice

nucleation scheme proposed by Meyers et al. (1992) is replaced by the scheme proposed by Phillips et al. (2007).

S15 (Seiki et al. 2015b)

Homogeneous ice nucleation is newly implemented by referring to Ren and McKenzie (2005) and Kércher et al.

(2006). Values of the sticking efficiency at temperature lower than 253 K is limited to its value at 253 K'in

aggregation between ice hydrometeors.

S15V (Seiki et al. 2015b)
vertical layers increases from 40 to 74.

S15VH (Seiki et al. 2015b)

The maximum vertical grid spacing is limited to 400 m below an altitude of 20 km. Accordingly, the number of

Horizontal grid size is refined from 14 to 7 km. Accordingly, the model time step is changed from 30 to 15 s.

Seiki et al. (2015a) performed seasonal global simula-
tions using S14 and compared them with the simulations
produced using NSW6 by Kodama et al. (2012) to exam-
ine improvements in atmospheric state via cirrus cloud
radiative forcing after feedback of dynamics to cloud dis-
tribution. The simulations were initiated from 1 June
2004 and were integrated for 3 months. Seiki et al
(2015a) found that NSW6 had severe warm bias over
the tropics, which was more than 2 K in the entire free
troposphere and up to 7 K near the tropopause. This
bias was also found in 20-year simulations (Kodama et
al. 2015) and hence was robust when using NSW6.
Using NDW6, this bias was significantly reduced by 4 K
on average in the free troposphere because NDW6 ac-
curately represent the spatial distribution of cirrus
clouds, particularly near the tropopause (200 to
100 hPa), and the LWCREF of cirrus cloud. Kodama et al.
(2015) found that the auto-conversion of cloud ice to
snow was the key to reproducing cirrus clouds and their
LWCRE. The auto-conversion was generally modeled by
a decay equation of cloud ice with an empirical time-
scale for ease of tuning. The threshold of the mixing
ratio of cloud ice to initiate the conversion and the time-
scale are necessarily assumed as global constants in
SMs. Seiki et al. (2015b) noted that the conversion rate
strongly depends on the cross section, terminal velocity,
and number concentration of ice particles based on the
theory of cloud microphysics. NDW6 realistically simu-
lated the auto-conversion of cloud ice to snow by solving
a theoretical collection equation, with predicted mass
concentration and number concentration of hydrome-
teors. Since the auto-conversion process was sensitive to
the simulated amount of cloud ice, which could persist
near the tropopause, such an empirical formulation used
for SMs should be avoided for more precise calculations
of cloud and radiation feedback.

In the SOUSEI program, NDW6 was shown to more
realistically simulate cirrus clouds, making it suitable for
global long-term simulations of climate studies. Cloud
radiative properties should be refined by improving ice

cloud microphysics. We mainly used OLR as a proxy of
bulk structure of ice clouds, such as the spatial distribu-
tion of cirrus clouds. The shortwave (SW) radiation and
backscattered radar/lidar signals were sensitive to cloud
microphysical structures such as IWC, NI, REI and the
shape of ice particles. Improvement in ice cloud micro-
physics and the refinement of the model’s spatial reso-
lution were important for reducing bias in the global
radiation budget and atmospheric temperature (Seiki et
al. 2015a, b). Despite developing a new and improved
cloud microphysics scheme, the continuous develop-
ment of cloud microphysics schemes is still necessary.
For example, our cloud microphysics schemes assumed
at most five categories of hydrometeors (Fig. 1) although
various ice species were modeled for atmospheric simu-
lation (Chen and Lamb 1994a, b, 1999; Hashino and
Tripoli 2007, 2008, 2011a, b; Harrington et al. 2013a, b).
Uncertainties in ice species could be partially con-
strained by comparing simulated results with satellite
observations (e.g., Li et al. 2010; Lang et al. 2014).
Efforts are underway to couple NDW6 with aerosol
transport models to focus on the effects of aerosols on
the ice nucleation process, as suggested by Seiki et al.
(2014), but we do not cover that work here.

Sensitivity of cloud microphysics schemes

A cloud microphysics scheme is at the heart of
cloud-resolving models. Cloud-resolving simulations that
represent clouds using a cloud microphysics scheme aid
in reducing the uncertainties in climate predictions re-
lated to clouds. SMs have been implemented in NICAM
and have been used in global-scale cloud-resolving simu-
lations; an SM by Grabowski (1998) and NSW6 by
Tomita (2008) are mostly commonly used, such as by
Miura et al. (2007) and Kodama et al. (2015), respect-
ively. However, DMs or more sophisticated schemes are
required to appropriately calculate cloud and radiation
processes and the effects of aerosols on clouds (Grabow-
ski and Morrison 2016). NDW6 was implemented in
NICAM following Seiki and Nakajima (2014) and has
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been improved further, as discussed earlier in this re-
view. In addition to NDW®6, a spectral bin scheme by
Suzuki et al. (2010a) has been implemented in NICAM
and is now being tested. However, it is not easy to con-
duct global cloud-resolving simulations coupled with a
spectral bin scheme due to limitations in the currently
available computing power.

Simple models, such as a single-column model (e.g.,
Guo et al. 2011; Suzuki et al. 2015) and a kinematic
model (e.g., the Kinetic Driver model or KiD; Shipway
and Hill 2012), have been used to investigate the sensi-
tivity of cloud microphysics schemes and to interpret
their differences. Although these simple models enable
us to interpret the differences of cloud microphysics
schemes easily, they ignore atmospheric cloud feedback
processes. To help us understand the sensitivity of cloud
microphysics schemes including feedback processes, ide-
alized fine-resolution simulations have been conducted
using large-eddy simulation (LES) models.

Sensitivity using a large-eddy simulation model

LES models provide an additional approach to examine
the differences between cloud microphysics schemes.
However, because LES models have a large computa-
tional cost due to their fine spatial grid resolution, they
have been used mainly for numerical simulations target-
ing shallow clouds in a limited domain. A number of in-
tercomparison studies using LES models have been
conducted (e.g., Bretherton et al. 1999a, b; Siebesma et
al. 2003; Stevens et al. 2001, 2005; Ackerman et al. 2009;
van Zanten et al. 2011; Blossey et al. 2013). These inter-
comparison studies showed that the results of the LES
models have large variability in general. Among them,
van Zanten et al. (2011) claimed that the cloud micro-
physical scheme is one of the main sources of this vari-
ability. However, their study is based on the results of
several models with their own dynamical cores and
physical schemes, which include different turbulent
schemes and cloud microphysical schemes. Thus, it is
difficult to identify the cause of the variability.

To overcome this difficulty, Sato et al. (2015) investi-
gated the sensitivity of cloud microphysics schemes to
trade wind cumulus simulated by an LES model with
interchanging cloud microphysics schemes. They used
an LES model included in Scalable Computing for Ad-
vanced Library and Environment (SCALE; Nishizawa et
al. 2015; Sato et al. 2015). The configuration of the sim-
ulations was the same as that used in the intercompari-
son study, Rain in Cumulus over the Ocean (RICO; van
Zanten et al. 2011). The cloud microphysics schemes
used were SM, DM, and a spectral bin microphysics
scheme (Suzuki et al. 2010a). SM and DM were based
on NSW6 and NDW6, respectively, with slight modifica-
tions when implementing them in SCALE.
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Sato et al. (2015) found that the dependence of the
cloud microphysics scheme on vertically integrated li-
quid water (liquid water path) and cloud cover was small
(Figs. 3a, b). By contrast, the vertical profiles of liquid
water mixing ratios were very variable (Fig. 3c), which
resulted in differences in the turbulent structure of the
boundary layer (e.g., Fig. 3d). Their analyses showed that
these differences derived mainly from differences in the
schemes with respect to the generation of cloud droplets
(i.e., activation of aerosols, nucleation of cloud droplets)
and the rate of conversion of small cloud droplets to
raindrops. A saturation adjustment, which was only
applied to the cloud droplet formation process for SMs,
generated a large amount of cloud water, which resulted
in rapid conversion of cloud droplets to raindrops. As a
result of differences in the new-particle generation
process, the conversion speeds of SMs and DMs were
fast and slow, respectively, and the conversion speed of
the spectral bin scheme was somewhere in between. The
fast conversion promoted the generation of raindrops
and precipitation, which led to the evaporation of rain-
drops below clouds (sub-cloud layer) and stabilized the
boundary layer.

In contrast, when the conversion speed was slow,
small cloud droplets remained in the atmosphere and
reached upper layers, as small droplets are more easily
carried by updrafts compared to large raindrops. With
such small droplets, the latent heat of the condensation
process was released at higher layers. As a result, in the
slow conversion scheme (i.e.,, DMs), the development of
the boundary layer was active, and the boundary layer
height was high (Fig. 3c).

The results from these sensitivity simulations suggest
potential modifications to improve the simple micro-
physics scheme (i.e., SMs). In addition, they aid in the
interpretation of differences between the results of
NICAM coupled with SMs, DMs, and the spectral bin
scheme.

Comparison with a bin microphysics scheme
Another approach to examine sensitivities to cloud
microphysics schemes is the use of simplified models
without dynamical feedback of cloud microphysics. A
kinematic model is widely used to separately examine
sensitivities to microphysics processes (Shipway and Hill
2012; Hill et al. 2015). Grabowski (2016) recently pro-
posed a “piggybacking” approach that separates dynam-
ical and microphysical impacts on deep convection.
Kuba et al. (2014, 2015) used a two-dimensional kine-
matic driver model (Shipway and Hill 2012) to study
shallow cloud properties simulated by a spectral bin
cloud microphysics scheme and examined the differ-
ences between NDW6 and the bin scheme; the bin
scheme examined here is a cloud microphysical model
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with a two-moment bin method based on Kuba and
Fujiyoshi (2006) and modified by Kuba and Murakami
(2010), and will be referred to as the KF-bin scheme. To
investigate the relationships between cloud microphys-
ical processes and satellite observational data, Suzuki
and Stephens (2008) examined the relationships between
mean radar reflectivity, Z,, and mean particle effective
radius, R,, values for shallow clouds retrieved from satel-
lite observations and used this information to identify
warm cloud microphysical processes. Suzuki et al.
(2010b) further analyzed the contoured frequency by op-
tical depth (CFODD) for vertical profiles of radar reflect-
ivity as a function of cloud optical depth from cloud top
to investigate cloud microphysical processes based on a
methodology adapted from Nakajima et al. (2010).

Kuba et al. (2014) reproduced a diagram proposed by
Suzuki and Stephens (2008) using a kinematic driver

model (Shipway and Hill 2012) with the KF-bin scheme
and a forward simulator of satellite measurements.
Changes in the size distribution of cloud droplets and
raindrops were traced in the two-dimensional kinematic
driver model (Shipway and Hill 2012) for a warm cloud.
Kuba et al. (2014) calculated radar reflectivity and op-
tical thickness using the numerical data output from this
model as the input for the radar simulator developed by
Masunaga and Kummerow (2005) in the Joint Simulator
for Satellite Sensors (Hashino et al. 2013).

In the Z.-R, diagram reproduced by Kuba et al. (2014),
the relationships between Z, and R, follow four paths
during the lifetime of warm clouds. In the first path,
both Z, and R, increase with an approximate
sixth-power dependency, indicating a stage of condensa-
tional growth of droplets without raindrops in the
clouds. In the second path, Z, increases sharply while R,
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stays almost constant, indicating that few raindrops
emerge in the clouds. In the third path, R, increases
while Z, stays almost constant, indicating a stage of co-
alescence of droplets; precipitation reaches the ground
at the end of this path. In the fourth path, both Z, and
R, decrease, indicating that raindrops evaporate and pre-
cipitation weakens.

Kuba et al. (2015) followed Kuba et al. (2014) and in-
vestigated the relationships between horizontally aver-
aged radar reflectivity, Z,,, and cloud optical depth from
cloud top, 7, to examine cloud microphysical processes
inferred from the CFODD by Suzuki et al. (2010b) and
Sato et al. (2012). Kuba et al. (2015) used the same kine-
matic model with the KF-bin scheme and the satellite
simulator to depict vertical profiles of radar reflectivity
of warm clouds in the same way as Kuba et al. (2014).
Figure 4 shows the relationship between Z,, and 7, at
2.5-min intervals in cases of continental cloud condensa-
tion nuclei (Figs. 4a—d) and maritime cloud condensa-
tion nuclei (Figs. 4e—h). This indicates three patterns in
the relationships related to cloud microphysical pro-
cesses. In the first path, Z,, increases slightly with a de-
crease in 75 or with an increase in altitude (A arrows in
Figs. 4a, b, €). In the second path, Z,, increases with an

Page 8 of 29

increase in 7, in the upper part of cloud (B arrows in
Figs. 4c, d, f-h). Then, in the third path, Z,, decreases
with an increase in 7, in the lower part of cloud and
under the cloud base (C arrows in Figs. 4f, g). The cloud
microphysical processes affect the relationship between
Z,, and 1, (Fig. 4). When Z,, increases linearly with a
decrease in 7, (A arrows in Fig. 4), the number of small
raindrops increases. This is caused by coalescence be-
tween cloud droplets (i.e., the auto-conversion process).
When Z,, increases with z, in the upper part of cloud (B
arrows in Fig. 4), the mode radius of raindrops increases.
This is caused by coalescence between falling raindrops
and cloud droplets (i.e., the accretion process). In the
third path, Z,, decreases with 7, in the lower part of
cloud and under the cloud base (C arrows in Fig. 4).
This is caused by a decrease in the number of raindrops
with 7, in the lower part of cloud and under the cloud
base (i.e., sedimentation and evaporation). Kuba et al.
(2015) also found that the bulk collection efficiency has
a partially positive correlation with the slope factor of
the relationships between Z,, and 7, (changing rate of
Z,, to 1) near the cloud top in a later stage of cloud life-
time. Overall, Kuba et al. (2015) reproduced the basic
characteristics of the vertical structures of the CFODD

-
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shown by Suzuki et al. (2010b) and Sato et al. (2012)
and suggest that the methodology using the kinematic
driver is useful for studying cloud microphysical
processes.

Kuba et al. (2018, personal communication) further
compare different cloud microphysics schemes and
propose a method for improving cloud microphysics
schemes. They compared NDW6 with the KF-bin
scheme using the two-dimensional kinematic driver
model and a forward simulator of satellite measure-
ments, following the approach by Kuba et al. (2014,
2015). They found that accumulated surface rainfall
amounts are relatively similar but that the vertical distri-
butions of rain-water mass are different. They deter-
mined that this difference is caused by overestimations
of falling velocity of raindrops in NDW6. They also
found that the slope factor of the relationships between
Z,, and 1, near the cloud top in a later stage of cloud
lifetime is smaller in NDW6 than in the KF-bin scheme,
which is also caused by the overestimation of raindrop
falling velocity in NDW®6. Furthermore, Kuba et al.
(2018, personal communication) found that suitable
choices for a shape parameter, v,, of a gamma distribu-
tion assumed as raindrop size distribution in NDW6 can
improve the estimation of raindrop falling velocity. Ob-
servational data on raindrop number at ground level and
from satellites can be used to adjust v, in NDW6 if the
data can be classified by the environmental conditions of
clouds.

Cloud and circulation changes

Climate projection simulations by NICAM

Climate projection simulations using NICAM have been
conducted in a time slice approach by focusing on the
changes in clouds and circulation systems, such as trop-
ical and extra-tropical cyclones, between two different
climates. That is, a set of experiments are conducted
under the current climate condition and under the fu-
ture climate condition by using the specified sea surface
temperature (SST) of the respective situations, rather
than an atmosphere-ocean coupled model. To be pre-
cise, the recent Atmospheric Model Intercomparison
Project (AMIP) type and future climate experiments
using NICAM by Kodama et al. (2015) and Yamada et
al. (2017) were conducted with a slab ocean model
nudged toward the specified SST.

In earlier attempts, Miura et al. (2005) examined simu-
lated cloud changes by comparing an aqua planet experi-
ment under a control condition with that under a
warmer condition with SST uniformly increased by 4 K.
Their projected cloud changes were the first result from
a global non-hydrostatic model with cloud microphysics
schemes and without cumulus parameterization. The
projected changes were found to be very different from
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those obtained by coarser-resolution GCMs with cumu-
lus parameterization. Around the same time, Wyant
et al. (2006) simulated a cloud response using a GCM
with super parameterization (superparameterized Com-
munity Atmosphere Model; SP-CAM). Wyant et al.
(2006) compared their result with the NICAM results of
Miura et al. (2005) and found similarities and differences
between the two models. In the high latitudes poleward
of 50°, both models have strong cloud fraction increases
despite their different surface boundary conditions. In
the subtropics and tropics, the models showed opposite
response of clouds: SP-CAM cloud fraction increased in
the Intertropical Convergence Zone (ITCZ), while the
NICAM cloud fraction decreased in the ITCZ. Such dif-
ferences in cloud feedback in low latitudes by
high-resolution models are reviewed by Bretherton
(2015).

Collins and Satoh (2009), Satoh et al. (2012), and
Tsushima et al. (2014) further analyzed a series of the
perpetual July experiments between the control and the
warming conditions based on the NICAM simulation
results by Iga et al. (2007, 2011). In the tropical to
sub-tropical area, they all showed that upper clouds
increase as climate becomes warmer but ice water path
(IWP) decreases. Such cloud responses are different
from other GCMs (Tsushima et al. 2014), and the differ-
ence have been found to be robust. Satoh et al. (2012)
examined the reason for the decrease in IWP and argued
that the future weakening of circulation leads to a reduc-
tion of the ice production rate. This mechanism was re-
cently used by Bony et al. (2016) to explain the
“shrinking” of tropical upper clouds simulated by their
GCMs. However, as described above, the NICAM results
show an increase in upper clouds, so more detailed dis-
cussions are required to resolve this contradiction.

Chen et al. (2016) conducted similar experiment as
Collins and Satoh (2009), Satoh et al. (2012), and
Tsushima et al. (2014), but used two different cloud
microphysics schemes: NSW6 and NDW6. The results
of high-cloud changes and IWP were very similar in the
two schemes, suggesting that these responses are robust,
at least when using NICAM.

These studies raise the question of why such
high-cloud responses occur and why the high-cloud re-
sponses of NICAM are different from those of the other
GCMs. Noda et al. (2014) partly answered the latter
question by analyzing the areal size distribution and ra-
diative effects of high clouds. Changes in cloud clusters
are a main focus of the NICAM subgroup of the SOU-
SEI program. Because cloud distributions simulated by
NICAM look similar to those observed in satellite im-
ages (Miura et al. 2007), the area coverage of high clouds
is analyzed and compared with observations (Inoue et al.
2008). Using this method, Noda et al. (2014) compared
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the distribution of cloud size in the two climates and
found that the number of smaller high clouds is more
drastically increased in the warmer climate and that the
cloud radiative forcing by smaller clouds less than about
50 km in radius contributed to the positive feedback by
LWCRE. Such small-scale clouds are not generally expli-
citly represented by ordinary GCMs and parameterized
by cloud macro-physics schemes such as cloud fraction,
but they are explicitly represented in NICAM. These
findings suggest that assumptions introduced in the
cloud macro-physics schemes should be examined more
closely and compared with explicit calculations using
cloud microphysics schemes to understand the different
responses of high clouds between models. Noda et al.
(2016) extended this approach to examine the fixed anvil
temperature (FAT) hypothesis (Hartmann and Larson
2002) as described below.

Projected changes in circulation systems are also
examined using NICAM simulations. Since deep con-
vective circulations are explicitly represented by
NICAM, future changes in cloud systems can be exam-
ined together with changes in meso-scale properties and
their embedding synoptic structures. TC changes were
examined by Yamada et al. (2010), who used NICAM to
show decreases in the number of TCs and more fre-
quent intensive cyclones, consistent with other GCMs
(Knutson et al. 2010). They further examined the eye
wall structures and showed that eye wall height tends to
increase with TC intensity. Yamada and Satoh (2013) ex-
amined projected changes in ice and liquid clouds asso-
ciated with TCs. These studies are based on the results
of 5-month simulations, which are too short to explore
basin-scale differences or inter-annual variabilities. Re-
cently, however, Yamada et al. (2017) used the K com-
puter to extend these experiments to a multi-decadal
time scale: the AMIP-type experiment under the
present-day climate condition and the corresponding ex-
periment under the future climate condition (Kodama et
al. 2015; Satoh et al. 2017). Yamada et al. (2017) showed
basin-scale changes in TCs and seasonal variations. In
general, the global TC statistics from the NICAM simu-
lations were consistent with those reported by Knutson
et al. (2010). Yamada et al. (2017) further analyzed the
structural changes in TCs and showed that the horizon-
tal scale of TCs increased with warming when compared
between TCs of the same categories in the two climates.
Using these simulation results, Satoh et al. (2015) ana-
lyzed convective mass flux associated with TCs and pro-
posed a constraint for a future decrease in the number
of TCs.

Future changes in extra-tropical cyclones are exam-
ined by Kodama et al. (2014) using the aqua planet ex-
periments conducted by Yoshizaki et al. (2012). Their
simulation shows that, similar to the TC response, the
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frequency of extra-tropical cyclones decreased but the
cyclones slightly intensified on average. The storm track
moved poleward, consistent with other GCMs.

In the subsequent subsections, we review the out-
comes of the SOUSEI program, the analysis of cloud size
statistics, upper cloud changes, and extra-tropical cyc-
lone changes in more detail.

Changes in the size distribution of high clouds

As reviewed in the previous section, increased
high-cloud coverage is consistently observed in NICAM
simulations (Collins and Satoh 2009; Satoh et al. 2012;
Tsushima et al. 2014; Chen et al. 2016). To explore the
characteristic change in high clouds, we show the size
distribution of high cloud in Fig. 5, along with satellite
data. Here, we show additional cloud size analysis of the
1-year present-day control simulations and global warm-
ing simulations at mesh size of 7 km and 14 km used by
Noda et al. (2016). We defined a high-cloud region as
one where the modeled OLR was less than 210 W m™2,
Cloud sizes are shown as an equivalent radius of a circle,
and thus, the minimum radius is approximately half of
the model grid size (Noda et al. 2012, 2014).

The NICAM result shows good agreement with the
satellite data except for clouds with a radius smaller than
30 km, which show negative bias in the frequency. How-
ever, this bias is improved by reducing the grid size from
14 to 7 km, consistent with Inoue et al. (2008). Under
the warmer condition, the number of clouds increases in
all radius bins. In particular, smaller clouds increase in
frequency more than larger clouds. The smaller clouds
contribute more to the increase in the total high-cloud
coverage under the warmer condition.

Changes in OLR due to changes in high clouds directly
affect projected changes to the global radiative budget.
We define a diagnostic equation for the changes in OLR
which decomposes relative contributions of various
cloud properties: cloud emissivity (¢), cloud-top
temperature (Tct), and clear-sky OLR (F®). The re-
sponse of OLR, F, to global warming A, can be approxi-
mated as.

A?”);(a—F) Ag 4+ < oF ) ATcr”
de Ter, FELR aTTC ¢, FCLR

oF —er®
+ ( ) A FCLR
IFR &Tcr

= FAZ9 + FpAT o + FpaFOR”,

(1)

where

B 4 ——(f
Fo=o(Ter") R, 2)
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An overbar with a prefix i denotes an average over ith
cloud area. Those values are hereafter shown by being
binned according to the cloud radius. Using the above
formulae, one can evaluate the contributions of ¢, Tcr,
and F°'® to changes in F.

Figure 6 shows the contribution of each term of (1);
the vertical axis is the accumulated contribution of the
cloud size whose radius is less than the value in the hori-
zontal axis. The contribution of each term clearly differs
depending on cloud size; the change in Tct contributes
more to clouds smaller than 400 km in radius. In con-
trast, changes in both Tcr and & contribute almost
equally to clouds larger than 400 km. The contribution
of the change in F'* is minor relative to the other two
elements, and it acts to reduce OLR. The contribution
of ¢ increases rapidly for clouds up to 300 km in radius,
followed by an almost linear increase, and then asymp-
totically approaches a constant value (Fig. 6b). In con-
trast, the contribution of Tcr increases almost linearly,
independent of cloud size, and eventually approaches a
constant value. The net contributions of the two ele-
ments are comparable. The contribution of F*'* is one
order smaller than that of the other elements.

Hartmann and Larson (2002) claimed that Tt is kept
almost constant, irrespective of surface temperature,

which is referred to as the FAT hypothesis. Our analysis
reveals that the FAT hypothesis is valid for smaller high
clouds for which the contribution of Tcr change is
smaller than that of ¢ change. However, the validity of
the hypothesis can be uncertain for larger clouds be-
cause changes to both Tcr and ¢ contribute almost
equally to OLR change; the former contribution is not
negligible. In other words, whether the FAT hypothesis
holds or not depends on which size of cloud primarily
increases or decreases due to global warming. This sug-
gests that the size distribution of high clouds should be
examined for more reliable projections of radiation
budget.

High cloud changes in two different microphysics scheme
experiments

Clouds play an important role in the uncertainty of the
climate projection under the global warming condition
because of their influence on the energy balance of the
atmosphere (Hartmann et al. 1992). The uncertainty of
GCM-simulated climate projection comes from the large
spread in cloud responses to global warming as found in
CMIP3 and CMIP5 (Vial et al. 2013). In particular, we
focus on cloud ice simulations (Waliser et al. 2009; Li et
al. 2013).

Chen et al. (2016) examined how cloud responce
changes by using NICAM with two cloud microphysics
schemes, NSW6 and NDW6, and compared these re-
sults with those of the GCM simulations from CMIP3
and CMIP5. The aim of their study was to reveal
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whether the responses of clouds, particularly high
clouds, to global warming in NICAM simulations are ro-
bust irrespective of the choice of cloud microphysics
schemes. Chen et al. (2016) further calculated the cloud
radiative feedback of the results from NSW6 and NDW6
using the cloud radiative kernel proposed by Zelinka et
al. (2012). Because the available integration time was
limited to 1 year for NSW6 and to the boreal summer
experiment from June to August for NDW6, Chen et al.
(2016) focused on the longwave (LW) cloud feedback,
which exhibit a smaller seasonal dependency compared
with SW cloud feedback. The 1-year experiment with
NSW6 is referred to as NSW6-ANNUAL, the boreal
summer experiment with NSW6 as NSW6-JJA, and the
experiment with NDW6 as NDW6-JJA.

Figure 7 plots the global mean SW, LW, and net cloud
radiative feedback corresponding to all clouds and each
type of clouds, with clouds classified by cloud top pres-
sure (CTP) and cloud optical depths (COD). The results
from CMIP5 and the Cloud Feedback Model Intercom-
parison Project Phase 2 (CEMIP2*) for each model and

their average are also plotted for comparison. The com-
parison between NSW6-ANNUAL and NSW6-JJA indi-
cates that the seasonal variation in the net cloud
feedback comes mainly from the seasonal variation in
the SW cloud feedback and that the LW cloud feedback
are almost stable irrespective of season. The differences
in the LW cloud feedback between NSW6-JJA and
NDW®6-JJA are then examined; the total LW cloud feed-
back and those of almost all the cloud categories for
both NSW6 and NDW6 are within the uncertainty of
the CMIP5/CFMIP2 model ensemble (Fig. 7). However,
there is an exception; the LW cloud feedback attributed
to the thin-cloud response to global warming are consid-
erably larger than those in the CMIP5/CFMIP2 model
ensembles.

Figure 8 decomposes the LW cloud feedback shown in
Fig. 7 into each cloud category for NSW6-JJA (Fig. 8a)
and NDW6-JJA (Fig. 8b). The results demonstrate that
the large positive LW cloud feedback are attributed
mostly to cirrus clouds (high and thin clouds) in both
NSW6-JJA and NDW6-JJA. This large cirrus cloud
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contribution to the LW cloud feedback is dominated by
clouds with CTP <180 hPa for both NSW6-JJA and
NDW6-JJA. For NSW6-JJA, clouds with CTP < 180 hPa
and COD < 3.6 contribute to the positive LW cloud feed-
back, whereas clouds with CTP > 180 hPa contribute to
negative LW cloud feedback. For NDW®6-JJA, among
high clouds, clouds with CTP <310 hPa contribute to
positive LW cloud feedback, whereas LW cloud feed-
back of clouds with CTP <180 hPa and 1.3 <COD < 3.6
are slightly negative. This difference is consistent with
the difference in cloud fraction response to global warm-
ing (not shown).

Figure 9 shows the zonal mean distributions of cirrus
cloud (high and thin cloud) change and the LW cloud
feedback attributed to cirrus cloud changes for
NSW6-JJA (Fig. 9a) and NDW6-JJA (Fig. 9b). For
NSWe6-JJA, the cirrus cloud fraction significantly in-
creases in the tropics and, as a result, the LW cloud
feedback attributed to cirrus clouds are mostly dominant
in the tropics. In contrast, although the NDW6-JJA cir-
rus cloud fraction changes mainly in the tropics, appre-
ciable changes occur in the mid-latitudes. This means
that the LW cloud feedback from cirrus clouds dominate
in the tropics, although they are non-negligible in the
mid-latitudes.

As described above, Chen et al. (2016) indicated that
projected changes of high clouds simulated by NICAM
with the two different cloud microphysics schemes show
similar increases in high and thin clouds over the tropics
and the subtropics. Chen et al. (2016) further analyzed
the difference between the two schemes and found that

the change in the effective radius of ice particles has a
non-negligible impact on LWCRF in NDW6 through
emissivity of clouds. This result demonstrates the im-
portance of ice cloud microphysics in making more ac-
curate assessments of cloud radiative forcing.

Clouds, precipitation, and storm changes in the multi-
decadal experiments

As introduced earlier in this review, a long-term
multi-decadal simulation using NICAM with a horizon-
tal 14 km mesh has been achieved (Kodama et al. 2015;
Satoh et al. 2015, 2017; Yamada et al. 2017). The
NICAM 14 km AMIP-type simulations were performed
for the present climate of 1979-2008 and the future cli-
mate of 2074-2100. The present simulation was ana-
lyzed by Kodama et al. (2015) and Satoh et al. (2017),
while Satoh et al. (2015) and Yamada et al. (2017)
discussed projection of TCs using the present and the
future simulations. Kodama et al. (2015) and Satoh et al.
(2015) only used the first 20 years simulation from June
1979 to May 1998, because of the simulation was not
finished at the time these papers were published. In this
and the next subsections, we review future changes in
cloud and precipitation and associated circulation
changes, such as TCs and storm tracks, due to global
warming using outputs of long-term NICAM
simulations.

NSW6 was utilized to explicitly calculate cloud micro-
physics without a cumulus parameterization scheme.
The atmospheric radiation transfer scheme MSTRNX
(Sekiguchi and Nakajima 2008), a second-order
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turbulence closure scheme (Nakanishi and Niino 2006;
Noda et al. 2010) and the land surface model MATSIRO
(Takata et al. 2003) have been used. A slab ocean model
was utilized to simulate SSTs, which were nudged to-
ward Taylor-corrected (Taylor et al. 2000) HadISST1
values in the present-day climate simulation. In the fu-
ture climate simulation, the simulated SSTs were nudged
toward future SSTs, which were estimated by adding the
SST differences between the present-day (1979-2003)
and future (2075-2099) climate periods to the
HadISST1 values. The SST differences were obtained
from outputs of the CMIP3 dataset of the World Cli-
mate Research Program (WCRP) (Mizuta et al. 2008).
Figure 10 shows the climatological daytime cloud
amount and its future change for high, middle, and low
clouds. The cloud amount was estimated using the
International  Satellite Cloud Climatology Project
(ISCCP) simulator (Klein and Jakob 1999; Webb et al.
2001). The high-cloud amount is increased, as shown by
the upper panels of Fig. 10, consistent with the results of
previous studies using NICAM (Satoh et al. 2012; Chen

et al. 2016). The low-cloud amount is decreased between
60°S and 60°N, which is prominent near the west coast
of continents, and is increased at high latitudes (polar
side of about 60°S and 60°N). The decrease in the
low-cloud amount is also related to an increase in
cloud-top height due to warming SST. The reduction of
the low-cloud amount is similarly seen in many conven-
tional GCMs (Zelinka et al. 2013, 2016, 2017).

Figure 11 shows the seasonal climatological means of
the simulated precipitation rate and its future change
during June—July—August (JJA), September—October—
November (SON), December—January—February (DJF),
and March—April-May (MAM). Under the future cli-
mate condition, the global averaged precipitation rate in-
creased by approximately 1.0 mm day " for all seasons.
The distribution of zonal mean precipitation rates is
shown in the right panels of Fig. 11. The model projects
that the precipitation rate is increased in the tropics,
slightly decreased over the subtropics, and increased at
the higher latitudes. An increase is prominent near ITCZ
throughout all seasons. Clear decreases are seen over the



Satoh et al. Progress in Earth and Planetary Science (2018) 5:67

Page 15 of 29

a NSWB—-JJA
] ] ] 1 1
R
3
4
£
&
= _4 | Cirrus Change: 1.01 %
* | Cirrus LW Feedback: 0.37 W m~2 K-!
i T T T T T
80°S 60°S 30°S EQ 30°N  60°N 80°N
LATITUDE
b NDW6—-JJA
l 1 1 1 1 1
4. 4
SN
3
X
&
=
= 1 .
= _, | Cirrus Chonge: 1.13 %
| Cirrus LW Feedback: 0.39 W m~2 K-!
| T T T T T |
80°S 60°S 30°8S EQ 30°N  60°N 80°N
LATITUDE
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subtropical eastern North Pacific during JJA, and the
tropical Indian Ocean during JJA and SON.

The change in TC activities is documented in Satoh et
al. (2015) and Yamada et al. (2017). Precipitation related
to TCs has been investigated in previous studies (Rodgers
et al. 2000; Scoccimarro et al. 2014), which used an obser-
vational dataset to show that TCs contributed consider-
ably to rainfall over the subtropical eastern North Pacific,
where the contribution was more than 40% at maximum.
Figure 12 shows the contributions of rainfall associated
with TCs to the total rainfall in the present-day and future
climate simulations for JJA, SON, DJF, and MAM. Here,
rainfall associated with TCs is defined as rainfall within
500 km from the center of the TC (hereafter, referred to
as TC-rainfall). The TC-rainfall rate is high over the

subtropics during all seasons in both climate conditions
(right panels of Fig. 12). In the present-day climate simula-
tion, the contribution of TC-rainfall to total rainfall is
more than 60% during JJA and SON over the subtropical
eastern North Pacific, where TCs are frequently generated
during these seasons. This result is qualitatively consistent
with observational studies (Rodgers et al. 2000; Scocci-
marro et al. 2014). Under the future climate condition, the
TC-rainfall rate during JJA is decreased over the subtrop-
ical eastern North Pacific (center panels of Fig. 12), where
the total precipitation rate is also decreased (center panels
of Fig. 11). Therefore, future change in TCs appears to
contribute to the decrease in precipitation over the sub-
tropical eastern North Pacific in the future climate
simulation.
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Fig. 10 Annual mean International Satellite Cloud Climatology Project (ISCCP) daytime cloud amount (%). Panels represent high, middle, and low
clouds from top to bottom. a Results of the present-day climate simulation (1979-2003) with ISCCP simulator. b Differences between the future
climate (2075-2099) and present-day climate simulations with ISCCP simulator. ¢ The zonal mean (ZM) and global mean (GM) values for the
present-day climate simulation (black) and the future climate simulation (red). Adapted from Chen et al. (2016)
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Storm track and its cloud radiative effect
It is still unclear how clouds interact with large-scale cir-
culation in the extratropics. Many studies using GCMs
project a poleward shift of the storm track, a reduction
in the total number of extratropical cyclones, and an in-
crease in the number of intense extratropical cyclones
due to global warming (Geng and Sugi 2003; Yin 2005;
Mizuta 2012). Most GCMs also project a negative cloud
feedback by SW radiation in the higher latitudes
(Zelinka et al. 2012) in association with an increase in
liquid water optical depth (Ceppi et al. 2015;
Bodas-Salcedo et al. 2016). It has also been suggested
that enhanced extratropical cyclone intensities due to
global warming induce more SW cooling and more LW
warming (Tselioudis and Rossow 2006). In contrast, a
poleward shift of the storm track does not seem to in-
duce a significant positive SW cloud radiative effect in
the southern hemisphere (Grise and Polvani 2014).
These previous studies employed conventional GCMs
with a mesh size of O (10* km). Much higher horizontal
resolution is necessary to reproduce fine-scale structures
of extratropical cyclones such as cold and warm fronts.
Bengtsson et al. (2009) and Champion et al. (2011)
used global models with 40-60 km horizontal resolu-
tions and projected an increase in precipitation around
extratropical cyclones due to global warming. They also
suggested a need for non-hydrostatic model simulations
with finer horizontal resolution to study the responses of

precipitation and wind fields. Miura et al. (2005) ana-
lyzed a set of short-term aqua planet experiments and
found that high-latitude total cloud amount responded
differently to an increase in SST between 7 km mesh
NICAM and T42 (2.8°) GCM. Kodama et al. (2014) fur-
ther analyzed the output of aqua planet experiments
using 14 km mesh NICAM and showed an increase in
liquid water optical depth and enhancement of SW cool-
ing, consistent with the GCM results.

In this subsection, we show additional analysis of the
cloud radiative effect in the extratropics using the output
data of the present-day and future climate simulations
described in the previous subsections. We focus on the
southern hemisphere for simplicity. Mean sea level pres-
sure, temperature, and wind fields from the JRA-55 re-
analysis dataset (Kobayashi et al. 2015; Harada et al
2016) and cloud radiative effect from CERES SYNldeg
computed product (Loeb et al. 2009) are used to evalu-
ate the performance of the present-day climate
simulation.

We detected and tracked extratropical cyclones in the
reanalysis and simulations based on the mean sea level
pressure. The mean structure of a field variable around
extratropical cyclones was diagnosed by compositing it
against cyclone centers following the methodology de-
scribed by Kodama et al. (2014) with slight modifica-
tions. In addition, the relationship between the location
of the mid-latitude low-level jet and the magnitude of
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Fig. 11 Seasonal mean climatological precipitation rates (mm day™') throughout the year. Panels show June—July-August (JJA),
September-October-November (SON), December—January-February (DJF), and March-April-May (MAM). a Results of the present-day
climate simulation (1979-2003). b Differences between future climate (2075-2099) and the present-day climate simulation. ¢ The zonal
mean (ZM) and global mean (GM) values for the present-day climate simulation (black) and the future climate simulation (red)

the cloud radiative effect was analyzed following Grise
and Polvani (2014). First, anomalies from monthly mean
climatology were taken for LW and SW cloud radiative
effects and peak latitude of the zonal mean zonal wind
at 1500 m in altitude (hereafter, jet latitude). Then, re-
gressions on the jet latitude were calculated to obtain
changes in the LW and SW radiative effects by jet shift
of 1° in latitude.

Figure 13a, d shows the mean horizontal structures of
the observed LW and SW cloud radiative effects around
extratropical cyclones in the southern hemisphere. Net
cloud radiative effect is negative as a result of a compen-
sation between SW cooling and LW warming. A charac-
teristic comma-like pattern is evident around the
poleward and eastward sides of the cyclone center.
Overall, results from the present-day climate simulation
(Figs. 13b, e) capture the observed horizontal structure
of the LW and SW cloud radiative effects around extra-
tropical cyclones. The simulated LW cloud radiative ef-
fect agrees well with observation, with slightly warmer
bias. The model underestimates SW cloud radiative
cooling by roughly 10 W m™ or more, which is

consistent with an underestimation of the zonal mean
low- and middle-level cloud fractions (Kodama et al.
2015).

Figure 13c, f shows the responses of LW and SW
cloud radiative effects to global warming. SW cloud ra-
diative cooling is enhanced in the entire extratropics and
peaks near the cyclone center. LW cloud radiative
warming is slightly increased around the poleward and
eastward sides of the cyclone center. These changes in
SW and LW cloud radiative effects resemble changes in
the liquid and ice water paths, respectively (not shown),
which are consistent with the results of the aqua planet
experiments (Kodama et al. 2014). The magnitudes of
the changes in SW and LW cloud radiative effects
(scaled by changes in surface air temperature) are far
greater in the aqua planet experiments than in this
study.

Figure 14 shows changes in the LW and SW cloud ra-
diative effects. This reflects effects of the 1° poleward
shift of the jet latitude. The simulated jet, on average, is
located at 50°S. As the jet shifts poleward, the anomaly
of the LW cloud radiative effect becomes positive in the



Satoh et al. Progress in Earth and Planetary Science (2018) 5:67

Page 18 of 29

JUA

SON

DJF

MAM

90°W

0°  90% 180° 0° 0°

2 10 20 30 40 50 60
%

90°F
2 10 20 30 40 50 60

Fig. 12 Seasonal mean climatological contributions (%) of rainfall associated with tropical cyclones to total rainfall. Results of the a present-day
climate simulation (1979-2003) and b the future climate simulation (2075-2099). ¢ The zonal mean (ZM) values for the present-day climate
simulation (black) and for the future climate simulation (red). The rainfall associated with tropical cyclones is defined as rainfall within 500 km
from the center of tropical cyclones. The panels follow the same seasons as defined in Fig. 11
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poleward flank of the jet latitude and negative in the
equator flank. The response of SW cloud radiative ef-
fects to the jet shift is small in the extratropics and nega-
tive in the subtropics. Grise and Polvani (2014) showed
that, as the jet shifts poleward, half of the CMIP5
models (type I models in their study) reproduce the
positive anomaly of SW cloud radiative effect induced
by the poleward jet shift, whereas the other half (type II
models) show no significant changes in SW cloud radia-
tive effect. Analysis of the CERES product supports type
II models (Grise and Polvani 2014). Our model is also
consistent with the type II models, supporting the dis-
covery that the position of the dynamic storm track does
not influence the cloud radiative effect in the
mid-latitudes.

Discussion

Cloud feedback

For the past decade, seasonal- to annual-scale simula-
tions by NICAM have been used to investigate clouds,
circulation, and climate sensitivity. Using outputs of

14 km mesh present-day and future climate simulations
by NICAM (Kodama et al. 2015), we estimated the cloud
feedback by analyzing the dataset for the climate-scale
output (Fig. 15). As a result, the cloud feedback parame-
ters derived from the NICAM climate simulations
(Fig. A2 in Chen et al. 2016; Fig. 15) are quantitatively
similar to those from seasonal- to annual-scale simula-
tions (Fig. 7). Specifically, positive LW radiative feedback
from thin cloud (mainly cirrus) changes, which has been
suggested to be different from other GCMs by Chen et
al. (2016), is still found in NICAM climate simulations.
In addition, low-level cloud is decreased more due to
global warming compared with the CMIP3 and CMIP5
models, leading to a greater positive SW feedback. Note
that the low-level cloud fraction simulated by NICAM is
largely underestimated compared with satellite observa-
tions (Kodama et al. 2015). Comparison of Figs. 15 and
7 also indicates that the long-term climate-scale simula-
tion is necessary to quantitatively assess cloud feedback
and therefore climate sensitivity. For example, the total
cloud feedback obtained from the short-term NICAM
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simulation (Fig. 7) is greater than that obtained in al-
most all the CMIP3 and CMIP5 models, whereas the
total cloud feedback from the long-term NICAM climate
simulation (Fig. 15) is comparable with that of the
CMIP3 and CMIP5 model ensembles.

In the near future, historical simulations using
NICAM with 56, 28, and 14 km meshes will be per-
formed under the protocol of the Coupled Model

Intercomparison Project Phase 6 (CMIP6) High Reso-
lution Model Intercomparison Project (HighResMIP;
Haarsma et al. 2016). The use of multiple horizontal
resolutions may provide us with an explanation of the
different cloud responses among GCMs and NICAM
(and global cloud-system resolving models). The influ-
ence of vertical resolution on cloud feedback should
also be investigated, as a vertical resolution of 400 m

-
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Fig. 14 Response of cloud radiative effects to poleward jet shift in a present-day climate simulation (W m 2 degree™'). a Longwave cloud radiative
effects (LWCRE); b shortwave cloud radiative effects (SWCRE). Gray dotted circles represent latitudes in 10° increments between 20°S and 80°S. Values
at the top of each panel are spatial mean regressions averaged over 30°S-60°S. See main text for analysis method
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Fig. 15 Cloud feedback parameters (W m 2 K™') contributed from cloud radiative effects. Cloud categories follow those described in Fig. 7. “Inv"
means invisible clouds. Longwave (red), shortwave (blue), and net cloud radiations (black) are derived from NICAM (rhombus), CMIP3 (left panel,
dot), and CMIP5 models (right panel, dots). Ensemble means of CMIP3 and CMIP5 models are shown as bars. For NICAM, outputs of present-day
(1979-2003) and future (2075-2099) climate simulations are used. Cloud feedback parameters of CMIP3 and CMIP5 models were provided by Dr. Mark
Zelinka and are the same as in Fig. 8 of Zelinka et al. (2012) except that a small bug has been fixed

is necessary to resolve cirrus clouds (Seiki et al.
2015b). The HighResMIP simulation, which covers
1950-2014, will also provide us with the first oppor-
tunity to discuss decadal variability using a global
cloud-system resolving model. For example, Zhou et
al. (2016) analyzed their own historical and future cli-
mate simulations by using a GCM and found that the
cloud feedback parameter derived from the recent
30-year simulation is smaller than that from the re-
cent 100-year and future climate simulations, seem-
ingly due to a different spatial pattern of SST rise.

Constraining climate sensitivity using observation is
also of great interest to reduce uncertainty in climate
sensitivity. It has been suggested from observed interan-
nual variability that high-level cloud fraction tends to
decrease as SST increases (Zelinka and Hartmann
2011; Su et al. 2017). By breaking down high-cloud
change into optical depth, however, cirrus cloud can
cause a significant increase in cloud radiative feed-
back (Zhou et al. 2014). Recent analysis found that a
net decrease in tropical high-cloud fraction is due to
a compensation of a decrease in cirrostratus and deep
convective clouds and an increase in cirrus cloud,
and that the relationship between near-global mean
high-cloud fraction and SST are insignificant (Liu
et al. 2017). These similarities and differences among
observations, NICAM, and GCMs should be further
investigated to offer clues to reducing uncertainty in
climate sensitivity.

Future directions

Despite the outcomes of the SOUSEI project, we
acknowledge the need for further studies in some
areas. One of these areas concerns an increased
high-cloud coverage due to global warming, as

analyzed by Chen et al. (2016). The NICAM simula-
tions show an increase in high-cloud coverage to-
gether with a reduction in IWP in the tropics. We
need to understand the relationship between changes
in IWP and cloud coverage in the tropics, how this
response is consistent with observations, and whether
it is robust or different among other climate models.
For example, Satoh et al. (2012) used a simple model
to find that reduced convective mass fluxes led to less
IWP. Bony et al. (2016) compared the results of
GCMs that were run in a radiative-convective equilib-
rium (RCE) configuration and found that GCMs gen-
erally showed reduction of high-cloud coverage. They
attribute this partly to a reduced divergent flow near
the tropopause, which is caused by reduced convect-
ive mass flux in a stabilized atmosphere, and partly to
aggregation of convective clouds. The response of
high-cloud coverage shown by Bony et al. (2016) is
opposite to that of NICAM. Noda et al. (2014)
argued that the increase in high-cloud coverage in
NICAM is due mainly to the contribution of smaller
clouds and hence models with higher horizontal reso-
lution may show a different response for high clouds.
However, the mechanism of the dependency of cloud
changes on cloud size is not well understood. The
change in cloud size probability distribution is related
to aggregation of convective clouds, and this issue
has been studied most actively since a study on
self-aggregation of convective cloud (Bretherton et al.
2005). Recently, Wing et al. (2018) proposed inter-
comparison experiments of RCE to comprehensively
understand the response of convective clouds. RCE
simulations with NICAM suggest that the response of
high clouds in RCE are related to cloud microphysics
processes and turbulence (Ohno and Satoh 2018).
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In terms of important research topics that should be
addressed by the climate research community in the
next decade, Bony et al. (2015) proposed a study on
“Cloud, Circulation and Climate Sensitivity” as one of
the WCRP Grand Challenges. In particular, they asked
four questions: What role does convection play in cloud
feedback? What controls the position, strength, and
variability of storm tracks? What controls the position,
strength, and variability of tropical rain belts? What
role does convective aggregation play in climate?
High-resolution global nonhydrostatic models, including
NICAM, are expected to play increasingly important
roles in answering these questions. In particular, remark-
able progress in computer technology now enables
global cloud-system-resolving simulations on a
multi-decadal scale (e.g., Kodama et al. 2015). We now
need to understand the robustness of cloud feedback
processes by investigating differences between such
high-resolution climate simulations and conventional
GCM simulations.

To contribute to the forthcoming CMIP6 project
(Eyring et al. 2016), we plan to conduct climate pro-
jection studies using NICAM in cooperation with the
new call for climate projection studies in Japan, called
the Integrated Research Program for Advancing Cli-
mate Models (referred to as the TOUGOU program®),
which began in May 2017. As part of CMIP6, High-
ResMIP places more importance on higher resolution
simulations to assess more detailed changes of ex-
treme events (Haarsma et al. 2016), and we will be
expected to contribute to it. We plan to perform a
series of AMIP-type climate simulations using
NICAM with 14, 28, and 56 km meshes under a
protocol of HighResMIP in order to analyze cloud
and precipitation changes and their relationships to
large-scale circulations, as was analyzed using a previ-
ous data set (Noda and Satoh 2014; Noda et al.
2015).

Using a hierarchy of numerical models is also an ef-
fective way to accelerate improvements in our under-
standing of cloud responses to a warming world.
Idealized frameworks such as aqua planet simulations
would provide us with an essential mechanism to under-
stand cloud response due to global warming (Miura
et al. 2005; Stevens and Bony 2013; Kodama et al. 2014).
In particular, a new intermodal comparison project using
RCE simulations was recently initiated (Wing et al.
2018), and RCE results with NICAM (Ohno and Satoh
2018) show different high-cloud sensitivity to SST from
those of GCMs (Bony et al. 2016). Climate research has
suffered from the uncertainty of modeled cloud behavior
and associated large-scale circulation fields even in the
idealized aqua planet assumption, due to uncertainty
arising from cumulus parameterization (Williamson
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et al. 2013; Stevens and Bony 2013). The use of
high-resolution modeling that directly calculate cloud
processes using cloud microphysics schemes without cu-
mulus parameterization is expected to improve our un-
derstanding of cloud responses to global warming,
further reducing the uncertainties derived from different
model results.

Interaction between clouds and circulation in the
storm-track region is one of the key challenges in the
WCRP Grand Challenge, “Clouds, Circulation and Cli-
mate Sensitivity” (Bony et al. 2015). It is of great interest
to investigate interaction among radiation, latent heat,
and the development and track of extratropical cyclones
using NICAM, which explicitly treats cloud microphys-
ical processes without the aid of convection schemes.
Latent heat may not only accelerate the development of
extratropical cyclones but also affect their track and size.
A baroclinic lifecycle experiment suggested a decrease in
the horizontal scale of extratropical cyclones in a
moister world (Booth et al. 2013). Li et al. (2015) showed
suppression of the storm-track activity and a significant
change in the zonal mean basic state by switching off
cloud-radiation interactions in a GCM.

It is now possible to observe fine-scale horizontal and
vertical structures of extratropical cyclones using
high-resolution satellite data with active sensors. Some
studies have evaluated cloud and precipitation processes
around extratropical cyclone simulated by GCMs using
CloudSat (Posselt et al. 2008; Naud et al. 2010; Field
et al. 2011) and CALIPSO (Naud et al. 2010;
Bodas-Salcedo et al. 2014). Now, the Global Precipita-
tion Measurement (GPM) (Hou et al. 2014) radar prod-
ucts, which cover both the tropics and extratropics, are
available, and the vertical structure of frontal precipita-
tion in the extratropics simulated by 3.5 km mesh
NICAM was evaluated as a case study (Kotsuki et al.
2014).

In the near future, the HighResMIP dataset will help
us to improve our understanding of model bias includ-
ing resolution dependency and confidence in future
changes of cloud and precipitation associated with extra-
tropical cyclones through more comprehensive analysis
of the forthcoming high-resolution climate simulations.

Conclusions

This article reviews the outcomes of the NICAM sub-
group of the 5-year SOUSEI program, which aimed to
reduce the uncertainty in climate models due to cloud
processes using a global non-hydrostatic model. NICAM
was used to conduct numerical simulations with much
higher resolution than conventionally used GCMs by ex-
plicitly calculating cloud processes using cloud micro-
physics schemes without a cumulus parameterization
scheme. In NICAM, clouds are more realistically
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calculated with resolving meso-scale convective systems,
and it is thought that uncertainties of cloud simulations
derived from cumulus parameterizations are reduced.

In this review, we describe a newly developed
double-moment bulk cloud microphysics scheme and
stress importance of evaluation using satellite observa-
tion. We explore the uncertainties of the cloud micro-
physics scheme using a large-eddy simulation model and
a kinematic model and compare it with a bin microphys-
ics scheme. We discuss clouds and changes in weather
systems, such as tropical and extratropical cyclones,
using climate projection simulations by NICAM with
the time-slice approach. In particular, we focus on
changes in high clouds. Based on this work, we propose
analysis using the size distribution of high clouds. We
also discuss dependencies of high-cloud changes in ex-
periments using two different microphysics schemes.
Clouds, precipitation, and storm changes are also ana-
lyzed using the multi-decadal experiments by NICAM.

We estimated the cloud feedback parameters simu-
lated by NICAM and discussed their uncertainties. Fi-
nally, we explore the prospects for research into global
warming using NICAM, which are currently being pur-
sued in the TOUGOU program.

It is thought that high-resolution global non-hydrostatic
models without cumulus parameterization will reduce
uncertainties due to clouds in estimates of cloud sensitiv-
ity. Although the ambiguities related to cumulus
parameterization are absent, another type of uncertainty is
introduced by the cloud microphysics schemes. How-
ever, clouds simulated by these models are more feasible
to direct comparison and evaluation with satellite obser-
vational data, which cover the entire globe with high
resolution. Comprehensive evaluations of simulated
clouds are achievable using satellite simulators (Hashino
et al. 2013). Cloud microphysics schemes also offer vari-
ous choices for constructing schemes: classification of
hydrometeors, number of moments of prognostic vari-
ables or treatment of size distributions of hydrometeors,
and cloud habits such as shape and density. While
double-moment bulk cloud microphysics schemes are
expected to show good performance as shown in this
study, single-moment bulk cloud microphysics schemes
are still useful (Roh and Satoh 2014). Although bin
cloud microphysics schemes used in high-resolution
global models require computer power that is an order
of magnitude larger than bulk cloud microphysics
schemes, they are used as a reference for other simpler
cloud microphysics schemes.

High-resolution global non-hydrostatic models capture
meso-scale convective systems over the globe and then
reproduce large-scale organized convective systems, in-
cluding TCs, extratropical cyclones, and cloud clusters
in the tropics. Evaluations of these meso-scale
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convective systems add another dimension to model
evaluations, which were not possible for GCMs. Cloud
size analysis is an example of the evaluation of cloud
systems (Fig. 5). Through these efforts, the use of this
type of high-resolution models will lead to reduction in
the uncertainty in climate sensitivity related to cloud
processes.

Even though high-resolution global non-hydrostatic
models reproduce realistic cloud structure, they still
have biases in climatology, such as distributions of pre-
cipitation (Kinter et al. 2013; Kodama et al. 2015). They
still have other ambiguities of GCMs including shallow
clouds and planetary boundary layer schemes. Coupling
to ocean and land models also introduces sources of
model bias. Although uncertainties related to cloud pro-
cesses may be reduced, continuous efforts are required
to improve model biases and total reproducibility of cli-
matology. The new DYAMOND project® involves the in-
tercomparison of global non-hydrostatic models with
mesh size less than 5 km. Studies such as this one will
help to elucidate the advantages and limitations of
high-resolution global non-hydrostatic models.

Endnotes

'SOUSEI Program https://www.jamstec.go.jp/sousei/
eng/. Accessed 15 Oct 2018.

*Earth  Simulator  http://www.jamstec.go.jp/es/en/.
Accessed 15 Oct 2018.

3CMIP5 https://cmip.linl.gov/cmip5/. Accessed 15 Oct
2018.

*CEMIP2  https://www.earthsystemcog.org/projects/
cfmip/cfmip2-cmip5. Accessed 15 Oct 2018.

*TOUGOU program http://www.jamstec.go.jp/tougou/
eng/. Accessed 15 Oct 2018.

*DYAMOND https://www.esiwace.eu/services/dya-
mond. Accessed 15 Oct 2018.

Appendix

Description of NDW6

In the SOUSEI program, Seiki et al. (2014, 2015a, b)
evaluated and improved the ice cloud microphysics in
NDW®6. Seiki et al. (2014) proposed a simple but effi-
cient method to model non-sphericity of ice particles.
Uncertainties in ice cloud modeling originate partly from
the uncertainties in the interrelationships among the
mass x, maximum dimension D, projected area to the
flow (cross section) A, and terminal velocity of ice parti-
cles, which are generally determined according to in situ
measurements (Ono 1969; Auer and Veal 1970; Locatelli
and Hobbs 1974; Heymsfield and Kajikawa 1987; Mitch-
ell 1996). In NDW®6, the power law relationships be-
tween x and D and between x and A are assumed as
follows:
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Fig. 16 The vertical profiles of shortwave fluxes. Downward shortwave flux a and upward shortwave flux b are shown for observation (black line)
and for simulations using the radiation database calculated according to the Mie theory (red line) and the Fu database (blue line), assuming
non-spherical particles. The error bars in the observed profiles indicate the estimated possible range, and in the simulated profiles indicate the
standard deviation within the 63 sampled profiles. The gray dashed boxes indicate the cirrus layer. The simulated profiles are from the M92PLT
experiment described in Seiki et al. (2014). The target cirrus clouds had an optical thickness of 6.1 +0.5 over the land around Japan (30°N to 40°N
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where ap, bp, a,, and b, are constants determined ex-
perimentally from in situ observations by Mitchell
(1996). The terminal velocities of ice particles are ap-
proximated using values from a pre-calculated database
according to the theoretical methodology proposed by
Bohm (1989) and Mitchell (1996). Seiki et al. (2014)
chose the assemblages of planer polycrystals in cirrus
clouds for snow, lump graupel for graupel, and hex-
agonal columns for cloud ice (with hexagonal plate as an
optional extra for cloud ice) from Mitchell’s database,
and the abovementioned power law relationships were
defined for each hydrometeor category. Vapor depos-
ition/sublimation, melting, collisional growth, and gravi-
tational sedimentation were calculated using the power
law relationships. In Seiki et al. (2015b), homogeneous
ice nucleation was newly implemented by referring to
Ren and MacKenzie (2005) and Kércher et al. (2006). In
addition, Seiki et al. (2015b) reduced the sticking effi-
ciency to its lower limit at 253 K in ice crystal aggrega-
tion, because the parameterized sticking efficiency was
originally determined by laboratory experiments within
temperature ranges mostly between 253 and 273 K (see
Figs. 14—18 in Pruppacher and Klett 1997).

The differences between the versions of NDW6 re-
ferred to in this review are summarized in Table 1. We
used different versions of NDW6 from Seiki and Naka-
jima (2014), referred to as SN14; Seiki et al. (2014), re-
ferred to as S14; and Seiki et al. (2015b), referred to as
S15. S14 used the same settings as PO7COL in Seiki et
al. (2014), and S15 used the same settings as G9CTL in
Seiki et al. (2015b). These simulations were performed
using NICAM with 14 km horizontal resolution and 40

vertical layers. Seiki et al. (2015b) also performed simu-
lations with finer spatial resolution using the same set-
tings as S15, except for the resolution. NICAM had 74
vertical layers in S15 V (the same as G9Z4 in Seiki et al.
2015b) and had 74 vertical layers with 7 km horizontal
resolution in S1I5VH (the same as G10Z4 in Seiki et al.
2015b).

Seiki et al. (2014) calculated cloud optical properties
(the volume extinction coefficient, the volume absorp-
tion coefficient, the asymmetry factor, and the second
moment of phase function) and prepared a look-up table
of the effective radius in the range from 1 pm to 1 mm
to cover precipitating hydrometeors for a broadband ra-
diative transfer model MSTRNX (Sekiguchi and Naka-
jima 2008). The optical properties of cloud water and
rain were calculated according to the Mie theory, and
the optical properties of cloud ice, snow, and graupel
(assuming non-spherical ice particles) were provided by
Fu (1996) and Fu et al. (1998). This database of optical
properties was first implemented in NDW6 and NSW6
(in 2014 and 2017, respectively; the range of the effective
radii was limited to less than 80 pm and all hydrome-
teors were assumed to be spherical).

It is significant that the asymmetry factor decreases as
the aspect ratio departs from unity for non-spherical
particles (e.g., Fu 2007), because the cloud albedo is
known to increase as the asymmetry factor decreases
(Liou 2002). Seiki et al. (2014) evaluated the improve-
ment in the simulated radiative fluxes by using the Fu
database for ice particles and comparing them to in situ
balloon-borne sensor observations of cirrus clouds along
a mid-latitude frontal system. They found that the simu-
lated radiative fluxes using the Fu database, particularly
in the SW range, were in good agreement with observa-
tions, in contrast to the simulated fluxes using the data-
base calculated according to the Mie theory (see Fig. 16).
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When using the Fu database, the downward (upward)
SW flux significantly decreases (increases) through the
cirrus layer. The remaining differences between the sim-
ulated and observed SW fluxes originated from both
model and observation errors and are discussed in Seiki
et al. (2014).
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