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Abstract 

Wireless sensor networks (WSNs) are increasingly being used for data monitoring and 
collection purposes. Typically, they consist of a large number of sensor nodes that are 
used remotely to collect data about the activities and conditions of a particular area, 
for example, temperature, pressure, motion. Each sensor node is usually small, inexpen-
sive, and relatively easy to deploy compared to other sensing methods. For this reason, 
WSNs are used in a wide range of applications and industries. However, WSNs are vul-
nerable to different kinds of security threats and attacks. This is primarily because they 
are very limited in resources like power, storage, bandwidth, and processing power that 
could have been used in developing their defense. To ensure their security, an effective 
Intrusion detection system (IDS) need to be in place to detect these attacks even under 
these constraints. Today, traditional IDS are less effective as these malicious attacks are 
becoming more intelligent, frequent, and complex. Denial of service (DOS) attack is 
one of the main types of attacks that threaten WSNs. For this reason, we review related 
works that focus on detecting DoS attacks in WSN. In addition, we developed and 
implemented several Deep learning (DL) based IDS. These systems were trained on a 
specialized dataset for WSNs called WSN-DS in detecting four types of DoS attacks that 
affects WSNs. They include the Blackhole, Grayhole, Flooding, and Scheduling attacks. 
Finally, we evaluated and compared the results and we discuss possible future works.

Keywords:  Wireless sensor networks (WSNs), Intrusion detection system (IDS), Denial 
of service (DOS), Deep learning (DL)

Introduction
Wireless sensor networks (WSNs) have gained an increasing demand from industries 
and researchers for monitoring environmental and physical conditions in recent years. 
They are simple, effective, much easier to deploy, and relatively inexpensive compared 
to other sensory devices. This has made them suitable for a wide range of applications in 
different fields such as the medical, health care, telecommunications, military, and envi-
ronmental fields.

WSN usually consist of a collection of sensor nodes that are distributed across the area 
of interest, to gather and monitor the environmental and physical conditions of that area. 
These sensor nodes occasionally communicate with other nodes within the network. The 
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collected data are then gathered using the programmed protocol and transmitted via a 
wireless connection to a more powerful node called the Sink Node or Base Station (BS) 
for storage and analysis. WSNs are often deployed in remote, hostile, and inaccessible 
environments to detect environmental disasters like floods, storms, forest fires, volca-
noes, earthquakes, and less hostile conditions like monitoring a patient’s vitals, develop-
ing smart homes, cities, transportation, traffic, and Internet of Things (IoT) [1, 2].

However, having a simple build comes with some disadvantages. WSNs are highly vul-
nerable to security threats and attacks [3]. Securing them is a major challenge because of 
their constrained resources such as battery power, memory, storage space, communica-
tion bandwidth, and processing capabilities. Furthermore, due to the unsupervised envi-
ronments they are deployed in, sensor nodes are also exposed to physical attacks.

Denial of service (DoS) attack is one of the most frequent and common type of attack 
against WSNs. They come in different forms with the main objective of draining the 
node resources, especially power and its ability to carry out other tasks.

Hence, some defense mechanisms are needed to protect WSN from DoS attacks. Sev-
eral research studies have proposed different Intrusion detection systems (IDSs) to help 
detect these security attacks. Machine learning (ML) and Deep Learning techniques 
have been use in several studies and have often show great accuracy.

In this paper, we employ DL techniques to detect and classify several DoS attacks. The 
goal of this research is to experiment with several DL-based algorithms to develop an 
efficient, lightweight, and accurate algorithm that can be used detecting DoS attacks in 
WSNs. The algorithms were trained and evaluated on a specialized WSN dataset called 
WSN-DS. The WSN-DS dataset contains four types of DoS attacks which are Blackhole, 
Grayhole, Scheduling, and Flooding attacks, and includes instance where there was not 
attack.

we also review previous works that has been done in developing ML-based IDS for 
WSNs. Afterwards, we present our proposed methods. We trained four DL algorithms 
on the WSN-DS dataset, which are Dense Neural Network (DNN), Convolutional 
Neural Networks (CNN), Recurrent Neural Networks (RNN), and an algorithm that 
combines the CNN and RNN architectures. Of the 19 feature present in the dataset 
(including the attack type), 16 were used in training the algorithm. After training, the 
models are evaluated and compared with other algorithms using well-known compari-
son metrics such as accuracy.

The rest of paper is organized as follows. Section “Related works” provides a litera-
ture review of recent existing IDSs that employed machine learning techniques. Sec-
tion “Methods” discusses the dataset and methods used. Section “Results” presents the 
experimental results obtained from the proposed methods. Finally, the conclusion and 
future works suggestions are presented in Section “Conclusion”.

Related works
Denial of service (DoS) attack is one of the most common threats to WSN security as it 
is relatively easy to launch. Several studies have proposed different IDS for DoS attack 
detection over the years. In this section, we review some of this past works and focus, in 
particular, on recent Deep Learning and machine learning-based IDSs.
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Kim et al. [4] proposed a model based on a Convolutional Neural Network (CNN) for 
detecting DoS attacks using the KDD-99 [5] dataset and the CICIDS2018 [6] dataset. In 
their experiment, they converted the input features into an “image”, the proposed CNN 
model then receive a gray-scale or RGB image as input. Different number of layers was 
explored as they performed both binary (normal vs. attack) and multiclass classification. 
The proposed models were then evaluated against a Recurrent Neural Network (RNN) 
model with the proposed models performing better in both binary and multiclass clas-
sification. Their method achieved an accuracy of over 99% on both classification types.

Sabeel et al. [7] proposed DNN and LSTM models for binary prediction of unknown 
DoS and DDoS attacks. These models were trained on the CICIDS2017 dataset. The 
authors then generated a new test dataset, ANTS2019, in a simulated environment to 
measure performance of their proposed models. Their proposed DNN method was 
able to achieve an accuracy of 99.68% when it was trained on CICIDS2017 and part of 
ANTS2019 dataset.

Lee et al. [8] evaluated three algorithms: DNN, Self-Taught Learning (STL) Approach, 
and RNN, on their accuracy, precision, recall, and F1 score for detecting four security 
attack types. They used the KDD and NSL-KDD datasets separately for the training and 
evaluating the algorithms. They concluded that the STL approach performed best with 
an accuracy of 98.9%, whereas the LSTM model yielded 79.20% accuracy.

Wu et al. [9] proposed a hierarchical CNN+RNN neural network which they called 
LuNet. It consists of multiple levels of CNN and RNN where both network learns jointly 
from their input data. Their proposed model was tested on the NSL-KDD and UNSW-
NB15 datasets [10]. They carried out binary and multiclass classification and achieved a 
maximum accuracy of 99.36% and 99.05% respectively. Both results were on the NSL-
KDD dataset.

Almomani et al. [11] used eight different machine learning models in detecting DoS 
attacks which are: Naive Bayes (NB), Decision Trees (DT), Random Forests (RF), Sup-
port Vector Machine (SVM), J48, Artificial Neural Networks (ANN), K-Nearest Neigh-
bor (KNN) and Bayesian Networks (BN). They used the WSN-DS dataset for their 
experiment and performed feature selection based on expert survey. The authors 
reported that the Random Forest algorithm achieved the best results with a True posi-
tive of 99.7% accuracy, out-performing the ANN model with a True positive of 98.3%.

Vinayakumar et al. [12] proposed a scalable and hybrid DNN framework called Scale-
Hybrid- IDS-AlertNet, which can effectively monitor network traffic and host-level 
events in real-time to proactively alert for possible cyber attacks. The authors tuned 
the model on the KDD-99 dataset and applied it to other datasets such as NSL-KDD, 
UNSW-NB15, Kyoto, WSN-DS and CICIDS2017 as benchmark. For the WSN-DS data-
set, they achieved accuracy of 99.2% and 98.0% for binary and multiclass classification 
respectively.

Park et  al. [13] proposed a Random Forest (RF) classifier to detect the type of DoS 
attacks in the WSN-DS dataset. The proposed model achieved a best F1-score of 99%, 
96%, 98%, 100%, and 96% for Blackhole, Flooding, Grayhole, Normal, and Scheduling 
(TDMA) attacks respectively. They achieved an overall accuracy of 97.8%.

Abdullah et  al. [14] proposed used several ML classifiers for detecting intrusions in 
WSNs. These classifiers are SVM, Naive Bayes, Decision Tree, and Random Forest. They 
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used the WSN-DS dataset for training and the WEKA data mining tool for implement-
ing their classifiers. The SVM classifier achieved the highest accuracy of 96.7% compared 
to the other classifiers.

Premkumar and Sundararajan [15] presents A Deep Learning-based Defense Mecha-
nism (DLDM) to identify and isolate DoS assaults in the Data For-warding Phase (DFP). 
DoS assaults such as fatigue, jamming, homing, and flooding may now be detected more 
reliably thanks to a novel methodology described in research. It is more resistant to 
denial-of-service (DoS) assaults because we do extensive simulation studies to separate 
the enemies adequately. Their system’s detection, throughput, packet delivery ratio, and 
accuracy in the simulation are all high. It also cuts down on wasted energy and the num-
ber of false alarms.

The complexity and frequency of Distributed Denial of Service (DDoS) attacks on 
Web-based services have grown tremendously with the emergence of modern wireless 
technology and current computing paradigms. As a result, it is critical to identify these 
attacks in the sea of data packets.

Asad et  al. [16] provide a unique deep neural network detection technique for reli-
ably detecting numerous application layer DDoS assaults in research using feed-forward 
back-propagation. On a state-of-the-art dataset encompassing several types of DDoS 
assaults, the neural network architecture suggested here can detect and utilize the essen-
tial high-level aspects of packet flows with a precision of 98 The primary threat to the 
WSN is posed by the fact that the nodes in the network broadcast their signals. As a 
result, the security of WSNs is an essential task that must be completed. As a result, 
to overcome these challenges or hazards, we are attempting to identify them utilizing 
artificial intelligence technologies. In order to categorize different sorts of assaults, using 
Machine Learning and Deep Learning, which are emerging domains, we may use a wide 
range of algorithms. Once we have identified the assault correctly, we may take the nec-
essary steps to avoid it. We are making use of WSN-DS. It has four types of assaults: 
Grayhole, Blackhole, TDMA (Scheduling), and Flooding, all of which fall under Denial 
of Service attacks.

Loukas et al. [17] use LSTMs achieved 86.9% accuracy Covers all attack types, includ-
ing DDoS, command injection, and network malware. this accuracy Better than what 
other standard machine learning methods have achieved. They also tested LSTM Out-
performs Other Attacks Against Untrained Malware Attacks Again machine learning 
methods.

Shaaban et al. [18] recommend a CNN models to detect DDoS attacks. The authors 
compared their proposed model with classification algorithms KNN, DT, SVM, NN in 
More than two Dataset: (simulated network traffic) and (NSL-KDD) datasets. has been 
observed The proposed model compares well with this model The other four classifica-
tion algorithms, such as KNN, DT, SVM, and NN with 99% accuracy two records. In this 
method, a single column is populated Used to convert data into matrix form. Therefore, 
it affects the learning of the model.

Wazirali and Ahmad [19] evaluated the effectiveness of machine learning classification 
algorithms in detecting (1) flooding, (2) gray hole, and (3) black hole distributed denial 
of service attacks in wireless sensor networks. We conducted our review using a WSN-
based dataset, referred to as WSN-DS, and took the accuracy and speediness measures 
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into account. The results show that the J48 approach is the most accurate and fastest 
way for identifying grey hole and black hole attacks. At the same time, the Random Tree 
method is the most accurate and fastest method for detecting flooding assaults. The J48 
approach is the most efficient for speed, requiring an average of 0.54 s of processing time 
per sample.

Salmi and Oughdir [20] presented a CNN-LSTM approach to detect and classify DoS 
intrusion attacks as Flooding,Blackhole, Normal, TDMA, or Grayhole.This research 
study uses a computer-generated wireless sensor network-detection system WSN-DS 
dataset;The developed model gives a promising outcome in the attack detection process 
and successfully classifies the given attacks with a accuracy of 97%.

Deshpande et al. [21] examines and compares the accuracy of five primary machine 
learning classification methods described in detail below. In addition, the paper exam-
ined the one deep learning algorithm that was used. The dataset has been used to train 
an ANN (Artificial Neural Network) and five machine learning algorithms. To fur-
ther improve the accuracy of our predictions, we employed K-fold cross-validation to 
get even more accurate results. The results of our analysis of these algorithms led us to 
conclude, among other things, that Machine Learning algorithms such as the Random 
Forest, Support Vector Machines, and Deep Learning algorithms, such as the Artificial 
Neural Network, can assist us in detecting intrusions into a system or network.

Using this information, researchers will build their machine learning models on top 
of our proposed model. Machine learning categorization algorithms have been offered a 
viable option as an additional technique to deter service attacks. However, due to a lack 
of an appropriate and thorough evaluation of such approaches, it is difficult to deter-
mine their genuine contribution to improving the detection of denial-of-service (DoS) 
assaults in wireless sensor networks (WSNs).

Wazirali and Ahmad [19] adds to the assessment of the usage of machine learning 
algorithms in WSN node traffic and their influence on the lifetime of WSN networks 
by demonstrating their effectiveness. On a WSN dataset of varying sizes, authors inves-
tigated the performance metrics of various machine learning classification catego-
ries, including K-Nearest Neighbor (KNN), Logistic Regression (LR), Support Vector 
Machine (SVM), Gboost, Decision Tree (DT), Naive Bayes, Long Short Term Memory 
(LSTM), and Multi-Layer Perceptron (MLP). The tests demonstrated that the statistical 
and logical classification categories outperformed the numeric statistical datasets. The 
G boost algorithm outperformed the others on the average of all performance measures 
compared to other algorithms as shown in Fig. 1.

The performance indicators evaluated in these validation studies were accuracy, 
F1-score, false-positive ratio (FPR), false-negative ratio (FNR), and the total time it took 
to complete the training session. Furthermore, the results of the tests revealed that the 
Gboost algorithm achieved 99.6 percent accuracy, 98.8 percent F1-score, FPR, and FNR, 
and 0.4 percent 0.13 percent in F1-score, respectively. When it came to training execu-
tion time, the average of all training time execution datasets yielded 1.41 s on average.

Furthermore, this paper demonstrated that for the numeric statistical data type, the 
best results are obtained when the dataset size is between 3000 and 6000 records, and 
the percentage between categories is not less than 50% for each category when com-
pared to the other categories, as demonstrated in the previous paper. The second part of 
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this article looked at the influence of Gboost on the lifespan of WSNs and found that it 
reduced the lifetime by 32 percent compared to scenarios in which Gboost was not used.

Throughout Gunduz et al. [22] looked at Denial of Service (DoS) attacks at each TCP/
IP protocol stack layer. Author attention was drawn to the network layer assaults, which 
are more diversified than the other layers of attacks. The author examined several pieces 
of research that propose machine learning strategies for defending against network layer 
denial of service attacks in wireless sensor networks (WSNs). In addition, the author 
presents some comparison results to assist scholars who are researching this sector.

Table 1 shows the summarizes of reviewed detection methods and the datasets used 
with the higher accuracy achieved.

Previous works on most popular datasets for DoS and DDoS attacks detection based deep 

learning

CICDDoS2019 dataset

more than 80 traffic features have been extracted from raw data using CICFlowMeter V3 
tool https://​www.​unb.​ca/​cic/​datas​ets/​ddos2​019.​html. CICDDoS 2019 includes benign and 
currently common DDoS attack. This record is generated with real traffic, Includes a num-
ber of different DDoS attacks generated by protocols using TCP/UDP. taxonomy Attacks 
include exploit-based and reflection-based attack. Reflection-based attacks include Micro-
soft SQL Server (MSSQL), Network Time Protocol (NTP), Simple Service Discovery Proto-
col (SSDP), CharGen, Trivial File Transfer Protocol (TFTP), Lightweight Directory Access 
Protocol (LDAP), Domain Name Server (DNS), Simple Network Management Protocol 
(SNMP), network Basic Input/Output System (NETBIOS) and PortMap. That Exploit-based 
attacks include UDP Flood, UDPLag, and SYN flood. In both cases, the dataset was col-
lected within 2 days PCAP file and stream formats for training and testing Evaluate.Twelve 
DDoS attacks of the training day Contains DNS, LDAP, NTP, MSSQL, UDP, UDP-Lag, Net-
BIOS, SNMP, SSDP, WebDDoS, TFTP and SYN, On January 12, 2019, it was recorded that 
Test day includes NetBIOS, PortScan, LDAP, UDP, UDPLag, MSSQL and SYN collected on 
March 11, 2019 [23]. (Table 2) shows the previous deep learning approaches for DoS and 
DDoS attacks detection on CICDDoS2019 Dataset with their accuracies.

Fig. 1  Accuracy comparison between different datasets sizes and machine learning algorithms [19]

https://www.unb.ca/cic/datasets/ddos2019.html
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NSL‑KDD dataset

This dataset is an extension of the KDDCUP99 dataset to exclude some problems of 
KDDCUP99 dataset https://​www.​unb.​ca/​cic/​datas​ets/​nsl.​html. KDDCUP99 dataset 
contains numerous spare and indistinguishable records, and to fix these problems,the 
NSL-KDD dataset was proposed. The number of records in the train and test sets is rea-
sonable in the NSL-KDD dataset. It contains roughly data points, and this dataset also 
contains emulated records [32]. The dataset is labelled and imbalanced and contains 
training records of and testing records of. It also includes four types of attacks DOS, 
Probe, R2L, U2R [33],  (Table 3) shows the previous deep learning approaches for DoS 
and DDoS attacks detection on NSL-KDD Dataset with their accuracies.

Figure 2 displays the accuracy of the DDoS attack detection deep learning-based solu-
tions on the CICDDoS2019 and NSL-KDD datasets respectively, only CNN approach 
(Shaaban et  al. 2019) [18] showed an accuracy above 99% on NSL-KDD dataset.for 

Table 1  the summarizes of reviewed detection methods,datasets used and accuracies

References Datasets Techniques Accuracy %

Kim et al. [4] KDD-99,CICIDS2018 CNN,RNN 99

Sabeel et al. [7] CICIDS2017,ANTS2019 DNN,LSTM 99.68

Lee et al. [8] NSL-KDD DNN,STL,RNN 98.9

Wu et al. [9] NSL-KDD,UNSW-NB15 CNN+LSTM,LuNet,RNN 99.36

Almomani et al. [11] WSN-DS NB,DT,RF,SVM,J48,ANN,KNN,BN 99.7

Vinayakumar et al. [12] KDD-99,NSL-KDD ,WSN-
DS,CICIDS2017,WSN-
DS,CICIDS2017,Kyoto

DNN 99.2

Park et al. [13] WSN-DS RF 97.8

Abdullah et al. [14] WSN-DS SVM,NB,DT,RF 96.7

Premkumar and Sundararajan 
[15]

WSN CH RBF 99

Asad et al. [16] CICIDS2017 ANN 98

Loukas et al. [17] malware (Net) LSTM,LMP 86.9

Shaaban et al. [18] simulated network traffic and 
NSL-KDD

CNN 99

Salmi and Oughdir [20] WSN-DS CNN+LSTM 97

Wazirali and Ahmad [19] WSN dataset KNN,LR,SVM,Gboost,DT,LSTM
,MLP

99.6

Deshpande et al. [21] WSN-DS ANN,SVM,RF,KNN,LR,NB 99

Table 2  Accuracy of deep learning approaches for DoS attacks detection on CICDDoS2019 Dataset

References Source DL Techniques Accuracy %

A Sbai and El boukhari (2020) [24] DNN 100

B de Assis et al. (2020) [25] CNN 95.5

C Hussain et al. (2020) [26] CNN 100

D Shurman et al. (2020) [27] LSTM 99.2

E Elsayed et al. (2020) [28] RNN+AE 99

F Amaizu et al. (2020) [29] DNN 99.6

G Cil et al. (2021) [30] DNN 100

H Assis et al. (2021) [31] GRU​ 99.98

https://www.unb.ca/cic/datasets/nsl.html
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CICDDoS2019 dataset It has been observed that the approaches CNN-based ResNet 
(Hussain et al. 2020) [26], LSTM (Shurman et al. 2020) [27], DNN (Sbai and El Boukhari 
2020) [24], DNN (Amaizu et al. 2021) [29], DNN (Cil et al. 2021) [30], and GRU (Assis 
et al. 2021) [31] showed accuracy greater than 99%.

Intrusion detection system (IDS)
IDS (intrusion detection system), sometimes known as infiltration prevention system (IPS), 
is an active defensive mechanism deployed by the Internet of Things (IoT) that can recognize 
intrusion activity and trigger alerts. However, with the rising number of dangers in the Inter-
net of Things, there are questions about present methods’ long-term viability and practical-
ity. These considerations are particularly relevant in light of the growing levels of adaptive 
performance and the inadequate levels of detecting precision.

Intrusion detection capabilities include: User and system monitoring and analy-
sis Activity; Analyze system configuration and Vulnerability; System and file integrity 
assessment; Ability to identify attack patterns; Analysis of abnormal activity patterns; 
Track users for policy violations

Table 3  Accuracy of deep learning approaches for DDoS attacks detection on NSL-KDD Dataset

References Source DL techniques Accuracy %

A Amma et al. (2019) [34] CVNN+FCNN 94.2

B Shaaban et al. (2020) [18] CNN 99.2

C Kasim (2020) [35] AE-SVM 96.4

D Bhardwaj et al. (2020) [36] AE+DNN 98.4

Fig. 2  Accuracy of deep learning approaches for DoS and DDoS attacks detection on CICDDoS2019 Dataset 
and NSL-KDD Dataset
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The purpose of IDS is to help computer systems do this Responding to Attacks and 
IDS Gathering Information from several different sources within the computer system 
and the Internet, and compare this information with existing patterns of discrimination 
to see if there are any attack or weakness [37].

Comparison of IDS and Firewall: Both IDSs and firewalls are related to network secu-
rity, but IDSs are different from firewalls in that IDS monitors the network, provides a 
real- time detection of attacks from the interior and exterior, and automatically informs 
firewall and dynamically alters the rules of firewall once an attack is found; on the other 
hand, firewall loads dynamic rules to hold up the intrusion, controls the data traffic of 
IDS and provides the security protection of IDS [38]. Figure 3 shows a very basic struc-
ture of Intrusion Detection System.

Wireless sensor networks (WSN)
WSNs are made up of several SENSOR NODES strategically placed across an area of 
concern. Essential characteristics such as temperature, pressure, humidity in the envi-
ronment, soil quality, brightness, and a wide range of other data may be sensed by these 
sensor nodes, amongst other things. These sensor nodes can not only sense the param-
eters, but they can also communicate with one another, resulting in the formation of a 
network. They are carefully created in such a usual manner that they include a micro-
processor that controls the monitoring, a radio transceiver for producing radio waves, 
various types of wireless communication devices, and an energy source such as a battery 
[39]. Figure 4 shows a typical wireless sensor network logical hierarchy diagram.

A sensor network comprises a collection of tiny, powered sensors connected to a net-
worked infrastructure, either wireless or wired. It is possible to record circumstances in 
various contexts, such as industrial facilities, farms, and hospitals. The sensor network 
communicates with the Internet or computer networks to relay data for analysis and 
utilization. Sensor network nodes perceive and monitor their surroundings in a coordi-
nated manner. They make it possible for persons or machines to communicate with and 
with the surrounding environment [41].

Characteristics of WSN

When picking a piece of WSN, there are many factors to consider.

Fig. 3  Structure of intrusion detection system
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•	 Type of Measurement: It is critical to comprehend what is being measured. When 
it comes to wireless transmitters (which combine wireless process measurement 
and control), each one serves a specific purpose. Sensors are specially developed 
for various applications such as temperature, pressure, flow, etc., and must be cho-
sen following these requirements.

•	 Accuracy and Response Time: Most wireless sensors are as exact as their wired 
equivalents in terms of accuracy; however, the data are often communicated every 
few seconds to save battery life. This must be considered while choosing the wire-
less transmitter if immediate measurement is required since specific devices may 
not require the reaction time.

•	 Range: The range of wireless sensors is quite variable. Some sensors are intended 
for short-range interior applications with a range of a few hundred feet or less, 
while others can transmit data to hundreds of miles distant receivers. Regard-
less of the capabilities of the sensors, the range of a wireless signal is permanently 
restricted by the presence of barriers. Signal strength and range capabilities are 
reduced when signals are sent via machinery, walls, and other structures. Conse-
quently, the range of an inside transmitter is often substantially smaller than the 
range of an outside transmitter broadcasting in a vast open area.

•	 Frequency: The radio transmission frequency is also an essential factor to consider. 
The laws governing which sections of the wireless spectrum are open for usage 
without a license differ from nation to country and area to region. The primary 
frequencies that industries may utilize to broadcast signals in the United States 
are 915MHz and 2.4GHz (WiFi). Because these frequencies are part of the indus-
trial, scientific, and medical spectrum, users do not need a radio license to use 
them. For the most part, wireless goods in Europe run on the 868MHz or 2.4GHz 
frequency bands. In some instances, items may only be sold in specific locations 
due to governmental limitations.

Fig. 4  A typical wireless sensor network (WSN) logical hierarchy diagram [40]
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DoS attacks and WSN
Depending on their nature, WSN attacks may be divided into Invasive and 
non-invasive. 

	(i)	 Non-invasive assaults are often directed against the targeted channel’s timings, 
power, and frequency.

	(ii)	 Invasive attacks disrupt service availability, information transmission, routing, and 
other functions.

DoS attacks are attempts by hackers to render a service or system unreachable. More 
prevalent assaults, on the other hand, are experienced during the transmission of 
information. Routing attacks are often carried out from inside a network.

There are many different types of Denial of Service circumstances. These situa-
tions can potentially degrade the performance of WSN nodes and network operation. 
These may interfere with the network’s usual operations, manifesting themselves in 
the form of resource depletion, any software problem, or any issue encountered when 
dealing with the application or infrastructure.

The term “denial of service” (DoS) refers to any such impediments in network func-
tioning that impair the availability or complete operation of service; however, when 
the opponent causes these obstacles on purpose, they are referred to as “denial of ser-
vice assaults.” Dos attack refers to an opponent’s deliberate attempt to demolish or 
destruct a network’s infrastructure.

A distributed denial-of-service attack (DDoS) may have a more significant impact 
on network operation than anticipated. DoS attacks against WSN may occur at any 
layer of the OSI model [42]. DoS attacks are susceptible because they breach the effi-
ciency of targeted networks by interfering with the protocols linked with them. DoS 
attacks can devour resources, destructs modifies the infrastructure configuration, and 
physically damage network components, among other things.Wood and Stankovic 
were the first to propose a layer-by-layer taxonomy of denial-of-service attacks [43].

Methods
Dataset overview

This paper uses the specially developed dataset for DoS attack detection in WSNs 
called WSN-DS [44]. The authors of the dataset used the LEACH protocol [45] during 
data collecting. For each data instance, 23 attributes were collected although only 19 
were present in the dataset. Table 4 shows the attributes and their description, Fig. 5 
presents the graphical representation of all the five kinds of attacks present in the 
dataset and their distribution.

Four types of Denial of Service attacks were simulated in the dataset which are: 
Blackhole, Grayhole, Flooding, and Scheduling (TDMA) attack. Each data instance is 
labeled as either Normal or one of the four attack types. The description of the attack 
types is as follows:

•	 Blackhole attack: In this DoS attack, the attacker node advertises itself as a cluster 
head (CH) which are responsible for transmitting data from their cluster member 
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(CM) sensor nodes to the base station. The blackhole attack collects data packets 
from their CM but does not forward them to the base station.

•	 Grayhole attack: In this DoS attack, the attacker node advertises itself as a CH. When 
data packets are received from the CMs, it drops some of the packets randomly 
before forwarding the rest to the base station.

•	 Flooding attack: In this DoS attack, the attacker node advertises itself as a CH. This 
attack attempts to waste other sensor energy by sending large number of advertis-
ing CH messages (ADV_CH) with high transmission power. Nodes that are far away 
and would other have chosen a different CH would now have to use more energy in 
transferring their data packets.

Table 4  WSN-DS dataset attributes

No. Attribute Description

1 Node ID Node ID number

2 Time Node runtime

3 Is CH Used to mark whether the node is a cluster head

4 Who CH Cluster head ID

5 Distance to CH Distance between node and cluster head

6 ADV CH sent The number of the advertise CH’s broadcast messages sent to the nodes

7 ADV CH received The number of advertise CH messages received from CHs

8 Join REQ sent The number of join request messages sent by the nodes to the CH

9 Join REQ received The number of join request messages received by the CH from the nodes

10 ADV SCH sent The number of join advertise TDMA schedule broadcast message sent

11 ADV SCH received The number of scheduled messages received by the CH

12 Rank Order of node TDMA scheduling

13 Data sent The number of packets sent from the normal node to its CH

14 Data received The number of packets received by the node from the CH

15 Data sent to BS The number of packets sent to the BS

16 Distance CH to BS Distance between CH and BS

17 Send Code The cluster sending code

18 Consumed energy The current energy for the node in the current round

19 Attack Type Type of the node

Fig. 5  WSN-DS attack type records
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•	 Scheduling attack: In this DoS attack, the attacker node acts as the CH and assigns 
the same data transmission time to several nodes. This causes packets collision and 
leads to loss of data.

Proposed methodology

Data pre-processing (data cleaning, data Transformation, Normalization) is one of the 
proposed methodology process. The proposed methodology’s first step is preprocessed 
the dataset to produce refined data. t((We will perform two important steps during 
pre-processing: data cleaning and Transformation of cleaned data into numeric values 
(0,1,2,3,4). The final step is to train and test the (CNN,DNN,RNN,CNN+RNN) models 
on preprocessed data to evaluate its performance in detecting DoS attack patterns as 
shown in Fig. 6. All of these steps are detailed in the subsections that follow.

Data preprocessing

Data cleaning

Data cleaning refers to the process of getting ready data for analysis by removing the 
unnecessary or incorrect information. This is typically data that can have a deleterious 
impact on the model or algorithm into which it is fed by reinforcing an incorrect notion.

We identify and drop duplicates, redundant and NULL data,Handle missing data, We 
Detect and eliminate data anomalies by validating against known reasons.We Implement 

Fig. 6  Proposed methodology for detecting DoS attacks using DL techniques
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proper data quality controls when importing new data by respecting five positive attrib-
utes that can be used to evaluate its quality:

Validity; Accuracy; Completeness; Consistency; Uniformity.

Data normalization and transformation

The process of converting raw data into a format or structure that is more suitable for 
the model, as well as data analysis in general, is known as data transformation.

Each attack type was converted into numeric values with Normal, Blackhole, Grayhole, 
Flooding, and TDMA, converted to 0, 1, 2, 3, and 4 respectively as shown in Table 5. 
Among the 19 attributes Node ID and Who CH are not used for DoS attack detection.

The main objective of normalization is to transform features so that they are all on 
the same scale. This improves the model’s performance and training stability. One of 
the most common methods for normalizing data is min-max normalization described 
mathematically using Eq.  1. For each feature, the minimum value is converted to a 0, 
the maximum value is converted to a 1, and all other values are converted to a decimal 
between 0 and 1.

where Z′ is the new value of each entry in data, Z is the old value of each entry in data, 
newmaxF and newminF is the max and min value of the range.

Data splitting

To avoid overfitting, the data should be divided into two sets: training and testing. We 
train our model on the training set first, and then use the data from the testing set to 
evaluate the accuracy of the generated model.Empirical studies show that using 20–30% 
of the data for testing and the remaining 70–80% for training produces the best results 
[46]. We split Our dataset randomly into 80% training set and 20% testing set.The accu-
racy rate (when using an 80:20 splitting ratio) increases overall,The exact figure is given 
in Table 5.

Classification

We trained four DL algorithms on the WSN-DS dataset, which are Dense Neural Net-
work (DNN), Convolutional Neural Networks (CNN), Recurrent Neural Networks 
(RNN), and an algorithm that combines the CNN and RNN architectures. Of the 19 

(1)Z′
=

Z −minF

maxF −minF
(newmaxF − newminF )+ newminF

Table 5  Distribution of WSN-DS dataset

Attack type Attack index Training Set (80%) Testing Set (20%) Proportion

Normal 0 272,087 67,979 90.77%

Blackhole 1 8019 2030 2.68%

Grayhole 2 11,653 2943 3.9%

Flooding 3 2694 618 0.88%

TDMA 4 5275 1363 1.77%

Total 299728 74933 100%
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feature present in the dataset (including the attack type), 16 were used in training the 
algorithm. After training, the models are evaluated and compared with other algorithms 
using well known comparison metrics such as accuracy, precision, recall, and F1-score. 
See the following Algorithm 1 for details:

Algorithms

Four Deep Learning architectures were considered in this paper which are: DNN, CNN, 
RNN, and CNN+RNN.

•	 DNN models are made by combining feed forward neural networks with no feed-
back connections. The input, output, and hidden layers, which can be multiple, are 
the main components of the DNN. Each layer contains weighted units. These units 
carry out the activation processes of the units from the previous layer [47]. For the 
Dense Neural Network (DNN) model, we used a single hidden layer with an activa-
tion function with 32 neurons see Fig. 7. mathematical equation is given by 2: 

Fig. 7  Proposed DNN architecture
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 where g is notations for hidden layers,f is activation function,x is input vector,b is 
output vector,w is weight vector of unit.

•	 The Convolutional Neural Network (CNN) is a typical artificial feed-forward neural 
network that extracts the characteristics of input data through the use of multiple 
filters. CNN continuously analyzes the extracted features to obtain the final features 
as the number of network layers increases. CNN has two features: local connectivity 
and weight sharing. The convolutional layer and the previous layer are linked by a 
local connection and weight sharing, which greatly reduces the number of param-
eters, network complexity, network robustness, and can effectively prevent over-
fitting. The convolutional neural network’s basic structure is as follows: input layer, 
convolutional layer, pooling layer, fully connected layer, and output layer. In general, 
the convolutional and pooling layers appear alternately. Finally, the pooling layer’s 
features are connected to form a feature vector, and the feature vector obtains a clas-
sification vector via the fully connected layer. Convolutional layer is made up of mul-
tiple feature maps, each of which is made up of multiple neurons. The convolutional 
kernel connects each neuron to the upper feature map. Convolutional layer uses con-
volution to extract features from different levels of input layer. The following 3 is the 
structure of a convolutional layer: 

 where l indicates the current layer, b the bias of the current layer, k the convolutional 
kernel, and Mj the convolution window of the j − th convolutional kernel. pooling 
layer Behind the convolutional layer, the pooling layer is also made up of multiple 
feature maps. Each feature map in the pooling layer corresponds to only one feature 
map in the previous layer, and the total number of feature maps remains constant. 
The convolutional layer is the pooling layer’s input layer. The pooling layer takes the 
following shape 4: 

 where down(xj) represents the j th - neuron’s down sampling. Weight β and bias b 
are assigned to each output feature map. Fully connected layer One or more fully 
connected layers are connected after multiple convolutional layers and pooling lay-
ers. Each neuron in the fully connected layer is completely connected to every neu-
ron in the preceding layer. Each neuron in the fully connected layer usually chooses 
the ReLu function as its activation function, and the output value of the last fully 
connected layer is delivered to an output layer that can be classified by Softmax. 
ReLu is a non-linear activation function used in deep neural networks and multi-
layer neural networks. This function can be written as: 

(2)g(x) = f (xTw + b)

(3)xlj = f







�

i∈Mj
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)

(5)f (x) = max(0, x)
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 where x is an input value; The maximum value between 0 and the input value is the 
output of ReLu, according to Eq. 5. When the input value is negative, the output is 
equal to 0, and when the input value is positive, the output is equal to the input value. 
As a result, we can rewrite Eq. 5 as follows: 

 where x is an input value; Our CNN proposed model had a single hidden layer con-
sisting of a 1D convolutional network with a kernel size of 5 and 32 filters, 1D max-
pooling of kernel size 2 and stride 2, and the ReLU activation function. see Fig. 8

•	 Recurrent Neural Networks, or (RNNs), are a type of neural network that is used to 
process sequential data. Sequential data is a collection of data points.An RNN, unlike 
a typical neural network, does not limit its input or output to a set of fixed-sized 
vectors. It also does not limit the number of computational steps needed to train 
a model. Instead, it enables us to train the model with a series of vectors (sequen-
tial data). Bidirectional RNNs A BRNN is a combination of two RNNs, one of which 
moves forward from the start of the data sequence and the other which moves back-
ward from the end of the data sequence. To accommodate the backward training 
process, a BRNN has an additional hidden layer. The forward (f) and backward (b) 
hidden states are described as follow 7 and 8 at any given time t. 

(6)f (x) =

{

0, if (x) < 0)

x, if (x) ≥ 0)

}

Fig. 8  Proposed CNN architecture
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 where φ is the activation function, W the weight matrix, and b is the bias. For Our 
Recurrent Neural Network (RNN) Proposed, a single bidirectional hidden layer was 
used with a hidden size of 32 see Fig. 9.

•	 Combining convolutional neural networks (CNN) and recurrent neural networks 
(RNN) obtains many interesting properties RNN can learn temporal and contextual 
features, particularly long-term dependency among different entities, whereas CNN 
can capture more potential features. The CNN+RNN proposed model is the same 
as having the CNN model without the output layer and directly stacking the RNN 
model on it see Fig. 10.

The output layer is the same for all the models. It includes a single dense neural net-
work followed by a softmax activation function. A dropout of 0.2 is applied to the values 
before being passing to a dense network. Table 6 shows the summarizes of Algorithms 
used.

The same training setup was used for each model. They were trained for 25 epochs 
with a learning rate of 0.001, Adam optimizer, batch size of 16, and cross-entropy loss,as 
shown in Table 7.The evaluation results are discussed in the next section.

Experimental results and analysis
Experimental environment

We conduct experiments to evaluate the performance of the proposed DNN,CNN, 
RNN, RNN and CNN. The proposed Models was implemented withing Python 3.7.7 
using TensorFlow with Keras environment with 16 GB RAM, GTX-2080Ti Nvidia GPU 
and 64-bit Windows 10 operating system.

(7)At(f ) =φ

(

Xt ∗W
f
XA + At−1(f ) ∗W

f
AA + b

f
A

)

(8)At(b) =φ

(

Xt ∗W
b
XA + At+1(b) ∗W

b
AA + bbA

)

Fig. 9  Proposed RNN architecture
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Fig. 10  Proposed CNN+RNN architecture

Table 6  Summary of Algorithms used

Algorithm Hidden layers Hidden 
size / Filter 
size

DNN 1 32

CNN 1 32

RNN 1 32

CNN+RNN 2 [32, 32]

Table 7  Models hyperparameter

Hyperparameter Value

Epoch 25

Activation Function ReLU, Softmax

Batch size 16

Loss function Categorical 
cross entropy 
(CCE)

Optimization algorithm Adam

Learning rate 0.001

Verbose 1
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Performance metrics

The suggested methodology’s performance is evaluated using four generally used per-
formance metrics: precision, recall, accuracy, and F1-measure. For multi-class classifica-
tion, the confusion matrix is used to calculate each of these parameters separately for 
each class. These parameters are described as:

Precision: It specifies the ratio of truly detected attacks to all packets classified as 
attacks. It is expressed mathematically as:

Recall: It is the system’s ability to correctly detect an attack upon the occurrence of a 
security breach. The true positive rate is another name for it. It is mathematically 
described as:

Accuracy: It is defined as the system’s ability to correctly identify an attack packet as a 
“attack packet” and a normal packet as a “normal packet.” It describes the proportion of 
correct predictions in relation to all samples. It is expressed mathematically as:

F1-Score: The frequency mean of precision and recall is defined. It is represented math-
ematically as:

Where TP is The number of attack cases correctly classified as attacks,TN is the number 
of normal cases correctly classified as normal (no-attack),FP is the number of normal 
cases incorrectly classified as attacks. FN is the number of attack cases that were incor-
rectly classified as normal (no-attack).

Results and discussion

In this experiment, we compare (CNN,RNN,DNN,CNN+RNN) models performance of 
detection rate After training the proposed models on 25 epochs with a learning rate of 
0.001. Figure 11 show the accuracy of each Algorithm.

After training each algorithm, we evaluated their performance as shown in Table 8. we 
see that the CNN model achieved the highest performances on all metric with an accu-
racy of 98.75%. The DNN model had the next highest performance with an accuracy of 
97.07%, followed by the CNN+RNN model with an accuracy of 96.84%. The RNN model 
had the worst performance with an accuracy of 96.50% which is a difference of 0.34% 
compared to the CNN+RNN model and 2.25% compared to the best performing model.

The CNN model is also seen to have the best F1 Score on every attack type.
We also evaluated the models on the test data with the results in Table 9.

(9)Precision =
TP

TP + FP

(10)Recall =
TP

TP + FN

(11)Accuracy =
TP + TN

TP + FN + TN + FP
× 100

(12)F1− Score = 2×
Precision× Recall

Precision+ Recall
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Here also, we observe the CNN model performing best in terms of accuracy (98.79%), 
followed by the DNN model (97.04%), CNN+RNN model (96.86%), and the RNN model 
(96.48%), just like we observed on the training data.

Fig. 11  Plot of loss vs. epoch

Table 8  Performance of each algorithm on training data

Algorithm Attack type Precision, % Recall, % F1 Score, % Accuracy, %

DNN Normal 99.64 99.19 99.41 –

Blackhole 64.06 83.78 72.61 –

Grayhole 69.56 67.72 68.63 –

TDMA 97.56 86.93 91.94 –

Flooding 88.57 77.50 82.67 –

Overall 83.88 83.02 83.05 97.07

CNN Normal 99.23 99.78 99.50 –

Blackhole 94.67 95.12 94.89 –

Grayhole 91.77 83.65 87.52 –

TDMA 99.06 87.23 92.77 –

Flooding 90.40 96.47 93.33 –

Overall 95.03 92.45 93.60 98.75

RNN Normal 98.25 99.91 99.07 –

Blackhole 81.06 47.56 59.94 –

Grayhole 66.02 72.82 69.25 –

TDMA 97.30 76.46 85.63 –

Flooding 89.77 51.97 65.83 –

Overall 86.48 69.74 75.94 96.50

CNN+RNN Normal 99.57 99.27 99.42 –

Blackhole 53.13 99.77 69.34 –

Grayhole 85.53 43.63 57.79 –

TDMA 100.00 83.66 91.10 –

Flooding 87.62 96.17 91.69 –

Overall 85.17 84.50 81.87 96.84
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Fig. 12  CNN model confusion matrix on test data

Table 9  Performance of each algorithm on testing data

Algorithm Attack type Precision, % Recall, % F1 Score, % Accuracy, %

DNN Normal 99.64 99.21 99.42 –

Blackhole 64.56 82.07 72.27 –

Grayhole 67.89 66.51 67.19 –

TDMA 98.00 88.31 92.90 –

Flooding 83.91 73.95 78.62 –

Overall 82.80 82.01 82.08 97.04

CNN Normal 99.22 99.76 99.49 –

Blackhole 95.12 96.44 95.78 –

Grayhole 93.33 83.88 88.35 –

TDMA 99.59 87.05 92.90 –

Flooding 87.03 97.70 92.06 –

Overall 94.86 92.97 93.72 98.79

RNN Normal 98.19 99.88 99.03 –

Blackhole 81.31 47.01 59.58 –

Grayhole 66.13 71.03 68.49 –

TDMA 98.60 75.90 85.77 –

Flooding 83.85 51.72 63.98 –

Overall 85.62 69.11 75.37 96.48

CNN+RNN Normal 99.58 99.28 99.43 –

Blackhole 53.54 100.00 69.74 –

Grayhole 86.97 44.70 59.05 –

TDMA 100.00 87.05 93.08 –

Flooding 85.86 95.40 90.38 –

Overall 85.19 85.29 82.34 96.86
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The CNN model also dominated on the F1 score metric in all attack type (Normal 
99.49%, Blackhole 95.78%, Grayhole 88.35%, and Flooding 92.06%) except the TDMA 
attack which was by the CNN+RNN model with an F1 score of 93.08% compared 
with CNN’s 92.90%, The CNN confusion matrix is shown in Fig. 12.

we show the confusion matrix plot for CNN model when tested with the test data 
set. The rows represent the predicted class (Output Class), while the columns repre-
sent the actual class (Target Class). The diagonal cells in the confusion matrix repre-
sent correctly classified observations (TP and TN). Off-diagonal cells correspond to 
observations that were incorrectly classified (FP and FN). Each cell displays both the 
number of observations and their percentage of the total number of observations.

In terms of speed of training, the DNN model was the fastest followed very closely 
by the CNN model. The RNN and CNN+RNN models used about 3 times the train-
ing time of the DNN model although the CNN+RNN model was faster than the RNN 
model.

It is also interesting to note the similarity in performance of the models on the 
training data and testing data. This could be attributed to the dropout layer applied 
in each model which are used in preventing over-fitting and improve generalization. 
Because of this closeness in values, we could expect that further training on the train-
ing data would improve the models on both dataset.

Conclusion
In this work, we proposed efficient and lightweight (single layer) IDSs for detecting 
DoS attacks in WSN. We experimented on four deep learning models: DNN, CNN, 
RNN, and CNN+RNN. From the results of our experiments, we conclude that the 
CNN model (98.79%) achieved the best performance. A longer training time could 
improve performance as we trained our models for 25 epochs (reaching a max accu-
racy of 98.79%) compared to the 500 epoch used by the authors of the dataset (with a 
max accuracy of 97.54%) [44]. For future work, we plan on performing feature selec-
tion to reduce the size of the training data while keeping the performance.
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