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Abstract 

The development of the Internet of Things (IoT) has produced new innovative solu-
tions, such as smart cities, which enable humans to have a more efficient, convenient 
and smarter way of life. The Intelligent Transportation System (ITS) is part of several 
smart city applications where it enhances the processes of transportation and com-
mutation. ITS aims to solve traffic problems, mainly traffic congestion. In recent years, 
new models and frameworks for predicting traffic flow have been rapidly developed to 
enhance the performance of traffic flow prediction, alongside the implementation of 
Artificial Intelligence (AI) methods such as machine learning (ML). To better understand 
how ML implementations can enhance traffic flow prediction, it is important to inclu-
sively know the current research that has been conducted. The objective of this paper 
is to present a comprehensive and systematic review of the literature involving 39 
articles published from 2016 onwards and extracted from four main databases: Scopus, 
ScienceDirect, SpringerLink and Taylor & Francis. The extracted information includes the 
gaps, approaches, evaluation methods, variables, datasets and results of each reviewed 
study based on the methodology and algorithms used for the purpose of predict-
ing traffic flow. Based on our findings, the common and frequent machine learning 
techniques that have been applied for traffic flow prediction are Convolutional Neural 
Network and Long-Short Term Memory. The performance of their proposed techniques 
was compared with existing baseline models to determine their effectiveness. This 
paper is limited to certain literature pertaining to common databases. Through this 
limitation, the discussion is more focused on (and limited to) the techniques found 
on the list of reviewed articles. The aim of this paper is to provide a comprehensive 
understanding of the application of ML and DL techniques for improving traffic flow 
prediction, contributing to the betterment of ITS in smart cities. For future endeavours, 
experimental studies that apply the most used techniques in the articles reviewed in 
this study (such as CNN, LSTM or a combination of both techniques) can be accom-
plished to enhance traffic flow prediction. The results can be compared with baseline 
studies to determine the accuracy of these techniques.
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Introduction
With the growth of IoT technology in recent years, innovations are more focused on 
making the world ‘smarter’ through the implementation of smart technology, such as 
smart cities, smart industries and smart transportation. The Intelligent Transportation 
System (ITS) is a revolutionary technology for smart transportation, a component of 
IoT. As mentioned in [1], ITS is part of the implementation of smart cities in IoT which 
aims to solve urbanisation issues that involve human mobility through the application 
of machine and deep learning (as an example, see Fig. 1). ITS mainly aims to offer cre-
ative and enhanced services for traffic management as well as for various transporta-
tion modes so travellers can commute in an organised, safe and ‘smart’ manner [2, 3]. 
Undoubtedly, technological developments have transformed systems and innovations to 
be more organised and structured. ITS is also intended to minimise traffic problems, 
mainly congestion, to enhance traffic efficiency, reduce travel time for commuters and 
improve the comfort and safety levels of travellers. Other than ensuring the efficient use 
of infrastructure and road safety, ITS provides other benefits such as transport networks 
for accessibility and mobility of travellers in an area. It also makes the best use of infra-
structure and can offer a range of affordable and convenient transportation options. ITS 
further oversees incidents and congestions to provide road users and travellers the best 
level of service [4, 5].

Connected or automated vehicles (CV) are part of the technology developed under 
ITS. CV technology enables various vehicle categories (such as cars, buses, trucks, 
etc.) to communicate with each other, either through built-in or separate devices that 
are wirelessly connected to share valuable and important mobility and safety informa-
tion [6]. The CV environment utilises data obtained through short-range communica-
tion broadcasts as well as peer-to-peer (P2P) exchanges within an acceptable parameter 
to detect activities being performed by other travellers and to identify potential warn-
ing hazards. CV allows travellers to safely arrive at their destination, quickly and cost-
efficiently [7]. Apart from communicating with other vehicles, CV technology can also 
enable communication with road-side infrastructures to provide valuable notification 
and information.

Various well-known vehicle companies and manufacturers (such as BMW, Audi, Tesla 
and Volvo) have been involved in the development of CV technology. Each brand has 
introduced various innovations for their CV. BMW offers driver-focused technology, 

IoT in ITS
Intelligence

Transportation System

+
ML / DL

Machine Learning  
or / and
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LEARN PREDICTION ENHANCEMENT

Fig. 1 IoT in ITS with machine and deep learning
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digital services and a driver assistance system to assist drivers during their commute [8]. 
Audi designed a system that focuses on safety by reducing distractions for drivers [9]. 
Tesla, another growing manufacturer, has produced a vehicle with an advanced infotain-
ment system, allowing drivers to fully utilise the technological functionality of their car 
[10]. Volvo has also focused on improving its infotainment system through a scheme 
called Sensus Connect [11].

With the advancement and development of CV, one of the main problems that 
researchers are still trying to solve is congestion [12]. Numerous works and research 
have been conducted to develop a prediction system for traffic flow and congestion. 
Distribution of congestion information is essential. With the development of CV, such 
information can be much easily distributed. However, before congestion information 
can be distributed, this study strives to determine how traffic information is generated 
through predictions and classifications. Since CV is part of IoT, the implementation of 
Artificial Intelligence (AI), such as machine learning (ML), is an innovative method that 
can provide a more reliable approach for producing and generating traffic flow predic-
tions [13]. Figure 2 displays the relationship between the concepts of AI, ML and deep 
learning (DL) techniques. According to [14], DL is a subcategory of ML. They are closely 
related to each other in AI. Hence, this study presents a systematic review of traffic flow 
predictions using ML for CV. The introduction of CV promoted the use of ML meth-
ods to further enhance the capability of this technology. ML generates massive quanti-
ties of data, necessitating a better and faster data analysis which conventional methods 
cannot handle [15]. Examples of the real-life usage of ML applications, particularly for 
transportation, are seen through various applications such as Google Maps, Waze and 
HERE WeGo. They are useful platforms for users to plan and manage their travels. These 
applications collect big data through observations and users. The data is analysed using 
ML to provide real-time traffic data, as well as predictions of future events and traffic 
conditions, which are necessary information for users to efficiently plan their journeys. 
The authors in [16] proposed the use of a combination of big data and machine learning 
techniques to improve vehicle braking, thereby promoting eco-driving.

This systematic review focuses on the traffic flow prediction model using machine 
learning techniques in connected vehicles. Several research questions (RQ) have been 
established to develop ideas and guidelines for this study. The research questions are 
listed as follows:

Artificial Intelligence (AI)

Machine Learning (ML)

Deep Learning (DL)

Any approach that uses
logic, if-then rules,
decision trees and
machine learning to
enable computers to
mimic human
intelligence

Complex statistical 
techniques that allow
machines to improve
their performance over
time are included in this
subset of AI. This
category includes deep
learning.

p g ( )
By exposing multi-layered neural 
networks to a large amount of
data, a software can train itself to
perform tasks, such as speech and
image recognition.

Fig. 2 The relationship between the concept of AI, ML and DL [14]
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RQ1 In studies on traffic flow prediction that implemented machine learning algorithms and techniques, what 
are the gaps found in each study which can be further improved in terms of methods, challenges, evalua-
tion approach and results?

RQ2 What are the main ML techniques and parameters used in the highlighted research, particularly for traffic 
flow prediction?

RQ3 How is the effectiveness of the proposed methodology evaluated and how did the proposed solution 
influence traffic management in urban cities?

Numerous studies have proposed innovative techniques to establish congestion predic-
tion models in CV that apply ML techniques, resulting in various outcomes and results. 
However, the recent literature still lacks systematic and structured research on the use 
of ML techniques in traffic flow prediction of CV. The aim of this structured review is to 
provide a comprehensive and dependable understanding of traffic flow predictions using 
ML techniques for CV, as well as to present a summary of relevant existing literature. For 
instance, a study by [17] had proposed the ANN based short term traffic volume prediction 
in India, describing the use of the ANN technique. The results and limitations revealed a 
research gap that can be further explored by other researchers. Another example would be 
the authors in [18] who proposed a Faster R-CNN detector to address the problem of traffic 
estimation using data from traffic videos.

Therefore, this study presents the different purposes, methodologies and outcomes from 
the list of available literature. It further highlights the frequently used ML techniques for 
traffic flow prediction as well as the variables and parameters involved. Lastly, this study 
determines the effectiveness of the methods that apply ML techniques and how they were 
evaluated.

“Search methodology” section presents the search methodology where the literature 
search strategy is explained. “Gaps, techniques, evaluation and opportunities” section 
discusses the results extracted from the literature review on traffic congestion prediction 
involving ML techniques. “Conclusion, limitations and future work” section displays the 
obtained results. Final section presents the conclusion, limitations of this current research 
and recommendations for future works.

Search methodology
Figure 3 displays the process of conducting a structural literature review (SLR), starting with 
problem recognition. During this phase, the problem statement is evaluated to determine 
the focus of this study and to drive the systematic review. This phase is important since 
the problem statement of each study should be known so as to ascertain its importance 
for discussion and how it can help enhance future works [19]. The next process is to create 
and generate the research questions once the problem has been determined. The research 
questions are the focus of this study in the path to learn answers and discuss key findings 
[20]. Literature search and analysis can be a challenging phase since researchers must study 
and review the existing algorithms, techniques and models of the focus research area. This 

Problem 
Recognition

Create 
Research 
Question

Literature 
Search and 
Analysis

Result and 
Discussion Conclusion

Fig. 3 The process of conducting a structural literature review
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current study employs four databases to pinpoint the articles and journals that highlight 
the machine learning-based (ML) techniques widely used for prediction and analysis in CV, 
especially for traffic flow prediction. The results are subsequently explained based on the 
information gathered from the literature review. Lastly, the conclusion is constructed for 
this study.

Literature inclusion and exclusion criteria

Several criteria must be fulfilled for studies to be selected and considered in the system-
atic review:

• Articles are indexed and published as journal articles and proceedings. Unpublished 
literatures are excluded.

• Articles are focused on ‘traffic flow prediction using machine learning’ within the 
domain and context of transportation and computer science. Articles on traffic flow 
prediction unrelated to transportation and computer science are excluded.

• Articles are easily accessible by the researcher, either through public/open access or 
institution access. Access that requires payment is excluded.

• Articles must contain basic sections of literature, namely, the abstract, introduction, 
methodology, results, discussion and conclusion. Articles that lack the required sec-
tions are excluded.

• Articles must be written in English. Articles written in languages other than English 
are excluded.

Study selection

Figure  4 presents the process of selecting the relevant studies for this research. This 
study initially conducted a search of keywords in the selected database, which produced 
4657 search results. Due to the large number of results, the initial focus was on the first 
3205 articles. A thorough preliminary screening from 2016 to 2021 produced 2271 arti-
cles based on source type filters, namely, research articles and conference papers. This 
study then focused on articles and papers written in English, producing 2100 results. 
Next, the computer science field was chosen which yielded 984 articles. 447 articles were 
then selected based on their title and relevance to the study, as assessed by their abstract. 
Subsequently, 245 articles were selected to be read in full. After thoroughly reviewing 
the full text, the results led to the final selection of 39 articles.

Gaps, techniques, evaluation and opportunities
A total of 39 articles have been extracted from four databases: Scopus, SpringerLink, 
ScienceDirect and Taylor & Francis. This was according to their relevance with the 
title and field of this study. The chosen studies are the result of various filters and the 
application of the inclusion and exclusion criteria, as previously mentioned in “Search 
methodology” section. The extensive review of these articles has led to the extraction 
of the main attributes; the gaps each study was trying to solve; the methodology, model 
or approach applied by the authors; the dataset used in the study; how the authors con-
ducted the evaluation of their methodology; the parameters involved in the research; 
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the evaluation metric employed by the authors; and the results of the study. Table 1 dis-
plays the tabular analysis of these articles. The findings of this review are categorised 
into three groups: machine learning approach, the hybrid or ensemble machine learning 
approach and the machine learning approach with the inclusion of social media (which 
is further explained). Discussions are presented based on the research questions deter-
mined for this study.

Gaps, methods, challenges and evaluation methodology for traffic flow prediction

The aim of every research or literature is to discuss a certain topic or introduce and pro-
pose a solution to a problem, commonly known as gaps. Gaps are areas that can be fur-
ther explored or improved to create a better understanding of the discussion. To answer 
the RQ1 formulated above, this study discusses the gaps found in each study based on 

FI
LT

ER
1 Title, Abs, Keyword Search – Scopus, Springer Link, 

Taylor and Francis and Science Direct

“Congestion Prediction” OR “Traffic Flow” AND “ML” 
AND “Connected Vehicle”
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LT
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Fig. 4 Sequence of the SLR strategy
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the SLR results for traffic flow predictions which applied machine learning techniques. 
The purpose of each study, methods, challenges, evaluation approach and results are 
also presented in the following sections.

Gaps in SLR for Traffic flow prediction using machine learning

The research gap is an area that is either lacking or unexplored by previous authors, as 
listed in the second column of Table 1. Usually, authors would either try to develop a 
novel method/framework or enhance existing methods by proposing alternative tech-
niques. Gaps are usually the motivation behind research and the inspiration for research 
expansion [21].

Each of the 39 articles selected in this literature review had reported a gap that they 
attempted to fill or solve, either by introducing new methodologies or by enhancing 
existing methods proposed in previous research. Ref. [22] stated that the current tech-
niques for traffic prediction have failed to perform well due to the complex association 
features between road sections. Ref. [23] found that existing studies generally use similar 
traffic flow data of a city for the purpose of model training and testing. Ref. [24] dis-
covered that the current models ignore and disregard the influence of weather condi-
tions when making predictions on traffic flow. Ref. [25] claimed that a lack of literature 
is present regarding the prediction of congestion patterns in traffic zones or busy areas. 
Ref. [26] noted that existing LSTM models do not address the issue of enormous traffic 
flow data parallel to computing and distributed storage. Ref. [27] suggested that studies 
on traffic prediction should change focus towards the data-intensive era, which is cur-
rently lacking. Ref. [28] stated that current traffic classification methods are not solid 
against illumination conditions. Ref. [29] learned that studies which focus on time series 
for IoT traffic prediction are lacking. Ref. [30] found that existing studies have not effec-
tively modelled or designed dynamic traffic patterns for irregular regions. Ref. [31] fol-
lowed the current trend of growth on the use of LSTM techniques for traffic prediction. 
Ref. [32] stated that current approaches generally employ adjacency or distance matrix 
for the correlation between adjacent segments of the road, which have failed to dynami-
cally capture spatiotemporal dependencies. Ref. [33] reported that previous studies have 
mainly focused on a single ML technique, causing the degeneration of traffic prediction 
accuracy to a certain extent. Ref. [34] found that most methodologies for prediction 
had focused on accuracy instead of immediacy. Ref. [35] concluded that traffic predic-
tion study is unpopular because there is a lack of computationally efficient methods and 
algorithms, including good quality data. Based on the implementations of previous stud-
ies, [36] claimed that the performance of CNN for traffic prediction has been relatively 
unimpressive. Ref. [37] noted that there is a lack of research that considers road types as 
input for traffic prediction. Ref. [38] discovered that existing methodologies have only 
focused on a single road segment for making traffic predictions. Ref. [39] tracked the 
trend and growth of studies that have focused on traffic flow prediction using Applica-
tion Programming Interface (API), such as Google Maps, for real-time traffic. Ref. [40] 
stated that previous studies have only considered the utility of a single factor, thus, there 
is currently a lack of research which considers multiple factors. Ref. [41] focused on stud-
ies that had only used analysed tweets for model training. Ref. [42] reported that existing 
methodologies with commonly known ML techniques do not consider the complexity 
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and heterogeneity of a traffic network system. According to [43], existing studies that 
addressed traffic time estimation issues are limited due to short-term or real-time pre-
dictions. Ref. [44] realised that it is a challenge to define and explain an appropriate traf-
fic flow prediction, which heavily depends on data generation and collection. Ref. [45] 
perceived that former data mining algorithms typically address the issue using tradi-
tional mathematical and statistical theories, which made modelling spatial and temporal 
relationships impossible. Ref. [46] found that some researchers did not consider spatial 
and temporal relationships in deep learning methods. Ref. [47] discovered that existing 
models often suffer from a complex shift in factors and do not fully consider self-features 
and external factors of traffic flow. According to [48], existing studies that combined 
CNN and RNN techniques for traffic prediction were unable to collect the globality and 
connectivity of traffic networks. Ref. [49] lamented the current lack of traffic flow pre-
diction studies on urbanised arterial roads. Ref. [50] reported the lack of studies that 
considered the overall road network status. Ref. [51] uncovered the current lack of stud-
ies that classify congestion using traffic camera images. Ref. [52] stated that existing 
studies which did not implement deep learning had eventually encountered difficulty 
when training a deep network due to complexity and time constraints. Ref. [53] noticed 
that existing studies have focused more on city regions instead of road sections for traf-
fic flow prediction. Ref. [54] found that certain neural network techniques, such as CNN 
and LSTM, are only able to capture spatial or temporal data, respectively. Ref. [55] found 
that recent studies with DL models have failed to shed light on data uncertainty. Ref. 
[56] stated that there is concern over convergence and fitting due to the production of 
large data when discussing traffic flow prediction. Ref. [57] discovered that existing stud-
ies have only used valid data and excluded missing data when training network mod-
els, resulting in a relatively small training set size. Ref. [58] found several research works 
and studies that considered the use of the integrated CVT-AI method for traffic density 
estimation. Ref. [59] stated that existing studies on urban traffic optimisation are insuf-
ficient. Ref. [60] noticed that existing studies have generally focused on determining the 
application of social media as one of the major sources for traffic monitoring.

Techniques in SLR for traffic flow prediction using machine learning

The following section discusses the techniques for traffic flow prediction using machine 
learning based on SLR.

Machine learning approach

Most articles reviewed in this study had reported the implementation of a single machine 
learning approach through various strategies and methods. Ref. [61] proposed a model 
known as SG-CNN where the process of data training is optimised by an algorithm that 
groups road segments. By utilising the CNN algorithm, the proposed method revealed 
positive results compared to other baseline models. Ref. [22] proposed an approach 
based on multi-task learning for both spatial and temporal dependency extraction in 
multiple cities. Their model produced good results and showed superiority over other 
baseline models. In the study by [23], a model for congestion pattern prediction based 
on the Hidden Markov Model was proposed and compared with ARIMA, another well-
known baseline model for traffic prediction. Overall, the proposed model performed 
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better than ARIMA. A distributed LSTM combined with a time window and normal 
distribution based on the MapReduce framework was proposed by [25], which also 
produced good results compared to existing LSTM models. Ref. [26] offered a machine 
learning-based framework for traffic speed prediction that compared three algorithms: 
CNN, LSTM-NN and XGBoost. The outcome revealed that XGBoost outperformed the 
other two algorithms. Ref. [62] developed an efficient automated system for congestion 
classification based on deep residual networks (CNN) and compact image representa-
tion. Ref. [63] proposed an LSTM-Deep Learning model for predicting IoT traffic in 
time series, in which the authors stated that the increased number of hidden layers pro-
vided the best accuracy. Ref. [64] proposed a Multitask Deep Learning Model (MTGCN) 
which used the graph convolution network (GCN) algorithm. A comparison between 
MTGCN and other baseline models have shown that the proposed method had the best 
performance. A traffic flow prediction model based on the LSTM network, known as 
LSTM_SPLSTM, was suggested by [30]. Ref. [65] proposed LGSTN, a local and global 
spatial–temporal network for traffic flow forecast on a road segment basis instead of 
regions. They evaluated LGSTN using two different datasets, with the proposed method 
performing well in both. Ref. [32] also used LSTM to propose a prediction model based 
on missing temporal and spatial values. This model was assessed in both urban and sub-
urban areas. The proposed method produced better predictions in suburban areas com-
pared to urban areas. Ref. [34] proposed a model that used a neural network, known as 
an Intelligent Traffic Congestion Prediction System, using Floating Car Data (FCD). This 
model was evaluated using same-region and cross-region data, and it was accurate in 
both. Ref. [37] developed a method called SSGRU which focused on multiple road seg-
ments for traffic prediction. The proposed method performed better in both urban and 
suburban areas compared to the Gated Recurrent Unit (GRU) and LSTM models. Ref. 
[38] conducted a case study to compare different machine learning algorithms for traf-
fic congestion predictions and assessments using the Estimated Time of Arrival (ETA) 
based on the congestion index. Their results showed that Random Forest and XGBoost 
algorithms obtained the best results compared to other methods. Ref. [39] utilised the 
Graph Neural Network to develop TKGNN, which improved the accuracy more than 
the baseline models in unstable and fluctuating conditions. Ref. [42] utilised LSTM in 
their deep neural network model based on data analysis from a Vehicle Detection Sys-
tem. The results showed that in the case of high traffic density, the proposed model 
exhibited greater accuracy than in low traffic density, especially during weekdays. A 
model named C-LSTM was proposed by [44] as an end-to-end neural network model. 
Ref. [45] introduced a model based on a deep learning method called the varying spa-
tiotemporal graph-based convolution model (VSTGC), which produced outstanding 
outcomes in different scenarios and timeframes. Ref. [46] introduced a CNN-based 
model (MF-CNN) with spatiotemporal features that is capable of performing network-
scale traffic flow predictions. In a study by [47], a framework called MRes-RGNN was 
proposed based on multiple residual recurrent graph neural networks. It outperformed 
other existing baseline models. Ref. [48] conducted a comparative analysis experiment 
on machine learning methods for traffic flow prediction using three techniques (namely, 
k-NN, SVR and ANN) in which the latter outperformed the other techniques. Ref. [49] 
implemented the k-NN and C4.5 algorithms to predict traffic congestion by treating 
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network status as a video. A feature collection system was proposed by [66] to collect 
appearance-based features of traffic images where two machine learning techniques 
(DNN and CNN) were selected for evaluation. Based on the results, CNN performed 
with the highest accuracy. Ref. [51] proposed a supervised deep learning-based traffic 
flow prediction (SDLTFP), a fully connected deep neural network, with the application 
of Bayesian Network and Dropout for faster data training. Ref. [52] proposed an LSTM-
based traffic recommendation and forecasting method to conduct two experiments. 
The proposed method outperformed all other methods. Refs. [56] and [57] introduced 
a framework that can increase the accuracy of real-time traffic condition assessment by 
integrating CV technology with AI methods, such as SVM and CBR. Ref. [58] developed 
a deep-learning neural network for optimising traffic flow.

Hybrid/ensemble machine learning approach

Several reviewed studies have implemented a combination of machine learning tech-
niques in their methodology, producing a hybrid or ensemble learning approach. Ref. 
[59] introduced a framework that combines radial basis function (RBF) with stacked 
autoencoder (SAE) for traffic flow prediction, with the inclusion of weather influence. 
Their framework produced a higher prediction accuracy compared to other baseline 
models. Ref. [24] proposed an improved traffic state identification model based on 
selective ensemble learning of SVM, fuzzy C-means and random subspace. This model 
achieved better accuracy compared to other models tested in the study. Ref. [33] pro-
posed a more efficient data collection strategy and a hybrid neural network model by 
combining LSTM, CNN and Transpose CNN to extract spatial and temporal informa-
tion data. Ref. [35] developed a combination of GCN and LSTM-deep learning networks, 
which produced favourable results compared to other models. A deep ensemble-stacked 
LSTM (DE-LSTM) model was proposed by [36]. Although the proposed method failed 
to outperform other models during non-peak traffic testing data, it did perform better 
than LSTM. Ref. [43] suggested an urban traffic flow prediction based on spatial–tem-
poral features using a combination of CNN and LSTM, which produced good results 
compared to other models. Ref. [46] introduced STRNC, a combination of CNN and 
LSTM techniques, to simultaneously capture temporal dependencies during the predic-
tion of traffic flow. The STRNC was tested with different datasets, producing satisfactory 
results. Ref. [53] offered a deep hybrid neural network which was improved through the 
implementation of a greedy algorithm for tracing GPS in taxis. A combination of LSTM 
and CNN was also used for spatial and temporal dependencies. The results showed that 
the proposed model with the greedy algorithm performed better than other models. 
Ref. [54] introduced FDCN, a deep residual network model built with fuzzy theory that 
proved to be more powerful than existing models.

Machine learning approach with the inclusion of social media

Several studies have also developed machine learning approaches with the inclusion of 
social media data, such as tweets. Ref. [55] introduced the Extended Coupled Hidden 
Markov Model for the efficient integration of GPS probe readings and traffic-related 
tweets. The outcome of their study indicates that the proposed model performs better 
than other existing models without social media data. Ref. [60] proposed a deep learning 
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urban model combined with tweet information, adopting the SAE architecture and 
LSTM technique.

Evaluation from SLR for traffic flow prediction using machine and deep learning

Commonly used ML and DL techniques

From the extensive review of selected literature, this section addresses RQ2, which aims 
to list the commonly used ML and DL techniques. Based on the findings from the lit-
erature review, various ML techniques and algorithms have been employed for traffic 
flow prediction, such as SVM, CNN, LSTM, XGBoost, etc. The most common ML tech-
niques used for predicting traffic congestion from 2016 to 2021 are CNN [41] and LSTM 
[22, 27, 35, 46, 47, 51, 53, 55, 63]. The combination or hybrid usage of these algorithms 
has also been reported in which CNN and LSTM were applied to extract spatial and 
temporal information, respectively [26, 34–36, 41, 43–46, 53, 54, 56, 57, 62, 64, 65]. The 
outcomes illustrate that CNN and LSTM are from the main ML algorithms that can be 
considered in future research, however, other ML techniques that perform equally well 
should not be excluded such as Random Forest [35, 46, 53, 54], XGBoost [39], ANN 
[27, 39] and GCN [49].

Parameters

Since the focus of SLR is on traffic flow prediction studies, the traffic datasets varied 
among different countries. Ref. [67] discussed several real-time traffic parameters such 
as average vehicle speed, object detection, distance calculation and vehicle counting that 
can be collected through multiple practises using data from traffic cameras. Table 2 pre-
sents the list of parameters used by each reviewed literature. Most of these datasets have 
produced common variables that can be applied to analyse and calculate traffic flow 
classifications, such as traffic speed or velocity [30, 36]; traffic flow or number of vehi-
cles that passed a certain point [22, 25–28, 33, 34, 36, 37, 44, 45, 48, 50, 52, 54, 57, 59]; 
traffic volume or the number of vehicles that crossed a road section per unit of time 
[23, 27, 28, 31–33, 41, 46, 56, 68]; time, time intervals, passage of time or time span 
[22, 25, 26, 38, 44, 49, 52, 59]; and traffic density or the average number of vehicles 
per kilometre of road space or area [23, 25, 32, 37, 39, 40, 44, 46, 47, 50, 53, 55, 57, 58, 
60]. Other variables, including weather, were also included in previous methodologies 
and considered as external factors [35, 41, 58]. These factors are capable of influencing 
the performance and outcome of the applied procedures.

Comparison with baseline model

Each reviewed study had compared their proposed model and ideas with other existing 
baseline models. To answer RQ3, which determines the effectiveness of the proposed 
models, it was found that most of the reviewed research had reported significant out-
comes from their proposed methodology. This was accomplished through evaluations 
during their experimental setup when comparing with existing baseline models. These 
models have been used by numerous research works that reported satisfactory results, 
which were then later examined and enhanced by others. Examples of commonly com-
pared baseline models are as follows [24, 39–41, 43, 45, 59]:
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• Historical Average (HA): A time-series model that forecasts demands using values of 
previous demands at a given location during a similar time interval.

• Autoregressive Integrated Moving Average (ARIMA): A time-series model com-
posed of a combination of autoregressive components and moving average in time-
series modelling for traffic flow prediction.

• Support Vector Regression (SVR): A model that is based on linear SVM in perform-
ing regression tasks.

These baseline models are often compared with the proposed methodology to deter-
mine whether the suggested method is capable of performing at a similar or higher level. 
The other models used for comparison include ML algorithms.

Evaluation metric in SLR for traffic flow prediction using machine learning

In the surveyed articles, the evaluation metric is commonly applied to compare the pro-
posed methodology with other baseline models. Table 3 presents a list of metrics used 
by the reviewed literature. Commonly used metrics include the Forecasting Value (FV), 
Root Mean Square Error (RMSE), Mean Absolute Error (MAE) and Mean Absolute Per-
centage Error (MAPE). The formulas are as follows:

These metrics are used to compare between traffic flow prediction models. The low-
est error value is the best value to determine the performance of each model in different 
scenarios.

Conclusion, limitations and future work
This work contributes to the expansion of research in the field of traffic flow prediction 
using ML and DL techniques. It adds to the literature and future studies by serving as a 
reference for other academicians, practitioners and researchers. This study provides a 
systematic and comprehensive review on recent research that implemented ML and DL 
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techniques as well as algorithms for traffic flow prediction. After a thorough selection 
process, a total of 39 articles were selected and comprehensively reviewed. The traffic 
flow prediction gap addressed in these articles include lack of computationally efficient 
methods and algorithms. Moreover, good quality data for data training are limited. Since 
similar traffic flow data of a city were used, this led to the utilisation of incomprehensive 
contents of data when training the network models. These factors have been determined 
to restrain the improvement of traffic flow prediction using ML and DL techniques. The 
gap is added by the failure of applying dynamically captured spatial and temporal rela-
tionships in deep learning due to complex association features between road sections 
and congestion patterns in traffic zones or busy areas. There is also a lack of computa-
tion and distributed storage, resulting in the limitation of time series for IoT traffic pre-
diction. This issue must be addressed in future research.

Nevertheless, various methods, models and strategies have been introduced and pro-
posed by researchers to determine the most accurate technique for traffic flow predic-
tion. The application of machine learning techniques to predict traffic flow, especially 
CNN, LSTM and others, has shown positive results in enhancing the performance of the 
proposed methodologies such as C-LSTM, STRCN, MTN, etc. Comparisons with exist-
ing baseline models, such as ARIMA and HA, have further strengthened the idea behind 
the proposed models since the comparison results exhibited positive and enhanced 
outcomes.

This current study faced several constraints, such as being limited to only four main 
known databases (Scopus, ScienceDirect, SpringerLink and Taylor & Francis). Future 
research should include other literary sources and studies listed in more databases. This 
study was also limited to the techniques and algorithms found in the list of reviewed 
studies. There is a possibility that other techniques are present which are not listed in 
this study. For future endeavours, experiments that implement commonly used DL tech-
niques (CNN and LSTM), extensively discussed in the reviewed articles, can be accom-
plished by utilising traffic data captured in various local urban regions to provide wider 
data patterns for model training. This will subsequently improve the prediction of traffic 
in local urban areas and further enhance the accuracy of ML and DL techniques for traf-
fic flow prediction. However, cooperation to contribute the essential large data volume 
by local urban authority will be the main hurdle faced by researchers. Rules and regula-
tions for traffic data sharing in local urban authority will also become another challenge. 
Connected IoT environments resulting from the process of setting up devices to cap-
ture traffic data for ML and DL training may contribute to cybersecurity issues as well. 
A framework must be established to address cybersecurity related matters for ITS in 
smart local urban cities. This will provide a broad area for future research. In our future 
efforts, we will extend this work to develop the IoT Monitoring Framework for Smart 
City Cybersecurity. The focus will be on ITS deployment for local urban cities. This will 
contribute towards the advancement of ITS technology in local urban smart cities. The 
evolution of ITS will establishes a more structured and effective management of trans-
portation flow in smart cities.
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