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Introduction
With the development of network technology, more and more people use social plat-
forms such as Twitter and Facebook every day to share their lives and follow what others 
share. For social platforms, they are badly in need of classifying their users according 
to status, hobby or other factors, which can help them manage users in different com-
munities and push advertising information precisely (Wang et al. 2014; Ding et al. 2017). 
Because of the rapid growth of social platforms, the topic of community detection in 
social networks has attracted a lot of attention in recent years  (Xu et  al. 2013; Zhang 
et al. 2017).

In both online and offline social networks, influence power always plays an important 
role in social activities. A person who has great influence power can be the core of a 
group with close relationship, which is called a community. Every person in social net-
work is affected by his friends while he is affecting others. From the intuitive phenomena 
mentioned above, we propose a novel algorithm based on influence power to discover 
potential core members in the social network from which community structure can be 
revealed.

Abstract 

Nowadays, more and more people use social network to share their lives and com‑
municate with each other. In real social network, a person is influenced by others and 
also influences others at the same time. So the status of a person in the network can 
be determined by his influence power. In other words, a person with larger influ‑
ence power always plays more important role and is more likely to act as a core of a 
community. Different from most of existing community detection algorithms which 
concentrate on the topology of networks, we propose an algorithm based on influ‑
ence power to discover potential core members from which the community structure 
can be revealed. Extensive experiments confirm that our proposed algorithm has good 
performance in detecting community in real social network.
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Related work

Detecting communities is of great importance in disciplines such as sociology, biology 
and computer science, where systems are often represented as graphs (Fortunato 2010; 
Wang et al. 2013). In the past few decades, many algorithms have been developed for 
community detection because community is one of the most common and important 
properties to reveal the hidden structures of a network (Newman 2010).

One representative community detection algorithm is modularity  (Newman 2006; 
Wang et  al. 2016), which is a typical measure for evaluating the community structure 
and has been widely used in many algorithms as evaluation criterion. Generally, many 
of the existing community detection algorithms are based on the topological structure 
of the network, such as GN Newman and Girvan (2004), CNM Clauset et al. (2004) and 
Ratio Cut Wei and Cheng (1991). They mainly focus on the distribution of nodes and 
how edges connect the nodes in the network. Among the topological structure-based 
algorithms, there are many directions. For example, some algorithms focus on local top-
ological structure such as GCE (Lee et al. 2010) and some focus on higher order feature 
of network topology such as motif-based algorithms (Benson et al. 2016).

With the development of community detection, it is revealed that real community dis-
tribution does not always obey the rules of topological structure. That is, the detection 
result strictly based on topological structure may have a huge deviation compared to 
the ground truth. To improve the accuracy of detection, some efforts have been made 
by taking into account the formation of the networks and communities when design-
ing algorithms. For example, node attributes may affect the behavior of nodes, and then 
affect the connections between nodes  (Yang et  al. 2014). For social networks, human 
influence is an important factor in community formation, which means the human fac-
tors may help the detection result approach the true community distribution. To address 
the above issue, we designed a new algorithm based on influence power, which is an 
important factor in social activities. At the same time, we also take the topological rules 
into account and use modularity as criterion.

In the existing community detection algorithms, the way to discover communities can 
be divided into two types. One type is dividing all members into different communi-
ties directly. For example, label propagation algorithm (LPA) (Raghavan et al. 2007) can 
get detection result directly. The other type is finding community cores first and then 
allocating the rest members. For example, some community detection algorithms devel-
oped from clustering algorithms mainly belong to this type, such as the OCDDP algo-
rithm (Bai et al. 2016) developed from the density-peak algorithm (Rodriguez and Laio 
2014). Our influence power based algorithm belongs to the second type which is also an 
iterative algorithm.

Our work

Different from other kinds of network, real social network is formed by humans, which 
means there exist some social factors in human activities that result in the formation 
of network topology. It is curious to know what social factors can affect the forma-
tion of network. Inspired by this perception, we discover that influence power in the 
social activities can reveal the importance of a person in the network. Namely, a per-
son with greater influence power in social activities will have more followers around, so 
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the corresponding node in the network topology has larger probability to be a core of a 
community.

Apart from the aforementioned basic idea, one observation is revealed about influence 
power as follows. That is, the energy of a person on social contact is limited. If he is busy 
with reading message from others (be influenced more), he has little time to express 
himself or send message to others (influence others less). So one assumption is made 
that influence power of a person can be counteracted by the power of being influenced.

Accordingly, the change of influence power can be described in the following three 
phases. First, every node starts with an initial value as its initial influence power. In this 
part, a random initialization strategy based on degree centrality is used Freeman (1978). 
Second, every node can influence its neighbors and be influenced by its neighbors, 
which can lead to the pure influence power. Third, as time evolves, if the pure influence 
power of a node is negative, it will lose chance to be a core and be ignored temporar-
ily. Otherwise, the node can be retained and the pure influence power in this iteration 
will determine the influence power in the next iteration. In every iteration, the remain-
ing nodes are chosen to be the potential cores of distinct communities. As a temporary 
result, communities will be detected by allocating non-core nodes into the community 
associated with the potential cores. We will always save the community detection result 
with largest modularity until convergence.

Compared with most of the existing algorithms, the proposed approach not only takes 
topological rules into account, but also introduces an important social factor, namely 
influence power. Due to this reason, our approach achieves a good performance in 
detecting communities in real social network, which is confirmed by extensive experi-
ments in “Experiments” section.

Community detection based on influence power
Preliminaries

In social network platforms, everyone would influence others and be influenced by 
others at the same time. So we use BIi(Be-Influenced) to measure how much user i is 
influenced by his neighbors and IPi(Influence-Power) to measure how much user i can 
influence others. Assuming that these two variables can counteract each other, we define 
PPi(Pure-Power) to represent the pure influence power of user i, representing the cen-
trality of user i in the community. Figure 1 shows how IP and BI work in our model.

The input of our algorithm is an undirected graph G = (V ,E) where V is the set of 
nodes and E is the set of edges. In addition, e = {i, j} ∈ E represents the edge between 
node i and node j. Some definitions are introduced as follows.

Definition 1  (Neighbors of Node i) Given an undirected graph G = (V ,E) , neigh-
bors of a node i ∈ V  is the set N(i) containing directly linked nodes with i, i.e., 
N (i) = {j ∈ V |{i, j} ∈ E}.

Definition 2  (Social Circle of Node i) Given an undirected graph G = (V ,E), social 
circle of a node i ∈ V  is the set S(i) containing both node i and its neighbors, i.e., 
S(i) = N (i) ∪ {i}.
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Given an undirected graph G, we cannot quantify the intimate degree of two directly 
linked nodes in the network, which is used in both updating and allocation procedure 
in our algorithm. An intuitive way to solve this problem is Jaccard Similarity (Jaccard 
1912). Obviously, if two nodes have more common neighbors, their relationship is closer 
and they are more similar in the network.

Definition 3  (Intimate Degree) The intimate degree of two linked nodes i and j is 
defined as

From the above equation, ωij can be described as the ratio of common friends of user 
i and user j in their social circle. As for weighted graph, we can use weighted Jaccard 
Similarity.

Initialization

According to degree centrality, the degree of each node can be used to initialize IP 
directly, which is based on the assumption that a person with more neighbors has more 
possibility to be a core in community so he has greater influence power. This initializa-
tion strategy can give a stable result, but it may lead to degenerated results. Another 
strategy is to initialize IP randomly. Though random initialization may lead to different 
initial results, this strategy can avoid being trap into degeneration and find the accept-
able performance by running several times. By combining the above two strategies, a 
random initialization strategy based on degree centrality can be derived.

Update procedure

BI updating

In this procedure, we update the Be-Influenced value BI of every user in the network. 
One observation is that, everyone in social network is influenced by his neighbors. To 

(1)ωij = Jaccard_Similarity(i, j) =
|S(i) ∩ S(j)|

|S(i) ∪ S(j)|

(2)IP = Degree+ Degree2 ∗ rand(0, 1)

5
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2

Fig. 1  Example to show how IP and BI work in our model. a The graph of user 6 affecting his neighbors 
through his influence power IP. b The graph of user 6 being affected by his neighbors in different degree 
which depends on different intimate degree
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measure how much a user is influenced, BI depends on two factors: (1) intimate degree 
between a person and his neighbors, (2) influence power of a user’s neighbors. These 
two factors are easy to understand for the reason that everyone is easier to be influenced 
by his close friends, especially his friends who have great influence power.

That is, the value BIi for every user i can be updated as follows,

where Wij represents normalized intimate degree.

PP updating

In this procedure, based on the aforementioned assumption that IP and BI can counter-
act each other, we can calculate the value PP of every user i in the network.

where � is a factor to control the relationship between IP and BI. It is important to note 
that when the pure influence power PPi < 0, which means user i is influenced by others 
more than he influences others, so he loses the possibility to be the central person of the 
community. Due to this reason, if PPi < 0, user i and his relationship will be temporarily 
ignored in the process of iteration until we select the potential cores of communities, as 
shown in Fig. 2.

IP updating

After we get the value PP and temporarily remove some users which are impossible to 
be potential cores, we will go for a new iteration. Before that, we should renew the value 
IP. From our perspective, the influence power of a user may depend not only on himself, 
but also the influence of his neighbors because if someone has an influential friend, his 
influence power may become greater. Namely, the average influence power of a social 
circle may affect the influence power of every user in it. Based on this fact, we calculate 
the value IPi for every user i as follows,

where χ(x) = 1 if x ≤ 0 and χ(x) = 0 otherwise. disij means the distance between user 
i and his neighbor j, while dis_c is a threshold of distance. For example, if dis_c = 0, 
that means we only concern about the influence power of a user himself. If dis_c = 1 , 
that means we take the influence power of a user’s direct friends into consideration at 
the same time. And the choice of dis_c depends on specific network. |S′(i)| means the 
amount of users in range dis_c of user i. From Eq. (5), we can regard IPi as the average 
pure power of neighbors in a specific range of user i.

Terminal condition and allocation

The above updating procedure iterates until convergence, resulting in the detected com-
munities. In particular, in one iteration, if no node is cut off and PP changes little (i.e., 

(3)BIi =
∑

j∈N (i)

Wij × IPj =
∑

j∈N (i)

ωij∑
j∈N (i) ωij

× IPj

(4)PPi = IPi − �× BIi

(5)IPi =

∑
j∈S(i)[χ(disij − dis_c)× PPj]

|S′(i)|
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the change is smaller than some very tiny threshold), it means the iteration has con-
verged and should be terminated. In every iteration, we regard the remaining nodes as 
potential cores. Jaccard Similarity is used to allocate non-core nodes to the most simi-
lar potential core and get a community detection result. For communities, modularity is 
calculated for every detection result as our criterion. Besides, the largest modularity and 
the corresponding community detection result are always recorded until convergence.

The overall algorithm

In summary, the method we proposed above is an iteration method to detect communi-
ties in social network. In every iteration, we calculate BI, IP and PP of all nodes in the 
network. When the value of PP of a node is negative, it will be cut off temporarily. After 
iterating many times, the remaining nodes are more likely to be the core nodes of com-
munities. At the end of iteration, non-core nodes will be allocated to core nodes, lead-
ing the community detection result. Besides, modularity of the detecting result will be 
calculated and the best result will be always remained until iterations terminate. Algo-
rithm 1 shows the procedure of the whole method based on influence power.

PP=1.71

IP=2

IP=2 IP=3

IP=2

IP=4

IP=2

IP=4

IP=3

PP= - 1.445

(a) (b)

(d) (e)

(c)

(f)

IP=2

IP=2 IP=3

IP=2

IP=4

IP=3

Fig. 2  Examples to show how to update PP and decide whether a user retains in the next iteration. Before 
iteration, we have initial IP of every user depending on their degree directly and we set � = 1. In a, d, values 
between users represent intimate degree. In b, e, values between users represent BI. From a–c we can see 
the red point user has initial IP = 4 and PP = 1.71 > 0 after updating, which makes him retain as a potential 
core. From d–f, we can see the red point user has initial IP = 2 and PP = − 1.445 < 0 after updating, which 
means he loses chance to be a core so he will be ignored after this iteration
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Algorithm 1 Influence Power Based Method
Require: Undirected Graph
Ensure: Communities
1: Set all nodes as potential core nodes
2: Initialize IP
3: while Potential core nodes change or Norm(∆IP ) >= 10−2 do
4: Update BI
5: Update PP
6: Cut nodes and related interactions with PP < 0
7: Update PP
8: if Potential core nodes change then
9: Communities ← Allocate non-core nodes
10: Calculate modularity and record the best result
11: end if
12: end while

Experiments
Experimental setting

To conduct parameter analysis and test the performance of the proposed method, both 
synthetic networks and real social networks are used. For comparison, some classical 
community detection methods, such as Fast-Newman (Newman 2003), Louvain (Blon-
del et  al. 2008), Infomap  (Rosvall and Bergstrom 2007) are used as comparison algo-
rithms. For evaluation purposes, both modularity (i.e., Q value) and NMI (Normalized 
Mutual Information). Danon et al. (2005) are used to measure the community detection 
results.

Synthetic networks

We use LFR benchmark (Lancichinetti et al. 2008) to generate synthetic networks, which 
has been widely used in community detection.

To test the performance of proposed method in networks with different scale, we gen-
erate networks with the number of nodes ranging in (20, 2000) and the average degree 
k ranging in (3, 15). As for other parameters, the number of overlapping node is set to 
be 0 because the proposed method is not an overlapping community detection method. 
Besides, the mixing parameter µ is set to be 0.1, which indicates the generated networks 
have relatively clear community structure. The configurations of LFR datasets are listed 
in Table 1.

Table 1  LFR networks configurations

Network #Nodes #Edges Avg-degree

LFR1 20 25 2.5

LFR2 50 89 3.56

LFR3 100 220 4.4

LFR4 1000 7773 15.55

LFR5 1500 11,415 15.22

LFR6 2000 15,480 15.48
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Real social networks

Different from synthetic networks, every real social network has its unique background, 
which may impact on the final community distribution. In other words, a community 
of real social network is determined not only by topological structure but also back-
ground or more. Six real social networks are used for comparison experiments, namely 
Karate  (Zachary 1977), Dolphin  (Lusseau et  al. 2003), Polbooks  (Krebs 2017), Foot-
ball (Girvan and Newman 2001), Jazz (Gleiser and Danon 2003) and Science (Newman 
2006), the first four of which have ground-truth community labels. Due to the effect of 
background on real social network mentioned above, it is necessary to introduce their 
background according to Newman (2017).

• • Karate social network of friendships between 34 members of a karate club at a US 
university in the 1970s.

• • Dolphin an undirected social network of frequent associations between 62 dolphins 
in a community living off Doubtful Sound, New Zealand.

• • Polbooks network of books about US politics published around the time of the 2004 
presidential election and sold by the online bookseller Amazon.com. Edges between 
books represent frequent copurchasing of books by the same buyers.

• • Football network of American football games between Division IA colleges during 
regular season Fall 2000.

• • Jazz social network of jazz musicians.
• • Science coauthorship network of scientists working on network theory and experi-

ment.

Parameter analysis

In this section, parameter analysis is conducted on analyzing the effect of two param-
eters � and dis_c on six LFR networks. When analyzing one parameter, the other param-
eter is fixed and degree is used to initialize IP directly.

Parameter �

The parameter � is used to balance how much BI can counteract IP. With larger �, more 
influence power of a person will be counteracted. For each LFR dataset, we set � from 
0.1 to 1.0 with step 0.1 and get the result. In this parameter analysis, dis_c is set to 0. 
Figure 3 shows the change of Q value, NMI and iteration times with different � on differ-
ent LFR datasets. Though we can not find a value of � that always performs the best, we 
can still find some rules. First, in most situations, Q value and NMI are always relatively 
larger with relatively larger �, though not absolutely. Second, we can see that Q value and 
NMI always change synchronously, which implies that these two criterions have simi-
lar features in some respects and for synthetic networks Q value can precisely evaluate 
the community detection result without ground truth. Third, from the red curve, which 
represents the number of iterations reaching convergence, it is obvious that when � 
becomes smaller, the iteration number increases several times over. According to what 
we analyzed above, we set � = 1 in comparison experiments, for less iterations and bet-
ter performance.
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Parameter dis_c

According to “Community detection based on influence power” section, IP of a user 
in the next iteration can be calculated by the PP values of himself and his friends in a 
threshold distance dis_c in this iteration. For each LFR dataset, we set dis_c from 0 to 5 
with step 1 and get the result. In this parameter analysis, � is set to 1.

As shown in Fig. 4, the performance of our algorithm roughly becomes worse while 
dis_c becomes larger, though not absolutely. Unlike experiments on �, we can easily find 
from the blue and green curves that when dis_c = 0, our algorithm always performs 
better than other dis_c values in these six LFR networks. From the red curve, different 
values of dis_c have little influence on the number of iterations. Based on our analysis 
above, we set dis_c = 0 in comparison experiments.

Fig. 3  Performance of different � on different LFR datasets

Fig. 4  Performance of different dis_c on different LFR datasets
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Comparison experiments

In comparison experiments, we use six LFR datasets and six real social networks men-
tioned above to see how the proposed algorithm performs, compared to three classical 
algorithms, namely Fast-Newman, Louvain and Infomap. To explore the potential of our 
algorithm, we use random initialization strategy based on degree centrality to initialize 
IP, test several times and record the best results. Table 2 shows the results of our pro-
posed method compared with other three classical algorithms.

For networks with ground truth, though we measure both Q value and NMI, it should 
be noted that we care more about NMI because this criterion is based on ground truth. 
In other words, large NMI represents that communities divided by the algorithm are 
more close to real communities. For those networks without ground truth, we can only 
use Q value to evaluate the performance of algorithms.

LFR network analysis

As shown in Table 2, for the reason that LFR networks obey the topological rules strictly 
and they are generated without any social background, the proposed influence power 
based algorithm does not perform the best in most cases compared to the topological 
structure based algorithms. But since we take topological rules into consideration and 
use modularity as criterion, the results of our algorithm are always at the relative high 
level and are never the worst one compared to other three algorithms. So for synthetic 
networks, we think the performance of our algorithm is competitive.

Real social network analysis

According to the result of real social networks, the proposed influence power based 
algorithm performs better in most of the cases from the perspective of NMI. More spe-
cifically, it achieves better NMI than the second best algorithms in networks Karate (by 
0.301), Dolphin (by 0.002) and Football (by 0.011). Though the performance of the pro-
posed influence power based algorithm in network Polbooks is worse than Infomap (by 

Table 2  Comparison results in terms of Q value and NMI

The best results are highlighted in italics

Datasets Nodes Influence power Fast-Newman Louvain Infomap

Q NMI Q NMI Q NMI Q NMI

LFR1 20 0.774 1.000 0.774 1.000 0.707 0.958 0.774 1.000

LFR2 50 0.740 0.960 0.739 1.000 0.622 0.824 0.627 0.792

LFR3 100 0.616 0.809 0.675 0.928 0.597 0.761 0.670 0.846

LFR4 1000 0.844 0.974 0.843 0.934 0.862 1.000 0.862 1.000

LFR5 1500 0.759 0.974 0.860 0.933 0.873 0.999 0.876 1.000

LFR6 2000 0.975 0.999 0.979 1.000 0.979 1.000 0.971 0.971

Karate 34 0.371 1.000 0.381 0.692 0.361 0.520 0.402 0.699

Dolphin 62 0.446 0.575 0.495 0.573 0.495 0.451 0.520 0.491

Polbooks 105 0.505 0.441 0.502 0.390 0.483 0.326 0.293 0.542

Football 115 0.588 0.938 0.548 0.694 0.597 0.927 0.597 0.924

Jazz 198 0.445 – 0.439 – 0.423 – 0.442 –

Science 1589 0.946 – 0.881 – 0.870 – 0.954 –
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0.101), we find that our method still performs the second best, and the background of 
this dataset is about copurchasing of books, not about relationship of human directly. 
From the perspective of Q value, we can see that our method is also competitive among 
all compared algorithms. From the results, we can conclude that the proposed algorithm 
has better performance in real social networks than other three classical algorithms in 
our experiments.

The overall analysis

In LFR networks, algorithm always gets maximum Q value and NMI at the same time. 
However, in real social networks, algorithm often gets the maximum NMI without the 
maximum Q value. For example, in network Karate, the proposed algorithm has the 
result with NMI = 1, which means the detected communities exactly match the ground-
truth, but the Q value of our algorithm is smaller than Fast-Newman and Infomap. From 
this point, we encounter a problem that larger Q value does not indicate larger NMI in 
real social networks, which is opposite to the conclusion drawn from the results in LFR 
networks. To cope with this problem, we should re-emphasize the difference between 
synthetic networks and real social networks, the social factors in the background of 
datasets. As for LFR networks, they are generated with mixing parameter µ = 0.1, which 
means that the community structures are very clear and easily to be detected. But for 
real social networks, their community structure form with unique background and they 
do not strictly obey the topological structure theory, which means high Q value does not 
directly indicate good detection result in real social networks. From this point of view, 
to detect real social networks with high accuracy, social factors which can affect the for-
mation of the final network should be concerned in community detection. Otherwise, 
if only taking topological structure into account, the Q value of the result may be very 
large, but the algorithm may divide the network in a wrong way, which leads to small 
NMI values. For example, the Infomap algorithm always gets the maximum Q value in 
real social networks, but its NMI values are always smaller than those of our algorithm.

Aiming at detecting communities in real social networks, influence power, the starting 
point of the proposed algorithm, affects people on daily social activities, and then leads 
to the formation of communities. From the experimental results and the background of 
those real social networks, we can conclude that our algorithm has great potential and 
good performance to detect communities in real social networks with background about 
friendship or direct social behavior of human, such as network Karate and Football, 
compared with those methods only concerning about topological structure.

Conclusions
In this paper, we have proposed a community detection algorithm based on influence 
power from a novel perspective, taking both social factor and topological structure into 
account. We have shown the procedure of initialization, iteration and allocation of our 
algorithm. Besides, we have conducted experiments on both synthetic networks and 
real social networks. According to the results, we have also analyzed why our algorithm 
has potential to perform better than the comparison algorithms only based on topologi-
cal structure in real social networks. In a word, many human factors paly an important 
part in the formation of social networks, which implies that they do not fully follow the 
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existing topological structure theory. To detect communities of social networks more 
precisely, it is significant to design algorithms based on human factors such as influence 
power in the future.
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