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Abstract 

Craquelure is the most common defect on ancient polychrome paintings, which may deteriorate further to paint loss. 
Previous image processing methods, which can accurately recognize paint loss, have limited precision and efficiency 
in segmenting craquelure. This paper proposes a semantic segmentation method, Res-UNet, for the recognition of 
craquelure and paint loss in the Palace Museum, Beijing. The residual structure of ResNet-50 enables the avoidance of 
network degradation, and image features can be fully extracted. Using the unique skip connection module of U-Net, 
features of different levels are fused to improve segmentation accuracy and provide smoother craquelure edges. 
Three loss functions are combined to accelerate stable convergence. The model was tested on a newly built dataset 
based on 600 images. Experimental results supported by statistical tests show that Res-UNet is a capable method 
of craquelure recognition, with an accuracy rate of 98.19%, and F1-score of 93.42%. Hence, the proposed hybrid 
approach is a promising tool to support the preservation and restoration of valuable traditional Chinese polychrome 
architectural paintings.

Keywords  The Palace Museum, Architectural polychrome painting, Craquelure, Semantic segmentation

Introduction
The Palace Museum was the imperial palace of the Ming 
and Qing dynasties. It was the political center of ancient 
China and residence of emperors for more than five cen-
turies. The architectural polychrome paintings inside 
it are of great value. Beyond their artistic importance, 
these paintings carry cultural and political significance 
such as distinguishing ranks and highlighting ethics, and 
are important to the study of ancient technology. How-
ever, the lifetime of outdoor paintings is limited. Under 
the influence of periodic variations of temperature and 

humidity, as well as sunlight, rain, and wind, the defects 
of craquelure, flaking, and paint loss occur in sequence, 
which can destroy a painting within a decade [1]. For 
example, about 60  years after they had been painted, 
a large portion of the paintings in the Dapaojing Well 
Pavilion fell off, and those paintings that remained were 
severely cracked or warped (Fig. 1).

Craquelure and paint loss are common phenomena 
not only at heritage sites but also on building materi-
als, coatings, and soil. Today, the most common meth-
ods in the survey of defects of cultural relics are still 
visual identification, plotting, and area calculation, 
whose results are too rough for use in further study. 
Meanwhile, crack identification methods based on digi-
tal image processing have been intensively studied in 
other fields, and are already used to support in-depth 
research such as damage degree evaluation and crack-
ing mechanisms. For example, Ai et al. [2, 3] identified 
the crack propagation of coal rock under impact, and 
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studied the relationship between crack characteristics 
and impact rate, stress, and other factors.

Traditional image processing methods identifying 
low-level features have long been used in the recog-
nition of craquelure and paint loss. Recognition tasks 
are relatively easier for bulk paint loss. An improved 
region-growing algorithm fusing threshold segmenta-
tion realized the automatic extraction of mural paint 
loss [4]. Cao et  al. [5] recognized mural paint loss in 
the Qu Tan Temple using a comprehensive method that 
integrated spectral features and Hu moment. Mishra 
[6] reviewed image processing techniques and com-
puter vision-based methods used in classifying and 
quantifying damages in historical constructions. How-
ever, the end to end segmentation of craquelure is dif-
ficult. Methods based on threshold, edge detection, and 
graph theory can recognize crack-like networks such 
as leaf vein, road, and vessel [7–10], but are often dis-
turbed by noise in the background. Poor continuity and 

low contrast often lead to the degradation of such low-
level feature-based methods [11].

With the development of deep learning, crack detec-
tion technology has made great progress. In 2016, Zhang 
[12] first applied deep learning to crack detection and 
proposed that neural networks are insensitive to complex 
background noise in images. With the emergence of FCN 
[13], a semantic segmentation neural network, Zou [14] 
and Shen [15] proposed DeepCrack and Crack_FCNN to 
achieve end-to-end crack recognition. Many kinds of net-
works, such as VGG, U-Net, and R-CNN, can perform 
the task of crack segmentation. Improving the accuracy 
of edge location is one of the main directions [16]. U-Net 
is often adopted because its encoder-decoder structure 
promotes more effective feature extraction, thus yielding 
both higher detection accuracy and efficiency [17].

Crack recognition using convolutional neural net-
work (CNN) methods has been introduced in pre-
serving cultural heritage, showing great potential to 
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Fig. 1  a Geographical location map of Dapaojing Well Pavilion in the Palace Museum; b Statistics on the area of defects on polychrome 
architectural paintings of Dapaojing Well Pavilion; c Craquelure and d Paint loss
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precisely and automatically recognize defects of rel-
ics. Kwon et  al. [18] proposed a system to automati-
cally detect and classify damage occurring in stone 
cultural properties using a faster region-based convo-
lutional neural network (R-CNN) algorithm. Sizyakin 
et al. [19] realized the automatic recognition of cracks 
in paintings based on multimodal data. Mishra et  al. 
[20] proposed a method of heritage structure defects 
detection based on the YOLOv5 algorithm, in view of 
typical damage diseases such as discoloration, exposed 
bricks, cracks, and spalling. Lv et al. [22] proposed an 
improved U-Net model to extract paint loss areas in 
murals. Wu et  al. [23] proposed TMCrack-Net with 
feature fusion and a transformer for Tang Dynasty 
tomb chamber mural crack segmentation. However, no 
published research achieved pixel-level segmentation 
of cracks on polychrome paintings of Chinese tradi-
tional architectures using images.

This study proposes an improved Res-UNet seman-
tic segmentation model for photography, whose loss 
function and training method are optimized. A dataset 
of craquelure and paint loss on polychrome paintings 
is built for model training. The model used is a new 
convolutional neural network that can identify craque-
lure on traditional Chinese architectural paintings at 
the pixel level. The model is used to realize the high-
precision identification of defects on architectural 

paintings of the Palace Museum, and its performance 
is compared to that of other models.

Method
Data acquisition and augmentation
There is no open dataset of craquelure on ancient archi-
tectural polychrome paintings for machine vision. For 
this study, high-definition images were collected in the 
Wen Yuan Ge (Pavilion of Literary Profundity), Jian Ting 
(Archery Pavilion), and Dapaojing Well Pavilion in the 
Palace Museum, and supplementary images were col-
lected in the Qi Sheng Wang Dian (the memorial hall of 
the Confucius’ father) of the Temple of Confucius, Qufu, 
Shandong Province, and Fengguo Temple, Yixian, Liaon-
ing Province (Fig.  2), whose paintings follow the same 
technique and standard.

After collection of images, preprocessing, labeling, and 
data augmentation were carried out to build a dataset 
for the training of a semantic segmentation neural net-
work. Images were sliced, 600 images were selected, and 
LabelMe was used to label them. Single and combined 
operations such as flipping, inversion, translation, sharp-
ening, HSV transformation, and the addition of noise 
were conducted to expand the dataset and avoid over-
fitting (Fig.  3). This last step was repeated until 21,000 
polychrome paintings were obtained. The dataset was 
randomly divided into training and test sets at a 9:1 ratio.

Fengguo Temple Jian Ting Wen Yuan Ge

Qi Sheng Wang Dian Dapaojing Well Pavilion
Fig. 2  Craquelure and paint loss in official architectural paintings in Ming and Qing dynasties
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Model structure
U-Net is an encoder-decoder structure whose lower and 
deeper layers are used for pixel localization and clas-
sification, respectively. Combining features of different 
levels and using feature stitching and multiscale fusion 
to preserve segmentation details, it has shown excellent 
performance in image segmentation and edge detec-
tion [24]. It is worth mentioning that U-Net was initially 
used in the field of medical cell segmentation, where it 
achieved good results [25], and the intercellular space 

under a microscope is similar to craquelure on architec-
tural polychrome paintings.

ResNet is widely used such as in face recognition and 
automatic driving, and has been proposed to solve the 
problems of gradient disappearance, gradient explo-
sion, and network degradation caused by the increase 
of network layers. ResNet is essentially a process of con-
tinuously fitting residuals, which accelerates network 
convergence and improves the accuracy of the model. 
Commonly used ResNet models include ResNet-18, 

Fig. 3  Data augmentation

Table 1  ResNet system structure diagram [26]

Layer name Output size 18-layer 34-layer 50-layer 101-layer

conv1 112 × 112 7 × 7, 64, stride 2

conv2_x 56 × 56 3 × 3 max pool, stride 2
[

3× 3 64

3× 3 64

]

× 2

[

3× 3 64

3× 3 64

]

× 3





1× 1 64

3× 3

1× 1

64

256



× 3





1× 1 64

3× 3

1× 1

64

256



× 3

conv3_x 28 × 28
[

3× 3 128

3× 3 128

]

× 2

[

3× 3 128

3× 3 128

]

× 4





1× 1 128

3× 3

1× 1

128

512



× 4





1× 1 128

3× 3

1× 1

128

512



× 4

conv4_x 14 × 14
[

3× 3 256

3× 3 256

]

× 2

[

3× 3 256

3× 3 256

]

× 6





1× 1 256

3× 3

1× 1

256

1024



× 6





1× 1 256

3× 3

1× 1

256

1024



× 23

conv5_x 7 × 7
[

3× 3 512

3× 3 512

]

× 2

[

3× 3 512

3× 3 512

]

× 3





1× 1 512

3× 3

1× 1

512

2048



× 3





1× 1 512

3× 3

1× 1

512

2048



× 3

1 × 1 Average pool, fc, softmax

FLOPs 1.8 × 109 3.6 × 109 3.8 × 109 7.6 × 109
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ResNet-34, ResNet-50, and ResNet-101, as shown in 
Table  1 [26]. According to a preliminary experiment, 
ResNet-50 was selected because of its acceptable seg-
mentation speed, number of parameters, and perfor-
mance in recognition tasks.

To meet the segmentation requirements of poly-
chrome paintings and improve recognition performance 
for craquelures, we combine two kinds of networks in 
a Res-UNet network for semantic segmentation, using 
ResNet-50 as the encoder network for feature extraction, 
and U-Net as the decoder network for feature fusion, as 
shown in Fig. 4a. In the process of feedforward calcula-
tion, ResNet-50 subsamples five times, with 7 × 7 con-
volution and four bottleneck blocks. The bottleneck 
architecture is shown in Fig.  4b. Two 1 × 1 convolution 
operations are used to respectively reduce and increase 
the feature dimension, which greatly reduces calculation, 
and is beneficial to data training and feature extraction. 
The decoder part of Res-UNet retains the U-Net upsam-
pling process. The unique skip connection of U-Net can 
achieve feature fusion at the channel level. Upsampling 
and 1 × 1 convolution reduce the number of channels 
and restore the resolution of the original image. Finally, 
the segmentation results of craquelure and painting loss 
are obtained.

Neural network training
Experiments were performed on a Windows platform 
with Nvidia GeForce GTX 1080Ti hardware, using 
Python 3.8.12 and a PyTorch framework. Experiments 
used freeze training, the epoch was set to 100, the batch 
size was set to 8, the learning rate was Lr = 1 × 10−4, the 
minimum learning rate was Lr_min = 1 × 10−6, the learn-
ing rate decay method was cosine annealing, and the 
optimizer was Adam.

Transfer learning
Due to the problems of low quality, low quantity, difficulty 
in the acquisition of architectural polychrome painting 
photos, and similarity of cellular organs in medical images 
in terms of geometry and texture to craquelure and paint 
loss, transfer learning of the proposed model was per-
formed on the basis of a medical cell segmentation dataset. 
Pretrained weights were loaded into a base model, and all 
layers were frozen by setting trainable = false, so as to learn 
the features of craquelure and paint loss, decrease training 
time, and reduce memory usage.

Loss function
The loss function has a great impact on the effect of model 
optimization. One of the most commonly used loss func-
tions, cross-entropy (CE) loss, can stably return the 
gradient and effectively solve the problem of gradient dis-
appearance during the feedback process of the network. 
However, this function evaluates all categories in the image 
equally, which may result in poor recognition when applied 
to a non-equilibrium classification problem such as craque-
lure, which accounts for a small percentage in a picture.

Therefore, we used Focal Loss [27], Dice Loss [28], and 
CE Loss to form mixed loss functions. The total loss can be 
formulated as

(1)CE(pt) = −αt log(pt)

(2)αt =

{

α if y = 1
1− α otherwise

(3)pt =

{

p if y = 1
1− p otherwise

Fig. 4  a Res-UNet network and b Bottleneck structure
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(4)Focal Loss (pt) = −αt(1− pt)
γ log(pt)

where pt is the prediction probability of the sample, y is 
the label of the sample,αt , � , and γ are hyperparameters, 
αt and γ are used to balance positive and negative samples 
and adjust the weights of difficult samples respectively, � 
is a coefficient adjusting the influence of Focal Loss and 
Dice Loss. X is the prediction map, Y is the ground truth, 
LMixed1 is Mixed Loss1, LMixed2 is Mixed Loss2.

Mixed Loss1, Mixed Loss2, Focal Loss, Dice Loss, and 
CE Loss were used to train the proposed model, and their 
effects were compared using the Intersection over Union 
(IoU) index and smoothness of convergence.

Comparison of recognition results
To evaluate the recognition ability of the proposed Res-
UNet, two networks are trained using the same dataset. 
One network is U-Net, and the other is a multi-classifica-
tion lightweight network, MC-DM [29], which is a full con-
volutional neural network model for mural segmentation, 
characterized by a deep separable convolution structure to 
fuse multiscale features and achieve a light weight. After 
training the three networks, RGB images of polychrome 
paintings of any size were input for testing and recogni-
tion. Accuracy (Acc) [30], Recall, Precision, F1-score, Mean 
Intersection over Union (MIoU), FPS (Frames Per Second, 

(5)Dice Loss = 1−
2|X ∩ Y |

|X | + |Y |

(6)LMixed1 = Dice Loss+�Focal Loss

(7)LMixed2 = Dice Loss + Focal Loss + CELoss

Fig. 5  The influence of λ on a MIoU curve and b validation loss curve

Fig. 6  Loss function curve of Res-UNet using CE Loss, Focal Loss, Dice 
Loss, Mixed Loss1, and Mixed Loss2 in segmentation of validation 
dataset during training

Table 2  IoU indexes corresponding to different loss functions

Background Craquelure Paint loss

CE Loss 0.97 0.59 0.93

Dice Loss 0.98 0.67 0.93

Focal Loss 0.98 0.69 0.93

Mixed Loss2 0.97 0.66 0.93

Mixed Loss1 0.98 0.71 0.94
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indicating the number of images segmented per second), 
and human judgment were used to evaluate recognition 
ability of the three networks, and the calculation formulas 
are as follows:

where the TP represents the number of positive samples 
predicted correctly, the FP represents the negative sam-
ples predicted falsely, the TN represents the number of 
negative samples predicted correctly, the FN represents 
the positive samples missed, and k is the number of 
categories.

The proposed network performs the following steps: 
(1) adjust the image resolution to 512 × 512 using the 
resize function; (2) use the bottleneck structure in the 
ResNet-50 encoder network for low-level feature extrac-
tion; (3) copy and crop the low-level features obtained 
by each bottleneck structure, input them to the decoder 

(8)Acc =
TP + TN

TP + FP + TN + FN

(9)Precision =

TP

TP + FP

(10)Recall =
TP

TP + FN

(11)F1 - score = 2×
Precision× Recall

Precision+ Recall

(12)MIoU =

1

k + 1

k
∑

i=0

TP

TP + FN + FP

network, and fuse the deep semantic features obtained 
by bilinear interpolation upsampling through a skip con-
nection; (4) carry out upsampling and 1 × 1 convolution 
on the feature fusion image, restore the image resolution, 
reduce the channel number dimension, and obtain the 
semantic segmentation image.

Results and discussion
Effect of loss function
Firstly, hyperparameters in Focal Loss (Eq. 4) and Mixed 
Loss1 (Eq.  6) were optimized. According to preliminary 
experiments, Focal Loss performed better when αt = 0.5 
and γ = 2 . The influence of λ on MIoU and validation 
loss are shown in Fig.  5. It is clear that higher value of 
λ can improve network accuracy, indicating Focal Loss 
acted as important as Dice Loss in Mixed Loss1.

CE Loss, Dice Loss, Focal Loss, Mixed Loss1, and 
Mixed Loss2 were used to train the model, and the con-
vergence and IoU were compared. The loss function 
curve during training is shown in Fig.  6. Mixed Loss1 
outperformed three individual loss functions. It can 
effectively reduce the loss of the validation dataset and 
produce a smoother convergence curve.

The IoU indexes using the five loss functions are shown 
in Table  2, and recognition results of three images are 
shown in Fig. 7. It is clear that IoU is the highest when 
Mixed Loss1 is used. In the recognition of craquelure, 
which is the object of this study, IoU increases by 2–12%. 
In Fig. 7, it is seen that Mixed Loss1 also produced bet-
ter results in all three images by avoiding insufficient 
recognition. Most concerned areas are emphasized by 
yellow dashed box. It is worth mentioning that the rec-
ognition result is very close to the label map when other 

original CE Loss Focal Losslabel Dice Loss Mixed Loss2 Mixed Loss1
Fig. 7  Prediction results corresponding to different loss functions
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loss functions are used, indicating that overfitting can be 
avoided by the use of Mixed Loss1.

In conclusion, the proposed loss function Mixed 
Loss1 retains the advantage of different functions. It 
can strengthen the learning of craquelure features and 

improve recognition accuracy. According to previous 
studies, Focal Loss can reduce the weight of easy clas-
sification samples, make the model pay more attention 
to difficult classification samples, and preserve com-
plex edge details. Dice Loss can solve the problem of 

Sample1

Sample2

Sample3

Sample4

craquelure paint loss

original label MC- DM Res- UNetU- Net

Sample5

Sample6

Sample7

Sample8

Fig. 8  Effects of three models in segmenting craquelure and paint loss on polychrome architectural paintings in the Palace Museum
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imbalance in pixel categories, reduce the noise caused 
by Focal Loss, and improve segmentation accuracy [31]. 
However, Mixed Loss2 performed worse than Focal Loss 
and CE Loss. The performance of the network cannot be 
improved by simply increase loss function complexity. 
Weights of different loss functions should be adjusted to 
achieve better results.

Comparison of models
Figure 8 qualitatively compares the three models. Among 
eight segmented images, samples 1–4 are in the test data-
set, and samples 5–8 are not. In samples 1, 5, and 6, which 
include simple lines and monotonous backgrounds, all 
models give similarly good results. However, as shown 
in the yellow dashed box in samples 2–4, 7, and 8, the 
deep separable convolution of MC-DM optimizes the 
feature extraction in image segmentation, but loses many 
details, resulting in seriously incomplete recognition and 
poor continuity of segmentation results. U-Net performs 
well, as its unique skip connection structure can be well 
combined with the background semantic information for 
multiscale segmentation, but there are still some unde-
tected craquelures. In the Res-UNet model, the encoder 
structure is modified, the number of network layers is 
deepened, and the number of parameters is reduced, and 
a residual structure is used to accelerate the convergence 
of the model. The improved loss function effectively 
solves the problem of insufficient recognition of difficult-
learning samples, improves segmentation accuracy, and 
obtains more precise and complete recognition results.

Accuracy, Recall, Precision, MIoU, and FPS were used 
as objective evaluation metrics for semantic segmenta-
tion, whose results are shown in Fig. 9 for three models.

The indexes of Res-UNet are better than those of the 
other two networks. Compared with U-Net, the val-
ues of Accuracy, Recall, Precision, F1-score, and MIoU 

increased by 2.25%, 3.47%, 3.61%, 3.54%, and 2.02%, 
respectively, and by 4.14%, 3.93%, 4.79%, 4.36%, and 
4.64% compared with MC-DM. The lightweight MC-DM 
model had the fastest computing speed. By introducing 
the residual module of ResNet-50, Res-UNet reduces the 
number of parameters. Hence Res-UNet had much better 
segmentation efficiency than the original U-Net, and was 
slightly worse than MC-DM.

The comprehensive comparison results show that the 
improved Res-UNet model had a better segmentation 
effect than the other two models, had higher accuracy 
and a faster recognition speed, and effectively avoided 
the missed detection and misdetection problems in the 
other models, and the segmentation edge of the model 
tended to the ideal contour.

Conclusions
Craquelure and paint loss are the most common defects 
on traditional Chinese architectural polychrome paint-
ings. The identification of cracks has been a problem 
because of the influence of original lines and patterns. 
In this study, a dataset was established, and U-Net 
was modified to accurately identify craquelure and 
paint loss. The improved U-Net uses ResNet-50 as 
the encoder network, which retains the advantages of 
a skip connection, avoids excessive thickening of the 
craquelure boundary, and deepens the network through 
the residual structure. In addition, the use of a mixed 
loss function avoided overfitting caused by category 
imbalance, strengthened the extraction of semantic 
features, and increased segmentation accuracy. Experi-
ments showed that the proposed network could accu-
rately and fully identify craquelure and paint loss on the 
polychrome paintings in the Palace Museum. Accuracy, 
Recall, Precision, MIoU, and FPS have achieved 98.19%, 
93.67%, 93.18%, and 87.81%, 37.57, respectively. The 

95.94
94.05

98.19

85.79
83.17

87.81
89.88 89.06

93.42
90.2 89.74

93.67

89.57 88.39

93.18

15.07

43.34
37.57

Fig. 9  Comparison of evaluation indexes of three models



Page 10 of 11Yuan et al. Heritage Science           (2023) 11:65 

proposed network outperformed the original U-Net 
and MC-DM.

As a fast, objective, and stable method, machine 
vision has broad application prospects in the field 
of cultural heritage. Based on the precise recogni-
tion of cracks, the research of defect quantification, 
crack monitoring, and deterioration mechanisms is 
underway.
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