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Abstract 

How to effectively protect ancient murals has become an urgent and important problem. Digital image processing 
developments have made it possible to repair damaged murals to a certain extent. This study proposes a consistency-
enhanced generative adversarial network (GAN) model to repair missing mural areas. First, the convolutional layer 
from a fully convolutional network (FCN) is used to extract deep image features; then, through deconvolution, the 
features are mapped to the size of the original image and the repaired image is output, thereby completing the 
regenerative network. Next, global and local discriminant networks are applied to determine whether the repaired 
mural image is “authentic” in terms of both the modified and unmodified areas. In adversarial learning, the generative 
and discriminant network models are optimized to better complete the mural repair. The network introduces a dilated 
convolution that increases the convolution kernel’s receptive field. Each network convolutional layer joins in the batch 
standardization (BN) process to accelerate network convergence and increase the number of network layers and 
adopts a residual module to avoid the vanishing gradient problem and further optimizing the network. Compared 
with existing mural restoration algorithms, the proposed algorithm increases the peak signal-to-noise ratio (PSNR) 
by an average of 6–8 dB and increases the structural similarity (SSIM) index by 0.08–0.12. From a visual perspective, 
this algorithm successfully complements mural images with complex textures and large missing areas; thus, it may 
contribute to digital restorations of ancient murals.
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Introduction
Ancient murals are important cultural treasures that 
record information about religious and cultural charac-
teristics, people’s living conditions and major events in 
various historical periods, which constitute important 
references for the study of ancient history. Beyond that, 
the vivid images and graceful lines of ancient murals have 
intrinsic artistic value. However, due to the primitive 
drawing techniques and the fragile materials used in their 
creation, these murals have undergone constant change 
throughout their long history. Coupled with the destruc-
tion wrought by natural and artificial factors, murals are 
subject to damage from a wide variety of causes, resulting 

in disruption, flaking, blistering and cracking [1]. There-
fore, there is an urgent need to protect and digitally 
restore ancient murals.

Digital restoration of ancient murals has made some 
progress in recent years. Based on two cases by Mario 
Sironi and Edmondo Bacci in Venice, Izzo et al. [2] con-
ducted a thorough study of materials and Italian mural 
painting techniques of different ages to understand their 
protection needs and formulate sustainable conservation 
plans. Sakr et al. [3] carried out a study on how Strepto-
myces have affected the colors of ancient Egyptian tomb 
murals and explored protective solutions, which laid the 
foundation for the digital protection of ancient murals. 
Abdel-Haliem et  al. [4] isolated and identified Strepto-
myces as the primary cause of the discoloration of tomb 
murals in ancient Egypt, which provided a new idea for 
Streptomyces elimination. Regarding the reinforcement of 
murals in the Mogao Grottoes as well as the validity of 
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the reinforcement, Li et al. [5] conducted a site inspection 
to determine whether previously restored murals had 
undergone additional deterioration. Focusing on ancient 
murals from aesthetic, biological and chemical perspec-
tives, the abovementioned studies reported the need 
to protect ancient murals and provided ideas for using 
intelligent computer information processing technology 
to help with their repair. In China, digital restoration of 
ancient murals is still new, although research has made 
some progress. Jiao et al. [6] proposed an improved block 
matching algorithm based on the traditional Criminisi 
algorithm. The principle is to find a suitable match in the 
image to be repaired to complete the damaged area. This 
algorithm has a good repair effect on textures, edges and 
smooth parts, but it does not perform well on complex 
textures or large areas of loss. Ren et  al. [7] proposed a 
wavelet texture description algorithm as an improve-
ment of the Telea algorithm. The aim of the algorithm 
is to gradually complete the mural image based on the 
diffusion of pixels at the edge of the missing area of the 
mural. This algorithm has a good effect on mural images 
with narrow and long missing areas, and the repair time 
is short. The method needs only a broken mural image, 
but the completion of large missing areas is poor. The 
basic idea of Cao et al. [8] is similar to that of Jiao et al. 
[6]. The difference is that by optimizing the local search 
strategy, the efficiency of searching for matching blocks 
is improved, so the completion of broken murals is com-
pleted faster. However, the shortcomings of Jiao et  al’s 
method have not been solved completely. Wu et  al. [9] 
improved the information diffusion mode of the curva-
ture-driven diffusions (CDD) algorithm; they replaced 
orthogonal diffusion with cross diffusion instead of using 
a specific orientation to adapt to the missing area, provid-
ing a more reasonable filling method [9]. However, their 
approach proved unsatisfactory to restore the textures of 
large missing areas. Li et al. [10] used the sample-based 
restoration algorithm to repair calibrated mud-spotted 
areas. Despite the realization of automatic labeling and 
virtual restoration, their approach is greatly limited by 
damaged areas.

With the development of computer vision and image 
processing technology, image restoration technology has 
become an increasingly important aspect and has devel-
oped rapidly. Image restoration algorithms are gener-
ally divided into traditional methods and deep learning 
methods. The traditional algorithms are mainly based on 
the partial differential equations proposed by Bertalmio 
et  al. [11] and on the sample blocks method proposed 
by Crinisi et  al. [12]. Iteration completion is a method 
based on partial differential equations, whose principle is 
to diffuse the information outside the missing area into 

the missing area in stages. Each iteration step propagates 
pixel information from the image along an isoillumina-
tion line to the missing area. This method achieves good 
effects on small missing areas, such as slits and areas with 
words; however, its effect on larger missing areas is poor. 
The basic idea of the sample-block-based algorithm is to 
find an appropriate sample block from the image area to 
fill the missing area of the image. Although this method 
can be used to complete large loss areas, it produces 
a satisfactory result only when similar content occurs 
elsewhere in the undamaged areas of the image itself or 
in the database; by itself, this method cannot generate 
new content. Moreover, it is inefficient at searching for 
matching sample blocks. In recent years, image restora-
tion methods based on deep learning have also developed 
rapidly. Pathak et  al. [13] first used the neural network 
(NN) method in 2016 [mainly convolutional neural 
networks (CNNs) and generative adversarial networks 
(GANs)] to propose an unsupervised visual feature-
learning algorithm for context-based pixel prediction; 
this proposal laid the foundation for subsequent meth-
ods. Yang et al. [14] proposed a multiscale neural patch 
synthesis method based on jointly optimizing the image 
content and texture constraints, which greatly improved 
the effect of high-resolution image restoration. Liu et al. 
[15] introduced local convolution to repair arbitrary, 
noncentral and irregular regions. Combined with the tra-
ditional patch synthesis method, Yu et al. [16] achieved a 
satisfactory repair effect by diffusing the texture informa-
tion around the repair area. Yan et al. [17] proposed Shift-
Net, which can guide the shift of coder features in known 
regions by calculating the decoder features of the miss-
ing regions, thereby completing image restoration. Zhang 
et  al. [18] proposed an end-to-end progressive genera-
tion network approach that divides image restoration 
into several parts. A long short-term memory (LSTM) 
recurrent NN is used to integrate these parts, which then 
gradually reduce the size of the repair area until repair is 
complete. Chen et al. [19] proposed a progressive resto-
ration algorithm based on a GAN that performs low-res-
olution image restoration followed by gradual refinement 
until the high-resolution image is restored.

However, the abovementioned traditional image res-
toration methods still have many shortcomings. For 
instance, when no similar content in the image data-
base corresponds to the missing areas of a mural, the 
restoration effect of these methods is poor, and they 
cannot provide a satisfactory solution when a texture 
deficiency exists in a large missing area. Moreover, 
applying deep learning directly to mural restoration 
faces problems such as difficulty in extracting features, 
long network model training times and inconsistent 
global integrity of the repaired image.
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To solve these problems, this study proposes a new 
consistency-enhanced GAN algorithm and applies it to 
the restoration of ancient mural images. The improve-
ments achieved by the proposed algorithm are mainly 
reflected in the following aspects: (1) the framework of 
the proposed algorithm is based on a GAN, which con-
sists of a generative network and a discriminant network: 
mean squared error (MSE) and adversarial loss functions 
are introduced to optimize these networks in two stages; 
(2) the generative network is based on a fully convolu-
tional network (FCN), which takes the damaged image as 
input and outputs the repaired image; (3) cavity convo-
lution is used instead of a pooling operation to optimize 
the network structure and reduce image information loss; 
and (4) the discriminant network uses global and local 
discriminant networks to jointly optimize the network 
model and determine whether the input sample image 
is an authentic mural image. This approach enhances the 
consistency between the global and local effects of the 
repaired image.

Methodology
Theoretical background
GAN
A GAN [20] is an unsupervised learning algorithm that 
includes generators and discriminators. Inspired by game 
theory, GANs regard image generation as a confronta-
tion and a game between generators and discriminators. 
The purpose of the generative network is to generate syn-
thetic data from noise data (such as data from a normal or 
Gaussian, distribution) as a false sample. The input to the 
discriminant network includes both the output data of 
the generative network and real input data (i.e., both false 
samples and true samples). Generally, a probability value 
is output by an NN—when the probability value exceeds 
0.5, the input sample is true, and when it is below 0.5, the 
input sample is false. The generative network attempts to 
produce increasingly realistic data, while the correspond-
ing discriminant network attempts to distinguish the real 
data from the synthetic data more accurately. The two 
networks learn from each other by competing, and they 
continually challenge each other, causing the data gener-
ated by the generative network to become closer to the 
real data. As the network learns in this circular manner, 
the generated samples become increasingly more similar 
to the real data.

The basic GAN structure is shown in Fig. 1.

FCN
The FCN was proposed by Berkeley et  al. [21] in 2015 
for image semantic segmentation. FCNs can classify 
images at the pixel level. The traditional CNN connects 
the fully connected layers placed after the convolutional 

layers to obtain a fixed-length eigenvector for classifying 
the images. Unlike a traditional CNN, images of any size 
can be input into an FCN, which restores the deep image 
information obtained by the convolutional layer to the 
same size and spatial characteristics as the input image 
through deconvolution to finally achieve pixel-by-pixel 
classification. The network structure of an FCN is shown 
in Fig. 2.

Batch normalization
In the traditional deep NN training process, which 
involves optimizing and updating the parameters in each 
network layer, the input data distribution in each layer is 
often quite different from the distribution in the initial 
input. The network continuously adapts to the new data 
distribution, which leads to problems such as long train-
ing times.

Similar to the principle of preprocessing data before 
inputting them into the NN, batch normalization (BN) is 
performed before each activation function of the convo-
lutional layers of the NN to achieve a stable data distribu-
tion in each layer. The concept of BN was first proposed 
by Sergey Ioffe et  al. in 2015 [22] to solve the internal 
covariate shift problem. The basic idea of BN is to fix 
the input distribution of the hidden-layer nodes in each 
network.

Applying BN ensures a higher learning rate during the 
training process, which speeds up network convergence 
and reduces the network model training time. Moreo-
ver, BN transforms the input data distribution of the 
activation function into a Gaussian distribution, which 
is helpful for solving vanishing and exploding gradient 
problems.

Fig. 1  The basic structure of a GAN (adapted from Ref. [20])

Fig. 2  The network structure of an FCN (adapted from Ref. [21])
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Modified GAN‑based ancient mural restoration
Based on the characteristics of ancient murals and image 
restoration algorithms, this study designs a new consist-
ency-enhanced GAN algorithm. This algorithm focuses 
on three main aspects: designing and optimizing the net-
work structure, selecting the loss function and planning 
the training and testing process.

A GAN has the ability to generate new data accord-
ing to the characteristics of existing data. Therefore, this 
paper selects a data set that satisfies the experimental 
requirements. The generator attempts to repair the to-
be-completed area of a mural. The neural network learns 
the composition rules and the connections between the 
pixels inside the mural image. Then, the network model 
is gradually optimizes until the capability to generate pix-
els that meet the requirements of the completion area is 
obtained.

GANs avoid the need to design complex loss functions. 
In the field of image restoration, designing a loss func-
tion that can perfectly express the quality of a completed 
image is a difficult problem, and a generator that gener-
ates an adversarial network can avoid this difficulties. The 
generator uses the original image as a correct indicator, 
which is sufficient to generate an image similar to the 
original image. This is especially true in the field of mural 
image restoration. Ancient Chinese mural images involve 
other knowledge, such as art and culture, and care must 
be taken in the quality evaluation of mural image com-
pletion. We cannot simply use ordinary loss functions 
and GANs to address this problem.

The algorithm in this paper uses two discriminators to 
solve the problem of poor consistency between the over-
all effect and the local effect of mural image restoration 
to better complete the mural image restoration.

Network structure design
The mural image restoration network consists of genera-
tors and discriminators. Generators are responsible for 
outputting a repaired mural image, and discriminators 
are responsible for judging whether the images output 
by the generators are “true” or “false” compared with the 
authentic mural image. The learning rate of the network 
is 1e − 4, the optimizer is AdamOptimizer, the batch size 
is 16, the last layer after the convolution in the genera-
tion network uses the tanh activation function, and the 
remaining layers use the relu activation function. The 
relu activation function is used after discriminating the 
convolutional layers in the network.

1. Generative network design  The generative network 
uses an FCN framework and follows an encoder-decoder 
structure. It treats the task of mural image comple-

tion as one of changes in the pixel information in only a 
masked area, leaving the image information in other areas 
unchanged. The FCN extracts image feature information 
using the convolutional layers, and deconvolution restores 
the feature information into an image of the same size as 
the original image. The final restored image is output by 
restoring the pixel values of the nonmasked areas and 
retaining the image information assigned to the restored 
masked areas. The details of the generative network are 
summarized in Table 1.

Basic CNN knowledge predicts that increasing the 
number of network layers will result in the extraction of 
more feature information pairs; thus, increasing the num-
ber of network layers results in more abundant mural 
image features. Layers 3–7 are convolutional layers. The 
residual module avoids the vanishing and exploding gra-
dient problems to some extent by means of the residual 
learning method.

The current generative network employs cavity convo-
lution during image feature extraction. In a traditional 
FCN, the input image undergoes convolution, pooling 
and deconvolution, and finally outputs an image match-
ing the original size. During this process, the reduction 
in the size of the original image followed by image size 
augmentation causes a partial loss of image information; 
however, retaining as much information from the origi-
nal image as possible is desirable to ensure the integrity 
of the restored image. Cavity convolution enables each of 

Table 1  Detailed information of the generative network

Name Type Kernel Dilation (η) Stride Outputs

Conv1 conv 5 × 5 1 1 × 1 64

Conv2 conv 3 × 3 1 2 × 2 128

Conv3 conv 3 × 3 1 1 × 1 128

Conv4 conv 2 × 2 1 1 × 1 256

Conv5 conv 1 × 1 1 1 × 1 128

Conv6 conv 1 × 1 1 1 × 1 256

Conv7 conv 3 × 3 1 2 × 2 128

Conv8 conv 3 × 3 1 1 × 1 256

Dilated 
conv1

dilated conv 3 × 3 2 1 × 1 256

Dilated 
conv2

dilated conv 3 × 3 4 1 × 1 256

Dilated 
conv3

dilated conv 3 × 3 8 1 × 1 256

Conv9 conv 3 × 3 1 1 × 1 256

Conv10 conv 4 × 4 1 1/2 × 1/2 128

Deconv1 deconv 3 × 3 1 1 × 1 128

Conv11 conv 4 × 4 1 1/2 × 1/2 64

Deconv2 deconv 3 × 3 1 1 × 1 32

Output output 3 × 3 1 1 × 1 3



Page 5 of 14Cao et al. Herit Sci             (2020) 8:7 

the convolution kernels to possess a large receptive field 
without requiring an increase in the number of param-
eters and the associated computing power. It enlarges the 
receptive field area without causing image information 
loss. Therefore, this study replaces the traditional pooling 
operation with cavity convolution. In this process, dila-
tion represents the magnitude of the cavity convolution; 
the larger the dilation is, the larger the receptive field is.

2. Discriminant network design  The discriminant net-
work contains both global and local discriminant net-
works that are responsible for judging whether the output 
image is authentic or was synthesized by the generative 
network. The discriminant network is based on a CNN. 
Specifically, the local image information is extracted 
by the convolutional layers, filtered and selected by the 
pooling layers, and then integrated into eigenvectors by a 
fully connected layer to achieve image classification. Two 
eigenvectors with the same dimensions are separately 
input into the two types of networks. The input eigenvec-
tors are connected; thus, they output a single eigenvector. 
The authenticity of the output image is then judged by a 
sigmoid function. The structure of the discriminant net-
work is shown in Fig. 3.

In the discriminant network design, a few layers are 
generally sufficient to judge the extracted features regard-
ing the authenticity of the input image, and having fewer 
layers reduces the computational complexity of the net-
work updating process. However, mural images have rich 
texture information structures whose correlation within 
each region of the image is high. Experiments show that 
the typical number of network layers is insufficient to 
accurately judge mural images. Therefore, a deep convo-
lutional neural network structure is used to extract the 
mural image information.

The global discriminant network takes two images as 
input: the real mural image and the network-composited 
image. It consists of 9 convolutional layers and a fully 
connected layer and outputs a 1 × 1024 feature vector. 

The convolutional layer uses 5 × 5, 3 × 3 and 2 × 2 con-
volution kernels with 2 × 2 and 1 × 1 step sizes to extract 
global mural image information. The details of the global 
discriminant network structure are listed in Table  2. 
The input image to the local discriminant network is a 
32 × 32-pixel region of the generated network output 
and the region of the authentic image corresponding to 
the generated region. The local discriminant network 
consists of 8 convolutional layers and 1 fully connected 
layer, and it outputs a 1 × 1024 feature vector. The con-
volutional layer uses 3 × 3 and 2 × 2 convolution ker-
nels with 2 × 2 and 1 × 1 step sizes to extract local mural 
image information. The details of the local discriminant 
network structure are listed in Table 3.

Finally, the output of the global discriminant network 
and that of the local discriminant network are connected 
to obtain a 1 × 2048 eigenvector. This eigenvector is then 
processed by the fully connected layer, which outputs a 
continuous value. The sigmoid function is used to map 
the obtained value into a [0,1] range; this new value cor-
responds to the probability that the image is authentic 

Fig. 3  The structure of the discriminant network

Table 2  Detailed information of  the  global discriminant 
network

Type Kernel Stride Outputs

conv 5 × 5 2 × 2 64

conv 5 × 5 2 × 2 128

conv 5 × 5 2 × 2 256

conv 5 × 5 2 × 2 512

conv 3 × 3 2 × 2 256

conv 3 × 3 2 × 2 256

conv 2 × 2 2 × 2 256

conv 2 × 2 1 × 1 512

conv 2 × 2 1 × 1 512

FC – – 1024

Table 3  Detailed information about the local discriminant 
network

Type Kernel Stride Outputs

conv 3 × 3 2 × 2 64

conv 3 × 3 2 × 2 128

conv 3 × 3 2 × 2 256

conv 3 × 3 2 × 2 512

conv 2 × 2 2 × 2 256

conv 2 × 2 1 × 1 256

conv 2 × 2 1 × 1 512

conv 2 × 2 1 × 1 512

FC – – 1024



Page 6 of 14Cao et al. Herit Sci             (2020) 8:7 

rather than compositely restored. The combined struc-
ture of the fully connected layer is shown in Table 4.

Loss function
To better generate near-authentic repair effects, MSE and 
adversarial loss functions are proposed to optimize the 
network model.

To accelerate model training time, the initial repaired 
image output from the generative network is not input 
directly into the discriminant network for judgment and 
optimization. Instead, the network model is trained in 
two stages. In the first stage, the loss value of the MSE is 
reduced to the expected value by the generative network 
training model, which enables the generative network to 
output a high-quality repaired image. In the second stage, 
the repaired image output by the generative network is 
used as a false sample for the discriminant network. The 
generative network and the discriminant network are 
combined, and the MSE and adversarial loss functions 
are optimized to refine the generative and discriminant 
network models.

The MSE loss function is the most commonly used 
regression loss function. The sum of the squares of the 
distances between each sample target variable and the 
predicted value is calculated, and the MSE is the ratio 
between the sum of all the squared losses of the samples 
and the number of samples [23]:

where N is the number of samples, (x, y) represents the 
sample, for which x is the feature set of the trained sam-
ple and y is the actual value of the trained sample, and 
prediction(x) is the predicted x value of the sample.

The idea behind the GAN is that the generative net-
work attempts to generate images sufficiently similar to 
authentic images so that its output images will be judged 
as authentic by the discriminant network; that is, the 
purpose of the generative network is to generate images 
whose predicted probability is close to 1 according to the 
discriminant network. Similarly, the purpose of the dis-
criminator is to enable its output of the generative net-
work input to be close to 0 while enabling its output for 

(1)MSE =
1

N

∑

(x,y)∈D

(

y− prediction(x)
)2

,

the actual data to be close to 1. The equation for adver-
sarial network loss is as follows:

where x represents the actual data, z represents noisy 
data, Pdata(x) is the probability distribution of the actual 
data, pz(z) is the probability distribution of the synthe-
sized data, G(z) is the data synthesized by the generative 
network, D(x) is the probability of the authenticity of 
the data judged by the discriminant network, D(G(z)) is 
the probability of the authenticity of the data generated 
by the generative network and judged by the discrimi-
nant network, logD(x) is the judgment of the actual data 
by the discriminant network, and log(1 − D(G(z))) is the 
judgment of the synthesized data by the discriminant 
network.

Training and testing procedures
In the training process, a complete GAN framework, that 
is, a generator and a discriminator, is used. The purpose 
is to optimize the generator according to the completion 
and generate mural images that meet the requirements. 
In the test process, only the generator in the GAN was 
used to obtain the final mural image completion effect 
and the value of the loss function.

The input for generating the network is a preprocessed 
mural image of 128 × 128 pixels. A rectangular area with 
a length and width of 24–36 pixels is randomly generated 
as a mask at any position in the image, and the pixel value 
of the mask area is set to 0. Finally, the mural image with 
the mask is obtained.

The training process of the network model in this study 
consists of training the generative network model and 
the combined training of the generative network and the 
discriminant network. The algorithm pseudocode is as 
follows.

Input: Mural image.
Output: The network model and the restored mural 
images.
Step 1. A mask of the original mural image is 
selected; the area to be repaired is simulated and 
then added to the original mural image;
Step 2. The restored image is input into the convolu-
tional layers for mural image feature extraction;
Step 3. The mural image features are input into the 
deconvolutional layer to restore the size of the new 
image to that of the original;

(2)

min
G

max
D

V (D,G) = Ex∼Pdata(x) [logD(x)]

+ Ez∼pz(z)[log(1− D(G(z)))],

Table 4  The combination structure of  the  fully connected 
layer

Type Outputs

concat 2048

FC 1
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Step 4. The masked region is removed, and the pix-
els of other image regions are restored to the corre-
sponding pixels from the original image;
Step 5. The MSE loss function is calculated;
Step 6. The network model is saved, and the 
repaired mural image is output;
Step 7. Steps 1–6 are repeated, and the MSE 
loss function is optimized with a gradient-based 
method until the expected value is reached;
Step 8. The repaired global and local images are 
input as the false samples of the global and local 
discriminant networks, respectively; while the 
authentic mural image and the corresponding local 
image are input as the authentic samples of the 
discriminant network;
Step 9. The global and local discriminant networks 
use CNNs to extract features. Finally, a fully con-
nected layer is connected for the eigenvector out-
puts;
Step 10. The two vectors output by the fully con-
nected layer are combined into one eigenvector, 
which is converted into a probabilistic value with a 
sigmoid function;
Step 11. The generated and discriminant network 
models are saved to judge the authenticity of the 
input mural image;
Step 12. Steps 7–11 are repeated, and the param-
eters of the generative and discriminant network 
models are updated and optimized until the desired 
effect is achieved.

A flowchart of the model training procedure is shown 
in Fig. 4.

In the model training stage, the generative and discri-
minant network models learn and update the param-
eters through competition, which finally enables the 
generative network to complete the task of mural image 
restoration satisfactorily. Next, testing is initiated, and 
the effect of mural image restoration on the test dataset 
is observed.

Therefore, the trained generative network (whose 
parameters do not need further updating) is used as the 
test network. The algorithm pseudocode is as follows:

Input: Mural image;
Output: The restored mural image.
Step 1. A mask from the original mural image is 
selected, and the area to be repaired is simulated 
and then added to the original mural image;
Step 2. The network model is loaded, and the 
image to be repaired is input into the convolu-
tional layer for mural image feature extraction;

Step 3. The mural image features are input into the 
deconvolutional layer to restore the size of the new 
image to that of the original;
Step 4. The masked region is removed, and the pix-
els in the other image regions are restored to the 
corresponding pixels of the original image;
Step 5. The repaired mural image is output.

A flowchart of the test network is shown in Fig. 5.

Results and discussion
Experimental environment
To verify the effectiveness of the proposed consistency-
enhanced GAN, tests on mural image restoration were 
conducted. The hardware environment in this experi-
ment mainly consists of an Intel Core i5-9400F CPU @ 
2.90  GHz with 16  GB memory and an Nvidia GeForce 
RTX 2070 graphics card. The software environment 
includes the JetBrains PyCharm compiler, running on a 
Windows 10 system. The software was written in Python 
3.7, and TensorFlow was used as the framework for com-
plete mural image restoration.

Fig. 4  Network model training
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Data source
Due to a lack of a standard mural image datasets, as well 
as the small number of existing mural images, inconsist-
ency in the damage degree of mural images, low image 
resolution and complex mural themes, the selection and 
processing of mural images is an important consideration 

in the experiment. In this study, 800 mural images with 
good photographic quality from the temples of Wutais-
han, Shanxi Province, were used. After image augmenta-
tion and expansion, 12,000 mural images were obtained. 
Among these, 10,000 were used as the training set, and 
the remaining 2000 images were used as the test set. 
These datasets are utilized for network model training 
and effect testing, respectively.

The experimental results show that data augmentation 
not only improves the quality of mural image but is also 
applicable for expanding the images and increasing the 
number of images, all of which improve the robustness of 
the final network model for mural image restoration. The 
image augmentation procedures primarily involve ran-
dom flipping, while the color augmentation procedure 
mainly involves changing image brightness, saturation 
and contrast. Professionals engaged in the protection of 
ancient murals were invited to screen the mural images 
expanded by the data augmentation algorithms and 
select the most realistic and qualified mural images. This 
process helped to determine the appropriate ranges for 
the data augmentation algorithm parameters and ensure 
the viability of the final data set. Through augmentation, 
the number of images was increased. After several exper-
iments, the parameters of the mural data augmentation 
were adjusted to satisfy the requirements of the image 
restoration experiment. Some example of the data aug-
mentation effects are shown in Fig. 6.

Comparison tests
In this paper, murals from the Wutaishan temple Shanxi 
are taken as experimental objects, and the developed 
system was applied to repair mural images with authen-
tic damage and artificially damaged mural images. The 
restoration effects of the method proposed in this study 
are compared with those of the methods in [6–8] on the 
same set of mural images.

Restoration of the authentic damaged murals
Ten authentic mural images with different damage types, 
area sizes and area shapes were selected as the experi-
mental objects; the corresponding restoration effects of 
the four tested algorithms are shown in Fig. 7.

As shown in Fig. 7, the methods reported in the litera-
ture all achieve good effects when used for the restora-
tion of long areas whose texture structure does not need 
repair. However, due to the limitations of the traditional 
algorithms, varying degrees of texture fragmentation and 
blurring occur when restoring regions with complex tex-
ture structures. Especially on larger damaged regions, 
the algorithm in this study performs better than do the 
other methods. The proposed algorithm is not only able 

Fig. 5  The test network
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Fig. 6  Examples of the data augmentation effects
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to restore the color to large damaged regions but also 
achieves a satisfactory effect when restoring regions 
whose texture structure is missing, resulting in strong 
visual consistency.

To ensure a more convincing subjective evaluation, 
two experts on ancient mural repair were invited to score 
the experimental objects repaired by the four methods 

in terms of overall consistency and structural continuity 
using a blinding method [8]. The scoring system contains 
10 levels, where the highest possible score is 10 points 
and the lowest is 1 point. After scoring, averages are 
obtained and compared. Compared to the algorithms in 
[6–8], the algorithm proposed in this study achieves sig-
nificantly high scores in terms of overall consistency and 

Fig. 7  Comparison of the restoration effects on authentic damaged murals produced by different methods
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structural continuity (all P < 0.05; Fig.  8). These results 
indicate that the algorithm proposed in this study out-
performs those in the literature in terms of subjective 
evaluations.

Restoration of the artificially damaged mural images
To restore mural images, different images are selected, 
and a region on each images is randomly selected and 
then damaged using different mask sizes. The restoration 
effects based on the different tested methods are shown 
in Fig. 9.

In Fig.  9, all the algorithms achieve good effects at 
simple color filling. However, when addressing texture 
information restoration, textural disruption and incom-
pleteness and distortion of the repaired area appear for 
the method in [7]. Although the algorithm in [6] yields 
a noticeable improvement for repairing texture disrup-
tions, there is still some evidence of repair. The algorithm 
in [8] performs well at repairing large damaged areas 
with a single color but performs poorly on texture infor-
mation restoration. Furthermore, due to the limitations 
in matching block searching and texture diffusion during 
large-area restoration, when the texture information to 
be processed is complex, the texture information result-
ing from the algorithms in [6–8] is relatively blurred and 
fails to reflect the texture structure of the original mural 
image. In contrast, the algorithm proposed in this study 
uses two discriminators, which enhances the consistency 
between the global and local expressions of the mural 
image. Therefore, it can restore even mural images with 
large damaged area and complex image information.

Furthermore, three groups of masks with sizes of 
18 × 18, 24 × 24, and 36 × 36 are selected, and the dif-
ferences in the effects of different mask sizes on mural 
image repair are compared under the four algorithms. 
Ten images are selected in each group, and the average 

of the peak signal-to-noise ratio (PSNR) and structural 
similarity (SSIM) is calculated and compared. PSNR, 
which is typically used to evaluate the quality of an image 
after repair compared with the original image, is based 
on the error between corresponding pixels. Generally, 
the higher the PSNR is, the smaller the image distortion 
and the better the corresponding image repair. The PSNR 
comparison result is shown in Fig.  10. SSIM is gener-
ally used to evaluate the similarity of image structure. It 
measures the similarity of images in terms of brightness, 
contrast, and structure. The value range of SSIM is [0, 1]: 
the larger the value is, the higher the image similarity.

The comparison between PSNR and SSIM indicates 
that when the damaged area of ​​the mural image is small, 
the difference between the PSNR and SSIM of the algo-
rithm in this paper and the literature [6–8] is not large 
(Figs. 10 and 11). When the area is 36 × 36, a significant 
difference is observed between the algorithm proposed 
in this study and those in the literature (P < 0.05; Fig. 10), 
and the average PSNR is 6–8 dB higher than that of other 
algorithms. In addition, because the two discriminative 
networks are merged to promote the optimization of 
the generated network model, the consistency between 
the overall recovery effect and the local effect is greatly 
improved, and the SSIM based on the algorithm pro-
posed in this study is improved by an average of 0.08–
0.12 compared with that of the methods in literatures, 
showing significant differences (Fig. 11).

Conclusions
Targeting the problem of restoring images of dam-
aged ancient murals, this study proposes a consistency-
enhanced GAN to achieve mural restoration. First, the 
generative network, using an FCN as the basic frame-
work, restores the masked portion of a mural image. 
Then, local and global discriminant networks are com-
bined to optimize the network model, strengthening the 
consistency between the global and local expressions 
of the mural image output by the generative network. 
Compared with the existing algorithms, the algorithm 
proposed in this study noticeably improves the subjec-
tive visual effects as well as the PSNR and SSIM index 
values of the repaired mural image. The results show that 
the proposed algorithm can better repair mural images 
with complex image information and strong texture 
structures.

However, this study still has some limitations. First, 
when the algorithm proposed in this study is used for 
mural repair, the image quality around the masked area 
of the mural image to be repaired must be high. Second, 
some problems occur, such as blurring of the repaired 
area and a lack of texture information in regions with 
complex texture and excessive missing texture. Third, 

Fig. 8  Comparison of the subjective scores of the tested algorithms. 
An asterisk (*) or number sign (#) indicates a significant difference 
(P < 0.05) in the overall consistency and structural continuity between 
groups, respectively, according to the pairwise Kruskal–Wallis H test
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this study tested only Chinese ancient murals. In the 
future, high-quality mural image datasets with more 
abundant subject matter, including murals from other 
countries, should be acquired, and appropriate data 
augmentation techniques should be adopted to further 
expand the datasets. Fourth, due to a lack of consist-
ent standards for mural image restoration evaluation, 
as well as possible large differences in restoration work 

performed by different conservation professionals, the 
design of this study did not include comparisons between 
restoration works by the proposed algorithm and those 
by conservation professionals. In the future, such com-
parisons could be made to further improve the effective-
ness of the algorithm proposed in this study for mural 
image restoration. In addition, transfer learning should 
be introduced, and more advanced network models 

Fig. 9  Comparison of the restoration effects produced by different methods
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should be adopted for mural image dataset training. The 
network might benefit from layer increases to obtain 
more image information, thereby enabling large-area 
mural image restoration.

Abbreviations
GAN: Generative adversarial network; FCN: Fully convolutional network; BN: 
Batch normalization; SSIM: Structural similarity index.
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