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Abstract 

The proportion of multimedia traffic in data networks has grown substantially as a result of advancements in IT. As a 
result, it’s become necessary to address the following challenges in protecting multimedia data: prevention of unau-
thorized disclosure of sensitive data, in addition to tracking down the leak’s origin, making sure no alterations may 
be made without permission, and safeguarding intellectual property for digital assets. watermarking is a technique 
developed to combat this issue, which transfer secure data over the network. The main goal of invisible watermark-
ing is a hidden exchange of data and a message from being discovered by a third party. The objective of this work is 
to develop a digital image watermarking using discrete cosine transformation based linear modulation. This paper 
proposed an invisible watermarking method for embedding information into the transformation domain for the 
grey scale images. This method used the embedding of a stego-text into the least significant bit (LSB) of the Discrete 
Cosine Transformation (DCT) coefficient by using a linear modulation algorithm. Also, a stego-text is embedded with 
different sizes ten times within images after embedding the stego-image immune to different kinds of attack, such 
as salt and pepper, rotation, cropping, and JPEG compression with different criteria. The proposed method is tested 
using four benchmark images. Also, to evaluate the embedding effect, PSNR, NC and BER are calculated. The out-
comes show that the proposed approach is practical and robust, where the obtained results are promising and do 
not raise any suspicion. In addition, it has a large capacity, and its results are imperceptible, especially when 1bit/block 
is embedded.
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Introduction
Data hiding is a wide area that primarily describes any 
methods of data implanted in different data. The embed-
ding process, such as a TV channel with a logo water-
mark, is visual or invisible, like hidden communication. 
Hidden data is the insertion of invisible information into 
other digital signals. The main fields of data hiding are 
digital watermarking and Steganography. These domains 
are closely related, but few differences affect the embed-
ding algorithms and corresponding attacks [1, 2].

In watermarking models, the secured data is con-
nected directly to the image. The main objective of most 
watermarking models, especially those related to gray-
scale images, is to reduce the watermark’s perceptibility 
[3]. The second objective is that the watermark should 
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be robust against image processing and geometric dis-
tortions. Therefore, it is possible to fully retrieve the 
encrypted information from the watermarked image. 
In steganography models, the secured data is not corre-
lated with the cover image. The cover image is utilized 
as a channel for secret communication. Also embedding 
capacity of hidden data is not a concern in watermarking 
models, but channel capacity is significant in steganog-
raphy [2, 4]. A massive research topic in watermarking 
is robustness to attacks. Even if the intruder notices the 
watermark, the Robust Watermarking model is immune 
from attacks attempting to delete or damage the water-
mark without significantly reducing the watermarked 
image’s viewing quality. In Steganography, the primary 
purpose of the attack is to find the hidden data [2]. A brief 
comparison between Steganography and watermarking is 
presented in Table 1. The watermarking capacity can be 
just a few words (until eight char), while Steganography 
must be more significant (until 50 char). There’s a corre-
lation between the confidential data and its cover image 
in watermarking models, while not crucial in Steganogra-
phy. At last, in the watermarking models, imperceptibility 
is not essential but instead significant in steganography 
models.

A significant number of watermarking schemes have 
been introduced for images. According to the embed-
ding domain, these schemes are divided into two groups. 
These strategies come into two major categories (depend-
ing on the embedding domain): transform methods and 
spatial-domain methods. In the spatial domain (the val-
ues of pixels are changed directly using bit substitution 
and position saving), it is easy to implement low opera-
tional cost but are in general not robust. In the frequency 
domain, the values of pixels are converted into the fre-
quency coefficients and then changed to embed the 
watermark. This leads to more robustness against water-
marking attacks and more information embedding in the 
cover image [5, 6].

There are many transformation methods used to 
transform pixel values to the frequency domain, includ-
ing Wavelet transform (DWT), discrete cosine trans-
formation (DCT), or Fourier transform (DFT) [7]. The 

watermark embedding robustness is higher than in the 
spatial domain in the frequency domain. Watermarks 
hidden in the frequency domain are hard to discover 
[8–10]. For images, capacity refers to the number of bits 
embedded into pixels. To increase the watermark ability, 
one might increase the robustness but this effect water-
mark perceptibility.

On the other hand, watermarking imperceptibility, 
when its insertion is required to create the maximum 
possible best distribution to prevent watermark damage, 
where a slight corruption will lead to improper water-
mark detection. In the same way, the data payload can 
increase by decreasing the number of watermark bits 
assigned to each hidden bit but this effect by a loss of 
robustness. In another way, no way for any watermarking 
technique to meet the three requirements (imperceptibil-
ity, robustness, and capacity) to gather in conclusion, an 
acceptable trade-off between these requirements has to 
be gained.

The primary goal of this article is to introduce a water-
marking approach based on image block similarity, where 
the watermark embedding is in the DCT domain in the 
least significant bit (LSB) by using linear modulations 
to be used for hiding the high capacity of information. 
That means a steganography algorithm will be used to 
show the performance of the watermarking algorithms. 
Also, this research focused on the robustness watermark 
embedded technique and capacity. In addition, the water-
marking robustness algorithm is utilized as a steganog-
raphy algorithm, where the number of bits (hidden data 
length) is considered the main difference between water-
marking and Steganography. For the watermark algo-
rithm, the amount of data is relatively small and could 
be repeated many times. In Steganography, the amount 
of data that can be embedded is relatively long. Taking 
into consideration that the confidential data should be 
imperceptible. The robustness of a hidden technique is 
tested by assessing its resistance to various attacks (for 
images, these attacks could include noise, image rotation, 
lossy compression JPEG, and salt and pepper). The algo-
rithm is robust if most hidden data can be revealed after 
an attack. Peak signal-to-noise ratio PSNR, BER and NC 

Table 1  Comparison between Steganography and watermarking models

Watermark model Steganography model

Imperceptibility Not significant very significant

Robustness Immune against active attacks Immune against active and passive attacks

Capacity Not significant very significant

Relationship between hidden data /cover 
image

There is a relationship between hidden data and its 
carried image

There is no relationship between hidden 
data and its carried image
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values are calculated to evaluate performance robustness. 
The content of this article is organized as follows: related 
work is introduced in part two, the propsed approach of 
watermarking scheme in part three, the experimental and 
results in part four. Finally, the conclusion is displayed in 
part five.

Related work
In the last few years, there has been a rapidly rising 
demand for ways to hide information within a cover (text, 
image, sound, video files). Information hiding provides 
a mechanism to exchange hidden data without being 
attacked (passive or active) by attackers. It could also be 
used to prevent unauthorized copies from being made. In 
other words, it provides copyright protection by hiding a 
watermark within the media that need to be protected. 
Such cases led people to study ways of embedding hidden 
copyright information or secret data within a suitable 
cover [11, 12]. Chang, et al. [13] proposed a method that 
includes watermarking scheme based on singular value 
decomposition (SVD).

In contrast to DCT and DFT transformations, both 
one-way and non-symmetric properties were preserved 
by the SVD transformation. According to the findings 
of the experiments, the watermarked image is of high 
quality and has a significant resistance to conventional 
image processing. Consequently, after manipulation, the 
retrieved watermark can still be easily observed. Hub-
balli and Kanyakumari [14] developed a new watermark 
calculating method depending on the histogram of the 
image and applied it in the DCT of the original image. 
Experiments demonstrated high resistance to blurring, 
sharpening and JPEG compression with three standard-
ized quantization matrices. Some approaches apply a 
hybrid of methods of most minor significant bit substitu-
tion and transformation techniques.

Patra, et  al. [15] introduced watermarking schema for 
Multimedia data copyright prevention and authentica-
tion, a novel Chinese Remainder Theorem (CRT) based 
watermarking schema in the DCT domain that is resist-
ant to various attacks. According to the results, the pro-
posed approach encourages the growth of the watermark 
perceptual invisible. Su, et al. [16] introduced a powerful 
and invisible watermarking technique for images in two 
colours. The dual-level of DCT is applied and used in the 
colour host image to embed the colour watermark image. 
Based on the energy-concentrating merit of DCT, by 
using a compression method, the embedded watermark 
colour image is compressed to reduce the redundancy 
of the watermark. Experimental findings demonstrate 
that the suggested watermarking algorithm will effec-
tively enhance the accuracy of the watermarked image 
where the PSNR value is somewhat decreased and the 

robustness of the watermark against several attacks. Das, 
et al. [17] introduced a new blind watermarking schema 
in the domain of DCT by two DCT coefficients with the 
correlation between them in the exact location as adja-
cent blocks. The proposed method has been tested with 
different attacks. Compared to the current approach, 
it demonstrated robustness when compressing JPEG 
images. Yu, et al. [18] introduced incorporation between 
the least significant bit replacement method and trans-
formed, where a pre-processing stage of extracting some 
image features using a transform tool for generating the 
watermark and then embedding by LSB techniques. Guo, 
et  al. [19] introduced a new robust watermarking tech-
nique in the domain of encryption that avoids the third-
party embedders of original images. The hybrid DW and 
DCT based schema enhanced the robust effectiveness of 
the domain of the encrypted watermarking method.

Parah, et  al. [20] developed an effective blind water-
marking scheme depending on block-based DCT coef-
ficient adjustment. The approach is more resistant to a 
variety of single and hybrid attacks. Keshavarzian and 
Aghagolzadeh [21] proposed watermarking approach 
based on producing watermarks from the region of 
interest ROI of the cover image. Estimated ROI-DWT 
coefficients are chosen and embedded into the cover 
image itself. Then it is inserted in the low-frequency 
sub-band of DWT transformation coefficients in a 
specific cover image block. To increase the approach’s 
robustness and security, Arnold scrambling is per-
formed on the watermark’s estimated coefficients and 
the host image blocks before embedding. The finding 
showed that the approach introduced succeeds in a 
high level of imperceptibility, security and robustness 
vs several attacks.

Khare and Srivastava [22] proposed new methods of 
dual image watermarking for copyrights protection, 
employing DWT, SVD and Arnold Transform properties 
with Salient Homomorphic Transform (HT). To Embed 
the watermark, HT splits the host image into reflectance 
and lightening components, and DWT is taken to the 
reflectance component in the reflectance and illumina-
tion components, which resulted in (HL and LH) fre-
quency sub-bands transformed by SVD. The outcomes 
show that the introduced watermarking technique dem-
onstrates high robustness and imperceptibility [23].

Rupa [24] proposed method to improve the security 
and robustness of the data. It uses three levels of secu-
rity to protect the sensitive data. Sailaja, et  al. [25] pro-
posed method to provide authentication, confidentiality, 
and integrity to the patient medical record. Dharmika, 
et al. [26] suggested approach to use (DCT) technique to 
transform the original image (cover image) into the fre-
quency domain to add a watermark.
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Much of the investigations in digital image watermark-
ing focus on two primary ideas: robustness and percep-
tibility. All of the above research were concerned with 
suggesting a watermarking algorithm and trying to prove 
its robustness to different attacks. No research was con-
cerned with studying the ability of the suggested water-
mark algorithm in Steganography from a hidden data size 
point of view. This paper will investigate the watermark-
ing algorithm that enables the watermark to be effectively 
embedded in the original image. A linear modulation 
algorithm will embed a watermark within the LSB (least 
significant bit) of the middle frequency of DCT-coeffi-
cients of the images. The algorithm will be tested to be 
used as a steganography algorithm.

Sahu [27] proposesd a logistic map based fragile 
watermarking technique to efciently detect and local-
ize the tampered regions from the watermarked image 
(WI). This method shows impressive performance 
with regards to the detection of tampered regions and 
resistance against various, but it needs to improve the 
robustness. Kamil Khudhair, et  al. [28] proposesd a 
technique in which the distribution obtained from the 
cover image determines the pixels that attain a peak or 
zero distribution. In this approach the robustness and 
embedding capacity are improved but selecting the 
optimal pixels for embedding the secret information 
need to improve. Table 2 reports the merits and issues 
of some of the state-of-the-art watermarking tech-
niques in terms of attack resistance ability, average BPP, 
and PSNR [27]

The watermarking scheme
Let H be the original grey level host image of size N X 
M, and it is divided into non-overlapping blocks of size 
8 X 8 pixels. The original image is represented as the 
following: H = {D(i,j), 0 ≤ N, 0 ≤ j ≤ M}, where D(i,j) ∈ {0, 
1, …, 2L -1} is the intensity Of the pixel (i,j), and L is the 

number of bits used in each pixel, 8-bit pixels have lev-
els from 0 to 255. The step of the embedding approach 
is illustrated below:

Step 1: Discrete Cosine Transform (DCT)
Watermarking can be categorized into transform and 
spatial domain methods; where spatial domain tech-
niques work at the value of the pixels, transformation 
techniques use a DCT (mathematical tools) to trans-
form pixel values to frequency bands (coefficients) 
values, and the process of watermark embedding is 
conducted out thus creating a more substantial effect 
within the image onto a region of values. The water-
mark signal is carefully inserted in some specified 
blocks from the given image in most works concerned. 
One of the widely used transformations in digital signal 
processing technology is DCT. DCT divides the image 
into sections or spectral sub-bands of varying signifi-
cance (with consideration to the viewing quality of the 
image) [33], as shown in Fig. 1.

Using DCT, the domain of spatial data could well 
be transformed into data of frequency domain, and it 
can be transformed back to the domain of spatial data 
through inverse IDCT. The equations below represent 
the DCT formulas 1 and 2.

Equation  2 illustrates the corresponding inverse 2D 
DCT transform.

Where
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Table 2  The merits and issues of some of the state-of-the-art watermarking techniques

Techniques Block size Avg. BPP Avg
PSNR (dB)

Merits Issues

Prasad and Pal [29] 1 × 2 1.5 42.08 Strong tamper detection and localization 
ability

Low imperceptibility, Further, the pixel value 
diferencing technique is prone to pixel difer-
ence histogram attack

Ansari, et al. [30] 4 × 4 2 44.14 Robust against copy and paste attack, text 
addition, VQ attack, and cropping attack

Low imperceptibility

Nazari, et al. [31] 2 × 2 1.6 41.48 Strong ability to detect malicious manipula-
tion in an image

Low imperceptibility

Chang, et al. [32] 4 × 4 3 37.00 Robust against various image tampering 
operations like erasing, burring, sharpening, 
contrast modifcation, and identifcation of 
burst bits and the VQ attack

Weak tamper detection and localization ability
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f(x, y) in Eqs.  1 and 2, it stands for the intensity of the 
value of a pixel in position (x, y), the coefficient value is 
D(i, j), where frequency domain position (i, j), and the 
input image width stands using N. The coefficient in the 
upper left corner of the frequency domain matrix rep-
resents the DC value of the image’s frequency domain. 
The AC values comprise the remaining portion, with the 
absolute value of the AC at each point denoting the vol-
ume of the energySeo, et al. [34]. The basic operation of 
converting image (N × N) to the frequency domain using 
DCT is as in Fig. 2 [35]:

The value of DCT in row k1 and column k2 of the DCT 
matrix is f (x, y). The source image is N. D(i, j) is denoted 
by the intensity value of the pixel in row I and column j, 
Low frequencies, which show in the upper left corner of 

(3)C(k) =
1√
2
ifk = 0

|1 ifk = 1, 2, . . . ,N − 1

the DCT, form a major part of the signal energy in most 
images (DC value). Compression is performed because 
the lower right findings indicate higher frequencies and 
are generally modest enough to be ignored with little 
apparent distortion. The DTC values are integer 8 × 8 
matrix, comprising the grayscale level of pixels, these 
pixels have levels from 0 to 255, and the DCT algorithm 
is one of the main components of the JPEG compression 
technique.

Step2: embedding watermark using linear modulation 
algorithm
The blocks of watermark are embedded in each indexed 
block with low frequency in the host image. According to 
a zig-zag format, the DCT coefficients are stored [20] as 
shown in Fig. 3, C (i,j) represent the embedding location 
of the low frequency. When the watermark embedding 
phase is started, the block is embedded by replacing it 
with LSB of DCT coefficients.

Fig. 1  Coefficient matrix of DCT

Fig. 2  Pseudo code of DC
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LSB linear modulation algorithm
In this algorithm, a watermark embedded in the domain 
of DCT is used to improve the robustness of the water-
marking technique against different image attacks. 
In each n × n DCT block of the image, the watermark 
bits are embedded. To embed the watermark bits in 
the block of n × n, the embedding technique should 
be carefully chosen. Putting the watermark bits in the 
DCT block’s low-frequency components is not a good 
idea because it will make the embedded data percepti-
ble. Also, The watermark bits cannot be embedded in 
the high-frequency DCT parts because all these coef-
ficients are highly quantized throughout Data com-
pression. As a rule, embedding the watermark in the 
middle-frequency domain is preferable. To further 
explain the embedding process, assume that the input 
of the JPEG is a 640 × 480 RGB image with 24 bit/pixel.

Watermark embedding process
The Embedding process is illustrated as follows:

1. The original image should be converted from RGB 
into YCbCr using Eqs. 4, 5 and 6, respectively.

where Y denotes the (luminance) pixel brightness and 
black and white image information, and the Cb and Cr 
are the chrominance. Each of these matrix elements is in 
the range [0, 255]. The Cb and Cr matrix contains four 
pixels as square blocks to reduce them to 320 × 240. To 
put 0 in the middle of the range, each element of all three 
matrices is subtracted from 128. All matrices are sepa-
rated into 8 × 8 blocks. The Y matrix has 4800 blocks, 
and the other two have 1200 blocks each, as presented in 
Fig. 4.

(4)Y = 0.299R+ 0.587G + 0.114B

(5)Cb = 0.5+ (B− Y )/2

(6)Cr = 0.5+ (R− Y )/1.6

Fig. 3  ZIG-ZAG embedding position in low frequency

Fig. 4  Coefficient matrix of DCT
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2. Partition Y matrix to 8 × 8 blocks. Apply a DCT 
(discrete cosine transformation) to transform the image 
block into its coefficient matrix when we apply a DCT to 
each of the 7200 blocks separately. The outcomes of all 
DCT are 8 × 8 matrix. DCT element (0, 0) is the average 
block value.

3. The DCT coefficients are quantized according to the 
quantization table, as presented in Fig. 5. The quantized 
coefficient is obtained by dividing each DCT element by 
the corresponding quantization table element [20].

The output of this step is a quantization coefficient 
CQ(i,j), and the remainder matrix R (i,j) (Quantization 
error can be positive or negative) are preserved. Apply 
Eq. (8) to find out C(i,j).

where C (i, j) is the new coefficient after quantization, 
CQ (i, j) is the absolute quantized coefficient, and R is the 
error matrix. The remainder can be positive or negative.

When all weights are equal to 1, the transformation 
accomplishes nothing. However, higher spatial frequen-
cies are settled quickly when the weights grow sharply 
from the source. Generally, quantization means limiting 
the possible values of a magnitude or quantity to a dis-
crete set of values. So, it is like a conversion from con-
tinuous values to discrete values. Quantization reduces 
the number of possible values, reducing the bits needed 
to represent it.

4. The watermark is embedded using the embedding 
formula 9.

where W (i, j) is the watermark bit; C’QM (i, j) represents 
the modified coefficient of middle frequencies (block of 
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watermarked image), and C (i, j) is the block from the 
host image. This embeds the watermark bit into LSBs 
of the middle-frequency coefficients. The algorithm is 
repeated to build the overall watermarked image. Since 
the watermark is embedded into LSBs in the middle 
frequency of the quantized block, this limits the length 
of the watermark sequence, which cannot be greater 
than the number of middle-frequency coefficients. The 
remaining frequency components (corresponding to high 
and low frequencies) are taken as in Eq. (10):

5. The remainder, which was preserved in step 3, is 
added back to the corresponding coefficients. This is 
done to avoid data loss due to quantization.

6. The coefficient matrix C` (i, j) obtained in step 5 is 
applied to inverse transform to get back the final water-
marked image. (See Fig. 6).

Watermark extraction process
The Extraction process is illustrated as follows: original 
host image is needed when extracting the watermark. 
Recover each block of the original watermark image 
block using Eq. (12):

The watermark extraction process is precisely the 
reverse of the watermark image embedding, see Fig. 7. A 
brief example of the embedding and extraction process 
can be shown in Fig. 9. Also, a brief practical example of 
watermark embedding and extraction steps can be show 
below in Fig. 8.
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Fig. 5  Computation of the quantized DCT coefficients
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Experiments and results
Digital watermarking techniques are assessed by the 
watermark’s imperceptibility and robustness to any 
manipulation. The imperceptibility of the embedded 
watermark is recognized by humans and the watermark’s 
robustness to any manipulation of the watermarked 
image. This section presents the evaluation of both 
imperceptibility after the embedding process and robust-
ness after the extraction process. Also, the linear modula-
tion algorithms evaluation is shown.

Experimental configuration
In this section, the experimental configuration of the 
proposed approach is presented. This experiment used 
three colour images, as presented in Fig. 9, with a size of 
640 × 480 pixels (mainly used dataset in the image water-
marking domain), are used to benchmark the proposed 
steganography method. The watermark (steganography 
text) that is used for evaluation is a sequence of binary 
digits [0, 1] containing information for authentica-
tion. The secret message is converted from an array of 

characters (or bytes) to an array of bits as a series of bits. 
The stego-text size is 50 characters repeated ten times, 
the maximum capacity of watermark size is reached 
131,072 bits, and the host images are 8-bit grey-level 
images. To measure robustness, the suggested algorithms 
were assessed under various different types of attacks, 
Geometric attack (Rotation) and Non-geometric attacks 
(Gaussian noise, Salt & pepper and JPEG Compression 
noise, the list of various attacks and its description are 
listed in Table 3. All experiments were done on a desktop 
PC with a 2.67 GHz Intel Core i3 CPU and 4 GB RAM, 
running Windows XP. The software for simulation was 
MATLAB R2007a and Photoshop editor C2S.

Evaluation metrics
Two assessment metrics for watermarking have been 
used to evaluate the proposed method’s robustness. The 
quantitative measurement used is the similarity measure-
ment between the reference (original) stego-text (S) and 
extracted stego-text (S`) by using Normalized correlation 
(NC) defined as Eq. 13.

Fig. 6  Watermark embedding process

Fig. 7  Watermark Extraction process
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Fig. 8  Practical example of watermark embedding and extraction steps

Fig. 9  Cover image with size of 640 × 480 pixels. (a) Lena, (b) Mandrill (baboon), (c) Peppers

Table 3  List of various attacks and their description

Attack’s Description

Gaussian Noise with zero mean and different Variances values = 0.01, 0.001, 
0.0001, 0.00001, 0.000001

Salt and pepper with different Variances values = 0.01

JPEG Compression JPEG compression Ratio = 7.92, 12.26,15.54, 18.67and 30, 70, 90

Rotation rotation attack with different degree = 10, 50, 450
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The higher value of NC indicates good quality of 
stego-text extraction. The second measurement has 
been used to test the quality of  the steganographic 
image  against the original image. The Peak  signal to 
noise ratio (PSNR) is calculated using Eq. 14.

where S is the original image and S′ is the steganographic 
image. The PSNR of the steganographic image should be 
acceptable in order not to be suspicious (not to suspect 
that any information is embedded in it). If there is any 
suspicion that the image might contain embedded data, 
it may be attacked (passively or actively). The number of 
erroneous watermark bits retrieved by the total number 
of embedded bits is known as the Bit Error Rate (BER). 
The lowest value of the BER, the more robust the water-
mark towards the attacks. BER is defined as

where  n  is the total number of embedded water-
mark bits, B(j)  is the original  jth bit, and Bx(j)  is the  jth 
extracted bit.structural similarity index (SSIM) are used 
to measure the quality of the produced WI. SSIM meas-
ures the similarity between the cover and the WI. It is 
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computed using Eq.  (16). The SSIM value can range 
from − 1 to 1, where 1 denotes the optimal quality.

where µc and µw are mean, µ2
c and µ2

w are the variance for 
the respective CI and WI.  σcw is the converiance between 
the CI and WI.

Stego‑text extraction without attack
Table  4 demonstrates the PSNR and NC values after 
a stego-text insertion by using our approach in Lena, 
Baboon and pepper images, respectively. With different 
stego-text lengths reached 50 characters repeated ten 
times, without any attack.

The PSNR above 40 dB in each case indicates a good-
quality of steganographic image. Moreover, the highest 
NC = 1 in all cases show that the stego-text is extracted 
with no error.

Also, we can notice from Table  3 that the PSNR 
and NC values with different stego-text sizes 
(20,30,40,50) chars, respectively. It is clearly seen 
that the PSNR are acceptable and do not raise any 
suspects. In addition, there is a slight decrease in 
PSNR value when the length of the text is increased, 
and the PSNR value is still acceptable. That means 
when we add long text (stego-text) that will not lead 
to noticeable noise in the steganographic image. 
Table  5 and Fig.  10 show the PSNR comparison on 
different images between our proposed approach and 
[15, 17], and [13], which indicates the proposed algo-
rithm is better.

(16)SSIM(c,w) =
(2µcµw + k1)(2σcw + k2)

(µ2
cµ

2
w + k1)(σ 2

c + σ 2
w + k2)

Table 4  PSNR and NC values on the different images after stego-text insertion without any attack

Lena image
(640 × 480)

Baboon image
(640 × 480)

Peppers image
(640 × 480)

Airplane
(640 × 480)

Size of stego-text (char) 
repeated 10 times

PSNR NC PSNR NC PSNR NC PSNR NC

20 43.36 dB 1 42.64 dB 1 43.28 dB 1 42.48 dB 1

30 43.33 dB 1 42.63 dB 1 43.26 dB 1 42.51 dB 1

40 43.31 dB 1 42.63 dB 1 43.26 dB 1 42.53 dB 1

50 43.30 dB 1 42.62 dB 1 43.25 dB 1 42.56 dB 1

Table 5  Shows the PSNR comparison on different images between our approach and other state-of-art approaches

image Proposed approach Das, et al. [17] Patra, et al. [15] Chang, et al. [13]

Lena 43.30 dB 41.78 dB 41.42 dB 42.47 dB

Baboon 42.62 dB 40.24 dB 41.93 dB 36.29 dB

Airplane 42.56 dB 40.79 dB 41.40 dB 38.23 dB
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According to the result above, the proposed 
approach is clearly better. Table  6 and Fig.  11 show a 
comparison between PSNR values for the Lena image 
obtained by the proposed approach and [17, 19, 20] 
and [36] methods. Results indicate that the proposed 
approach is better than previous methods. Table  7 
represents the avarege value of SSIM for proposed 
approach and related works.

Increase of stego‑text capacity
Our approach used all the blocks in the host image 
to insert the stego-text bits. The stego-text embed-
ding capacity in the host image can be doubled by 
embedding two bits per block instead of one. The 
second bit will be randomly included within blocks. 
The PSNR decreased, but this decrement in qual-
ity is not as significant as increasing the capacity of 
embedding bits per block within the steganographic 
image. Figure 12 compares our approach and a novel 
DCT domain CRT-based watermarking technique 
approach [15] on Lena, Baboon and Airplane images.

Figure 12 shows the results of the proposed approach 
based on host images Lena (640 × 480), stego-text (50 
char repeated ten times) and block size = 8 × 8. The 
steganographic image is still considered to be of high 
quality (≈ 40  dB). The next section shows the percent 

Fig. 10  PSNR comparison on Lena, Baboon and Airplane images with other state-of-art approaches

Table 6  PSNR comparison on Lena image between our 
approach and other state-of-art approaches

image Proposed 
approach

Guo et al., 
2015 [19]

Das et al., 
2014 [17]

Parah 
et al., 
2016 [20]

Ko et al., 
2020 
[36]

Lena 43.30 dB 38.80 dB 41.78 dB 41.27 dB 41.44

Fig. 11  PSNR comparison for Lena image

Table 7  Calculated structural similarity index measure (SSIM) values taking original and watermarked

Image Parah, et al. [37] Zeng and Qiu [38] Ali, et al. [39] Proposed Approach

W1 W2 W1 W2 W1 W2 W1 W2

Baboon 0.9964 0.9966 0.9958 0.9961 0.9966 0.9969 0.9967 0.9971

Lena 0.9899 0.9899 0.9905 0.9907 0.9933 0.9925 0.9934 0.9937

Average 0.9919 0.9921 0.9923 0.9927 0.9936 0.9940 0.9937 0.9941
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of stego-text retrieval under different attacks after 
embedding 2 bits per block.

Analysis of digital image attacks
This section illustrates the main results achieved from 
the linear modulation algorithm when the image exposes 
to different types of attacks. The extraction algorithm is 
applied before and after attacks to check if the embedded 
text (stego-text) could be recovered from the stegano-
graphic image. The percentage of extraction is computed 
and compared without attacks and with different types of 
popular attacks. The whole text (stego-text) is extracted 
when a steganography image is not exposed to any attack 
(i.e. the extraction is 100%). The next section shows the 
extraction percent after applying four different attacks 
(JPEG Compression, Rotation, Salt and pepper and 
Gaussian Noise).

A stego‑text extraction after jpeg compression attack
JPEG is a commonly used standard method of com-
pression for photographic images. JPEG compression is 
applied with different compression ratios to indicate the 
robustness of the proposed scheme against JPEG com-
pression. In this work, we compress the steganographic 

Lena image using JPEG compression with different qual-
ity factors. Table 6  shows the results collected for grey-
scale images after JPEG compression with different 
compression ratios (CR) at E = 20.

The grayscale steganographic Lena image is com-
pressed with different compression ratios (7.92, 12.26, 
15.54, and 18.67). A stego-text is still extracted even 
under 18.67 compression degrees, as shown in Table  6. 
That means that the proposed approach is robust against 
JPEG compression. To prove the validity of our approach, 
the result of NC are compared with other state-of-art 
methods [17, 20] for the grayscale images as in Table  8 
and Fig.  13. BER comparison for JPEG at various com-
pression levels for grayscale images are illustrated in 
Table 8 and Fig. 14.

Table  9  shows the results obtained for colour images 
after JPEG compression with different quality factors 
at E = 20. We test a steganographic image with different 
JPEG compression quality factors = (90, 70, and 30). The 
K value was set to 20 for robustness against JPEG com-
pression, and we set Q as the compression ratio of the 
JPEG.

The PSNR result indicating that the steganographic 
images after JPEG compression can still extract a good 

Fig. 12  Comparison of quality of PSNR within Lena, Baboon and Airplane images after embedding 2 bit per block into the proposed approach and 
other schemes

Table 8  PSNR, NC and BER(%) values after JPEG compression with different CR on Lena image for the Proposed approach and other 
state-of-art methods

CR Proposed approach [17] [20]

Compressed
image

Extracted 
stego-text

BER(%) Compressed image Extracted 
watermark

BER(%) Compressed image Extracted 
watermark

BER(%)

PSNR NC BER(%) PSNR NC BER(%) PSNR NC BER(%)

7.92 39.67 dB 1 0% 38.41 dB 1 0% 34.83 dB 1 0%

12.26 38.58 dB 1 1.02% 37.26 dB 0.9810 1.83% 32.9 dB 1 1.15%

15.54 37.66 dB 0.9987 3.62% 36.53 dB 0.9280 8.99% 32.3 dB 0.9974 5.88%

18.67 36.73 dB 0.9385 6.14% 35.98 dB 0.8847 17.21% 31.87 dB 0.9966 8.67%
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quality stego-text. Also, a stego-text is still retrieved from 
a compressed colour image with even less BER as shown 
in Table 7. Figure 15 shows a BER comparison for JPEG 
compression with different quality factors for colour 
images with the proposed method and state-of-art meth-
ods [36] and [20]. The figure shows that the proposed 
method demonstrates lower BER values.

Also, we will show the effect of JPEG compression on 
a steganographic image that a stego-text is embedded 
within as 2bit/block. Table  10 shows a stego-text aver-
age retrieving percent after applying JPEG compression 

on different steganographic images with different quality 
factors for 2bit\block.

From Table  8, one can deduce that this algorithm 
shows acceptable robustness when exposed to JPEG 
compression in case of hiding 1 bit/block, but it shows 
low robustness when hiding 2 bit/block. This is because 
a lossy compression has been repeated when it converts 
into a transformation domain, which highly affects the 
image. As we can see in Fig.  13, the PSNR value after 
embedding 2bit per block is getting high quality (≈ 
40 dB), but when the image was exposed to JPEG attack, 
the average retrieval of extracted stego-text is very high 
when compared to the results of embedding 1bit/block 
this is due to random addition of the 2nd bit.

A stego‑text extraction after rotation attack
Rotation attack was applied with different rotation angles 
on clockwise rotations of steganographic images (1°, 
5° and 45°). The stego-text is retrieved by rotating the 
steganographic image in the counter-clockwise direc-
tion. Table 11 shows the average retrieving percent of a 

Fig. 13  NC comparison for JPEG at various compression levels for grayscale image

Fig. 14  BER comparison for JPEG at various compression levels for grayscale image

Table 9  Steganographic Lena image after JPEG compression 
and BER, NC result of an extracted stego-text

Compressed ratio PSNR Stego-text BER Stego-text NC

Q = 90 39.61 dB 1.57% 0.9872

Q = 70 38.42 dB 1.69% 0.9867

Q = 30 36.64 dB 3.47% 0.9681
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stego-text when applying a rotation attack with different 
degrees on the Lena image. Also, we still retrieve a stego-
text with low BER after a rotation attack. A comparison 
between the proposed approach and other state-of-art 
approaches proposed in [36] and [20] is shown in Fig. 16. 
As we can see, the proposed approach outperformed the 
other compared approaches.

Rotation attack applied with different rotation angles 
on steganographic images. Table  12 shows the average 
retrieving percent of a stego-text when applying a rota-
tion attack with different degrees on the three stegano-
graphic images when 2 bit/block is hidden.

As we can see from Table  13, when the image was 
exposed to a Rotation attack, the average retrieval of 
extracted stego-text was very high compared to the result 
of embedding 1bit/block, but the extracted stego-text is 
still recognized.

Stego‑text extraction after Gaussian noise and salt & pepper 
noise attacks
We applied noise addition to checking the robustness 
of the proposed approach, Gaussian noise and salt & 

Fig. 15  BER comparison for JPEG at various compression levels for color image

Table 10  The stego-text average retrieving percent after 
applying JPEG compression on different steganographic images 
with different quality factor for 2bit\block

JPEG 
compression 
quality factor

Retrieving 
Percentage 
(Lena image)

Retrieving 
Percentage 
(Baboon 
image)

Retrieving 
Percentage 
(Peppers image)

10% 8.5938 6.4606 3.9063

20% 7.0313 5.4688 2.7344

25% 5.4688 2.7344 1.1719

Table 11  BER(%) comparison between the proposed approach 
and other state-of-art approach when applying a rotation attack 
with different degrees on Lena image

Rotation 
degree

Proposed 
approach BER(%)

[36] BER(%) [20] BER(%)

1° 0.38% 0.39% 0.39%

5° 1.62% 1.78% 2.2%

45° 3.78% 4.85% 6.57%

Fig. 16  BER comparison for three rotation degrees
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pepper noise. The results obtained for different attacks 
are detailed as under:

•	 Salt &pepper noise: a steganographic Lena image 
is distorted by adding salt & pepper noise with 
noise density = 0.01. PSNR of the attacked image 
is 41.56  dB, and the stego-text is extracted with 
BER = 11.22% and NC = 0.9186.

Table  11 and Fig.  17 compare our approach with 
other state-of-art approaches [17] and [20] when it 
exposes salt & pepper noise.

•	 Gaussian noise: We applied Gaussian noise to a 
steganography image with zero mean and 0.001 var-
iances. Variances values refer to the noise size when 
the image transmits through the channel. PSNR val-
ues of the Steganography Lena image after adding 

gaussian noise with mean = 0 and variance = 0.001 is 
37.23  dB. Table  14 and Fig.  18 show the proposed 
approach’s result and a comparison with other 
approaches after the Gaussian noise attack.

The result shows that this algorithm gets outper-
formed robustness for salt & pepper attacks and with 
Gaussian noise attacks in case of hiding 1 bit/block, 
but it shows low robustness when hiding 2 bit/block, 
as shown in Table  15. we can show that the proposed 
watermarking algorithms (linear modulation) give good 
results for stego-text imperceptibility when used as 
a steganography algorithm; also, it gives good results 
for stego-text robustness when the stego-text is hiding 
1bit/block. From the tables above, it is seen that the lin-
ear modulation algorithm shows sufficient robustness 
when attacked with Gaussian noise, Salt and pepper, 
Rotation and JPEG Compression in case of hiding 1 bit/
block, but it shows low robustness when hiding 2 bit/
block, Because of applying the same quantization step 
size for all blocks that are in low frequencies in the spa-
tial domain where it might have essential characteris-
tics, so the steganographic image would not be so good 
even if it has high PSNR.

Conclusion
In this paper, a digital watermark embedding method has 
been executed (embedding phase and extraction phase) 
in a frequency domain using DCT. Embedded watermark 

Table 12  The average retrieving percent after applying rotation 
attack with different degree on three steganographic images for 
2bit\block

Rotation 
degree

Retrieving 
Percentage (Lena 
image)

Retrieving 
Percentage 
(Baboon image)

Retrieving 
Percentage 
(Pepper’s image)

1° 5.0781 3.9063 3.6906

5° 6.2530 5.8594 5.1719

45° 7.0313 9.3750 8.7813

Table 13  PSNR, BER(%), and NC after salt & pepper attack

Salt and pepper
Noise density = 0.01

Approach PSNR BER NC

Proposed approach 41.56 dB 11.22 0.9186

Das et.al(2014) [17] 40.38 dB 18.19 0.8122

Parah et.al(2016) [20] 25.35 dB 14.18 0.8759

Fig. 17  PSNR, BER(%), and NC comparison after Salt & pepper attack wiyh noise density = 0.001

Table 14  PSNR, BER(%), and NC after Gaussian noise attack

Gaussian noise
mean = 0 variance =  = 0.001

Approach PSNR BER NC

Proposed approach 37.23 dB 6.24 0.9603

Das et.al(2014) [17] 33 dB 11.39 0.8816

Parah et.al(2016) [20] 29.67 dB 8.79 0.9390
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in least-significant bit by using linear modulations, we 
apply this watermarking algorithm as a steganography 
algorithm to hide a stego-text within images. The imper-
ceptibility of data within the cover image after embed-
ding is also required where a minimum distortion of the 
original image is gained. To evaluate the performance 
of Peak signal noise ratio PSNR, BER(%) and NC values 
are calculated. The proposed scheme achieved a higher 
PSNR value, which means that the linear modulation 
scheme gives good results for stego-text imperceptibility 
when it uses as a steganography algorithm and not raise 
any suspicion. BER(%) and NC are calculated to evalu-
ate the robustness of hiding and its resistance to different 
attacks, the proposed algorithm scheme improved the 
robustness and visibility of extracting stego-text when 
attacked with Gaussian noise, Salt and pepper, Rotation 
and JPEG Compression in case of hiding 1 bit/block. 
the main limitation it shows low in robustness when the 
watermark is hiding 2bit/block. Because of applying the 
same quantization step size for all blocks in low frequen-
cies in the spatial domain where it might have important 
characteristics. The steganographic image would not be 
so good even if it has a high PSNR. Also, the amount of 
hidden data (capacity) within the cover image will affect 
the robustness of performance of the algorithm; this work 
focuses on studying the ability to use a linear modulation 
embedding technique as Steganography, where the num-
ber of bits is considered as the main difference between 

watermarking and Steganography, where in watermark-
ing technique the amount of data is small and repeated 
many times.

On the other hand, no way for any watermarks tech-
nique to meet the three requirements (imperceptibility, 
robustness, and capacity) to gather. In conclusion, in this 
paper, an acceptable trade-off between these require-
ments has to be achieved. Finally, our approach can 
embed a stego-text imperceptible into the cover image; 
our approach is robust against a different type of attack, 
especially when the stego-text is embedded as 1 bit/
block, which means our approach, can be used in both 
as a watermarking technique and as a steganography 
technique.

In the future, the present work can be extended in 
many ways, by 1. develop the embedding watermark bits 
in other spatial domain instead of the DCT domain such 
as Discrete Wavelet transform DWT transformation 
domain 2. To increase the robustness of the watermark-
ing approach we can using error correcting codes such 
as low-density parity check LDPC, Hamming and reed 
Solomon codes.

Appendix
Watermarked Lena image Compression Ratio, PSNR, 
Extracted Stego-text NC abd BER(%) values after it 
exposes to JPEG compression attack. Watermarked Lena 
image after Rotation attack with 45 Rotation degree and 
BER(%) values.

Watermarked Lena image after Rotation attack with 45 
Rotation degree and BER(%) values.

PSNR, BER(%), and NC values for watermarked Lena 
image after it exposes to Salt and Pepper attack with vari-
ances value=0.01.

Watermarked Lena image after it exposes to Gauss-
ian noise attack with mean = 0 variance =  = 0.001, 
PSNR,BER(%) and NC values.

Fig. 18  PSNR, BER(%), and NC comparison Gaussian noise attack

Table 15  Retrieving percent after applying Gaussian noise 
attack on different image for 2bit/block

Variance Retrieving 
Percentage (Lena 
image)

Retrieving 
Percentage 
(Baboon image)

Retrieving 
Percentage 
(Peppers image)

0.001 1.1719 3.1250 3.9063

0.0001 4.2969 6.6406 4.2969

0.00001 5.0781 9.7656 7.0313

0.000001 8.9844 10.1563 12.5000
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