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Abstract 

There is an increase in cyberattacks directed at the network behind firewalls. An all-inclusive approach is proposed 
in this assessment to deal with the problem of identifying new, complicated threats and the appropriate counter-
measures. In particular, zero-day attacks and multi-step assaults, which are made up of a number of different phases, 
some malicious and others benign, illustrate this problem well. In this paper, we propose a highly Boosted Neural 
Network to detect the multi-stageattack scenario. This paper demonstrated the results of executing various machine 
learning algorithms and proposed an enormously boosted neural network. The accuracy level achieved in the predic-
tion of multi-stage cyber attacks is 94.09% (Quest Model), 97.29% (Bayesian Network), and 99.09% (Neural Network). 
The evaluation results of the Multi-Step Cyber-Attack Dataset (MSCAD) show that the proposed Extremely Boosted 
Neural Network can predict the multi-stage cyber attack with 99.72% accuracy. Such accurate prediction plays a vital 
role in managing cyber attacks in real-time communication.
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Introduction
Data processing has risen in various fields, including 
geography, engineering, business, finance, and health-
care. Using cloud computing for data processing has 
become widely accepted. High-performance computing 
services are delivered through the Internet, and substan-
tial scientific applications are run using this technique. 
You may use cloud computing to get three services: Infra-
structure as a service, Platform as a service, and software 
as a service (SaaS). In the form of services, the Infra-
structure as a Service (IaaS) cloud offers cloud customers 
access to vast computer hardware infrastructure plat-
forms and software resources. On the other hand, users 
can only run an application on the Internet in a SaaS 
cloud; however, in a Platform as a service (PaaS) cloud, 
customers may utilize the existing Platform to build their 
application [1].
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Private, public, communal, and hybrid cloud comput-
ing models exist. For businesses with similar needs, the 
Community cloud model is essential. When a faulty 
management system is used, the performance of the sub-
mitted applications/workflows is reduced. In cloud com-
puting settings, workflow is a popular way to represent 
high-volume data-processing systems [2]. Graph nodes 
represent the computing jobs, while graph edges reflect 
the relationships among the graph’s activities. The DAG 
is used to depict a workflow. The application’s scien-
tific requirements determine the DAG’s size. The work-
flow size is modest if the scientific application is simple 
and straightforward. Otherwise, the amount of effort 
involved is enormous [3].

Cloud computing relies heavily on virtual machines 
(VMs), essential components. Virtual machines (VMs) 
let cloud service providers make the most of their physi-
cal resources. Clients may save money on computer 
resources in the cloud by using virtual machines (VMs) 
[4]. Virtual machines (VMs) are vulnerable to various 
security risks as traditional web servers. Brute-force SSH 
assaults are reasonably straightforward to stop because 
of the evidence left behind by failed attempts, which 
may be discovered in the authorization logs [5]. “Others 
leave the minimal record in the system logs and are thus 
more challenging to identify. The co-resident assault, 
a covert security concern, is the topic of this research 
(also known as co-residence, co-residency, or co-location 
attack). VMs on the same server can be logically isolated 
using virtualization methods (i.e., co-resident VMs). As a 
result, apps running on different VMs shouldn’t conflict 
with one another. Although this is possible in natural 
cloud systems, it’s unlikely. For example, the time it takes 
to perform a cache read operation depends heavily on the 
amount of data stored in the cache. Aside from the fact 
that malicious individuals can construct side channels 
between their VM and the target VM on the same server, 
they can collect sensitive information from the victim.

A co-resident assault is what we term this. There are 
several flaws in the classic defense systems [6]. First, is the 
attacker, who has some time on their hands? One party 
can devote an extensive effort to modeling the cloud 
system (the protections in place) and then meticulously 
organize their strikes. Implementing these safeguards in 
practice, on the other hand, is sometimes far from opti-
mal, giving attackers more possibilities to exploit the 
system.” More than 9 out of 10 vulnerabilities exploited 
will have been known to security and IT professionals 
for at least a year before 2020, according to an article [7]. 
This is partly due to the time and difficulty of regularly 
fixing vulnerabilities. Modifications may put custom-
ers off to the current system configuration because they 

fear a decrease in Quality of Service (QoS). Secondly 
and thirdly, zero-day attacks emerged due to the data the 
attacker amasses during the assault cycle. Internet users 
are becoming increasingly concerned about their online 
safety. Intrusion Detection Systems (IDSs) face new dan-
gers, such as Multi-Stage Attacks (MSAs), due to these 
new threats. An innovative and more intelligent detec-
tion strategy is needed, as is the use of new sources of 
information to help overcome these new difficulties [8].

Traditional one-off network attacks differ from MSAs 
in that they are launched in phases and over time to pre-
serve long-term access to the target system. The steps 
that make up each stage of an MSA may not all be mali-
cious, but they all play a crucial role in its effective exe-
cution. The attacker could only complete the MSAs if 
they were run consecutively. In addition, because of the 
extended time intervals between attack phases, most 
existing IDS have difficulty detecting MSAs [9]. There are 
two types of IDS now in use: those that identify abuse and 
those that detect anomalies. Based on known assaults, 
the former has a high success rate. It cannot detect new 
variations of established assaults, which is a bummer. 
However, the latter can avoid this constraint by recogniz-
ing the differences between present and usual behavior. 
An anomaly detection system that uses machine learning 
to cope with massive data and attack detection is becom-
ing increasingly popular in intrusion detection. However, 
multi-stage attacks are brutal because of the two issues 
listed below.

1)	 Retraining dataset windows must be manually estab-
lished in all existing model re-update efforts, which 
means that their duration is fixed. But the length of 
each step in multi-stage assaults varies. Assault dura-
tion and a threshold for retraining window mismatch 
will significantly impact detection performance. As a 
result, one of the most challenging tasks is figuring 
out how to distinguish between the various phases of 
an attack.

2)	 The scanning stage, prospective stage, data theft 
stage, and data transfer stage are all examples of 
multi-stage assaults.

However, in the present research, these stages are rec-
ognized individually, which makes it impossible for any 
intrusion prevention system (IPS) with convenient meth-
ods to identify and respond to the various stages of an 
assault. As a result, how to connect the various stages 
is an additional issue [10]. Meanwhile, existing machine 
learning-based anomaly detection research has a false 
alarm and false negative rate of more than 10%, making 
it unable to deal with multi-stage assaults. We propose a 
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Neural Network-based approach to detecting multi-stage 
assaults to overcome the mentioned issues. The following 
is a list of our most important contributions.

1)	 There are two levels of time series and stage features 
built into a long-term memory network.

2)	 The stage features layer is introduced to store and 
calculate historical data to detect the distinct stages 
with varied durations in multi-stage assaults. This is 
followed by an analysis of the time-series characteris-
tics layer to determine if the current data falls within 
an attack timeframe.

3)	 Multi-stage cyber attack dataset is used in the com-
parison tests. Using a variety of datasets, our method 
has an accuracy rate of at least 91% and a false nega-
tive rate of no more than 6.75%. The false positive 
and false negative rates are lowered by at least 65.83% 
and 65.26%, respectively, compared to the current 
systems.

The following outlines the paper: The introduction is 
followed by related work. The explanation of the current 
state of the art and the research methods precede next. 
Then, it provides an overview of the model. Next, we’ll 
look at several simulation examples. Results and discus-
sions are provided at the end of the paper, followed by 
conclusions and recommendations for further research.

Related work
This section mainly covers the review of existing cloud 
security research work. Research [5] expressed that 
work toward robotized location and recognizable proof 
of multi-step digital assault situations would benefit 
fundamentally from a technique and language for dis-
playing such situations. The idea of assault designs was 
acquainted with work with the reuse of nonexclusive 
modules in the assault demonstrating process. CAML 
was utilized in a model execution of a situation acknowl-
edgment motor that consumed first-level security cau-
tions progressively and produced reports that distinguish 
multi-step assault situations found in the alarm stream.

Research [6] depicted progressed capacities for mis-
sion-driven digital situational mindfulness, given safe-
guard top to bottom by the Cauldron device. Cauldron 
consequently planned all ways of weakness through 
networks by connecting, totaling, normalizing, and 
intertwining information from various sources. It gave 
a refined perception of assault ways and consequently 
produced alleviation proposals. Adaptable demonstrating 
upheld multi-step examination of firewall rules and host-
to-have weakness, with assault vectors inside the organi-
zation and from an external perspective. They depicted a 

ready relationship given Caldron assault charts, examin-
ing mission influence from assaults. Research [7] utilized 
the Hidden Markov Model (HMM) to break down and 
foresee the assailant’s conduct, given what was gained 
from noticed cautions and interruptions. They utilized 
information mining to handle alarms to create input for 
the HMM to determine the expected appropriation likeli-
hood. Their framework had the option to stream contin-
uous Snort cautions and foresee interruptions in view of 
our learned standards. This framework had the option to 
find designs in the multi-stage assault naturally and order 
aggressors in view of their way of behaving. By doing this, 
our framework can successfully anticipate conduct and 
assailants and survey the risk level of various gatherings 
of aggressors.

Research [8] broadened a current multi-step signa-
ture language to help assault locations on standardized 
logs gathered from different applications and gadgets. 
Furthermore, the lengthy language upheld the joining of 
outer danger knowledge and permitted us to reference 
current danger pointers. With this methodology, they 
could make nonexclusive marks that keep them awake 
to date. Utilizing this language, they could distinguish 
different login animal power endeavors on numerous 
applications with only one nonexclusive mark. Research 
[9] portrayed a way to deal with limiting network safety 
gambles called Cyber Security Game (CSG), where CSG 
could be seen as a model-based framework for security 
design. CSG was a strategy supporting programming that 
quantitatively distinguished mission results and cantered 
network protection chances. It utilized a hypothetical 
game arrangement utilizing a game detailing that dis-
tinguished safeguard methodologies to limit the greatest 
digital gamble (Mini-Max), utilizing the protection strat-
egies characterized in the protector model. This paper 
portrayed the methodology and the models that CSG 
utilizes.

Research [10] zeroed in on utilizing IDS alarms relat-
ing to unusual traffic to connect assaults identified by 
the IDS, recreated multi-step assault situations, and 
found assault chains. Because of numerous misleading 
up-sides in the data given by IDS, precise reproduc-
tion of the assault situation and extraction of the most 

Table 1  Summary of existing work

No. Reference Technique Accuracy

1 [1] Contextual information 58%

2 [2] Cyber Security Game (CSG) 70%

3 [3] multi-step attack alert correlation system 90%

4 [4] Systematic & coherent approach 97%
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fundamental assault chain was tested. Hence, they 
proposed a technique to reproduce multi-step assault 
situations in the organization, given numerous data 
combinations of assault time, risk evaluation, and assault 
hub data. The trial results demonstrated how the pro-
posed strategy could recreate multi-step assault situ-
ations and follow them back to the first host. It could 
assist presiding officers with conveying safety efforts all 
the more successfully to guarantee the general security 
of the organization. Research [11] introduced Kitsune: a 
fitting and play NIDS that figured out how to distinguish 
assaults on the XXXe-enactmentXXX organization 
without management and in a proficient web-based way. 
Kitsune’scenter calculation (KitNET) utilized a gathering 

of brain networks called autoencoders to separate aggre-
gately among typical and unusual traffic designs. KitNET 
was upheld by a component extraction structure that 
productively tracks the examples of every organization 
channel. Their assessments showed that Kitsune recog-
nized other assaults with an exhibition tantamount to 
disconnected oddity identifiers, even on a Raspberry PI. 
This showed the way that Kitsune can be a pragmatic 
and monetary NIDS.

Research [12] proposed a comprehensive framework 
to test complicated, innovative risks and major coun-
termeasures. In particular, zero-day attacks, which were 
not publicly disclosed, and multi-step attacks, which 
were constructed from a few discrete breakthroughs, 

Fig. 1  Quest model
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some harmful and others benign, illustrated this prob-
lem well [13]. Artificial intelligence (AI) was developed 
to track these attacks in the artificial brainpower arena. 
Rule-based and exception-recognition-based setups 
were among the measurable approaches. Incorporating 
social anomaly detection and event succession track-
ing into AI was a natural progression. Interrupt rec-
ognition is frequently performed online, and security 
examinations conducted unconnected both use artificial 
awareness.

Research [14] introduced an original ID that takes 
advantage of logical data as Pattern-of-Life (PoL) and 
data connected with master judgment on the organiza-
tion’s conduct. This IDS zeroed in on distinguishing an 
MSA continuously, without a past preparation process. 
The fundamental objective of the MSA was to make a 
Point of Entry (PoE) to an objective machine, which could 
be utilized as a component of an APT assault. Our out-
comes check that the utilization of context-oriented data 
works on the productivity of our IDS by improving the 
identification pace of MSAs by 58%. Research [15] intro-
duced a methodology that gathered and corresponded 
cross-space digital danger data to recognize multi-stage 
digital assaults in energy data frameworks. To give an 
excellent premise to relevantly evaluate and comprehend 
what is happening to savvy lattices in the event of facili-
tated digital assaults, they required a precise and rea-
sonable way to deal with distinguishing digital episodes. 

They researched the materialness and execution of the 
introduced connection approach. They examined the 
outcomes to feature difficulties in space explicit discovery 
components.

Research [16] proposed a methodology for assault 
mining and location that performed errands of caution 
relationship, misleading positive end, assault mining, 
and assault expectation. To speed up the quest for the 
separated caution grouping information to mine assault 
designs, the Prefix Span calculation was additionally 
refreshed in the store system. The refreshed Prefix Span 
expanded the handling proficiency and accomplished 
an improved outcome than the first one in tests. With 
the Bayesian hypothesis, the changing likelihood for the 
grouping design string was determined, and the alert 
progress likelihood table was built to draw the assault 
diagram. At last, long-momentary memory organiza-
tion and word-vector strategies were utilized to perform 
an online forecast. Consequences of mathematical tests 
show that the strategy proposed in this paper had severe 
strength areas for an incentive for assault discovery and 
expectation.

Research [17] proposed MAAC, a multi-step assault 
ready connection framework, which decreased rehashed 
cautions and consolidated multi-step assault ways in 
light of ready semantics and assault stages. Progressed 
digital assaults incorporated numerous stages to accom-
plish a definitive objective. Conventional interruption 

Fig. 2  Predictor importances in quest model
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identification frameworks, for example, endpoint secu-
rity the board instruments, firewalls, and other checking 
devices, produced numerous cautions during the assault. 
These cautions included assault hints and numerous 
bogus up-sides inconsequential to assaults. The assess-
ment consequences of this present reality datasets 
demonstrated that MAAC could successfully decrease 
the cautions by 90% and track down assault ways from 
countless alarms.

Research [18] concentrated on the occasion set off 
multi-step model prescient control for the discrete-
time nonlinear framework over correspondence 
networks affected by parcel dropouts and digital 
assaults. In the first place, it was equipped for decid-
ing if the tested sign should be conveyed to the ques-
tionable organization and was intended to streamline 
correspondence assets. Second, two Bernoulli pro-
cesses were acquainted with addressing the arbitrar-
ily happening parcel dropouts in the questionable 

organization and the haphazardly happening mis-
direction assaults on the actuator side from the 
enemies. Also, the outcomes on the recursive plau-
sibility and shut circle solidness connected with the 
arranged framework were accomplished, which une-
quivocally think about the outside aggravation and 
info requirement. At last, re-enactment probes of the 
mass-spring-damping framework were completed 
to delineate the judiciousness and adequacy of the 
control methodology. After studying various existing 
works, Table 1 depicts the summary of existing work 
as given below.

Table  1 depicts the accuracy level of different tech-
niques in predicting cyber attacks. As shown in this 
table, the maximum level of accuracy is 97%. This fact 
motivates the authors to propose a new machine learn-
ing model for predicting Multi-stage Cyber attack in 
Cloud Environment more accurately to make the cloud 
applications more secure in real time.

Fig. 3  Bayesian network

Fig. 4  Conditional probabilities of level target variable
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Fig. 5  Conditional probabilities of URG flag Cnt input variable

Fig. 6  Neural network for the current problem
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Table 2  Description of neural network for the current problem

PointType X Y V4

scale 0 63.0303 Bias

scale 0 62.0606 Active Mean

scale 0 61.0909 Down/Up Ratio

scale 0 60.1212 Flow IAT Std

scale 0 59.1515 FwdPkts/s

scale 0 58.1818 TotLenBwdPkts

scale 0 57.2121 SubflowFwdByts

scale 0 56.2424 Tot FwdPkts

scale 0 55.2727 Bwd IAT Min

scale 0 54.303 Fwd Act Data Pkts

scale 0 53.3333 Pkt Len Var

scale 0 52.3636 Active Std

scale 0 51.3939 Bwd IAT Std

scale 0 50.4242 FwdPkt Len Std

scale 0 49.4545 FwdPkt Len Max

scale 0 48.4848 SubflowBwdByts

scale 0 47.5152 Fwd Header Len

scale 0 46.5455 SubflowBwdPkts

scale 0 45.5758 TotLenFwdPkts

scale 0 44.6061 CWE Flag Count

scale 0 43.6364 Flow IAT Min

scale 0 42.6667 Pkt Size Avg

scale 0 41.697 Flow IAT Mean

scale 0 40.7273 FwdPkt Len Min

scale 0 39.7576 FwdPkt Len Mean

scale 0 38.7879 FIN Flag Cnt

scale 0 37.8182 Fwd IAT Std

scale 0 36.8485 Active Max

scale 0 35.8788 Bwd PSH Flags

scale 0 34.9091 Flow Pkts/s

scale 0 33.9394 Flow IAT Max

scale 0 32.9697 Idle Min

scale 0 32 BwdPkt Len Min

scale 0 31.0303 SubflowFwdPkts

scale 0 30.0606 Idle Std

scale 0 29.0909 RST Flag Cnt

scale 0 28.1212 Bwd Header Len

scale 0 27.1515 InitBwd Win Byts

scale 0 26.1818 Pkt Len Min

scale 0 25.2121 Idle Mean

scale 0 24.2424 Bwd IAT Tot

scale 0 23.2727 Fwd IAT Min

scale 0 22.303 Bwd IAT Max

scale 0 21.3333 Active Min

scale 0 20.3636 Bwd IAT Mean

scale 0 19.3939 Fwd IAT Max

scale 0 18.4242 PSH Flag Cnt

scale 0 17.4545 Flow Byts/s

scale 0 16.4848 BwdPkts/s
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Primitives
Quest model
QUEST stands for “Quick, Unbiased, and Efficient Sta-
tistical Tree” and is a decision tree construction algo-
rithm that uses binary classification. The primary goal 
of its creation was to speed up the processing of mas-
sive C&R Tree studies involving a considerable number 
of variables or a large number of instances [19, 20]. The 
second motivation for QUEST was to mitigate the pref-
erence that classification tree techniques have for inputs 

that provide more splits, such as continuous (numeric 
range) input fields or those with multiple categories 
[13]. To assess the value of a node’s input fields, QUEST 
employs a series of rules based on statistical significance 
tests. It is possible that each input to a node only needs 
to be tested once to make a selection. When analyzing 
an input field, not all splits are checked like in C&R Tree, 
and not all possible combinations of categories are tried 
like in C&R Tree and CHAID. This expedites the logical 
process [21].

Table 2  (continued)

PointType X Y V4

scale 0 15.5152 ECE Flag Cnt

scale 0 14.5455 Idle Max

scale 0 13.5758 FwdSeg Size Avg

scale 0 12.6061 Pkt Len Max

scale 0 11.6364 Tot BwdPkts

scale 0 10.6667 Pkt Len Std

scale 0 9.697 ACK Flag Cnt

scale 0 8.7273 Flow Duration

scale 0 7.7576 BwdSeg Size Avg

scale 0 6.7879 Fwd IAT Mean

scale 0 5.8182 SYN Flag Cnt

scale 0 4.8485 BwdPkt Len Std

scale 0 3.8788 Pkt Len Mean

scale 0 2.9091 BwdPkt Len Mean

scale 0 1.9394 BwdPkt Len Max

scale 0 0.9697 Fwd IAT Tot

scale 1 60.6316 Bias

scale 1 57.2632 Hidden layer activation: Hyperbolic tangent Output layer activation: Softmax

scale 1 53.8947 Hidden layer activation: Hyperbolic tangent Output layer activation: Softmax

scale 1 50.5263 Hidden layer activation: Hyperbolic tangent Output layer activation: Softmax

scale 1 47.1579 Hidden layer activation: Hyperbolic tangent Output layer activation: Softmax

scale 1 43.7895 Hidden layer activation: Hyperbolic tangent Output layer activation: Softmax

scale 1 40.4211 Hidden layer activation: Hyperbolic tangent Output layer activation: Softmax

scale 1 37.0526 Hidden layer activation: Hyperbolic tangent Output layer activation: Softmax

scale 1 33.6842 Hidden layer activation: Hyperbolic tangent Output layer activation: Softmax

scale 1 30.3158 Hidden layer activation: Hyperbolic tangent Output layer activation: Softmax

scale 1 26.9474 Hidden layer activation: Hyperbolic tangent Output layer activation: Softmax

scale 1 23.5789 Hidden layer activation: Hyperbolic tangent Output layer activation: Softmax

scale 1 20.2105 Hidden layer activation: Hyperbolic tangent Output layer activation: Softmax

scale 1 16.8421 Hidden layer activation: Hyperbolic tangent Output layer activation: Softmax

scale 1 13.4737 Hidden layer activation: Hyperbolic tangent Output layer activation: Softmax

scale 1 10.1053 Hidden layer activation: Hyperbolic tangent Output layer activation: Softmax

scale 1 6.7368 Hidden layer activation: Hyperbolic tangent Output layer activation: Softmax

scale 1 3.3684 Hidden layer activation: Hyperbolic tangent Output layer activation: Softmax

set 2 32 Label
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Figure  1 depicts the nodes generated in the Quest 
model to predict the attack. Quadratic discriminant 
analysis is used to the specified input to find the splits 
between the classes of interest. Figure 1 shows the total 
of 8 nodes. Each node consists of three columns (Cat-
egory, %, and n)  [22]. The branch of the decision tree 
shows the values of Adj. P value, F value, and df values. 
Again, this strategy outperforms exhaustive search (C&R 
Tree) in terms of performance and finds the best possible 
partition [23].

Figure  2 highlights the predicators’ importance in 
the Quest model for predicting the attack. It high-
lights the predictors into two categories: Least Impor-
tant and Most Important, as shown in Fig. 2. Essential 
predictors are actively involved in the prediction of 
cyber attacks  [24, 25]. The destination field must be 
categorical, although the input fields might be con-
tinuous (numerical ranges). Any division may be made 
into two equally good halves. You can’t utilize weight 
fields. Any fields in the model that represent an ordi-
nal (ordered set) must be able to store numbers (not 
strings). The Reclassify node can be used to adjust if 
necessary [26].

QUEST, like CHAID but unlike C&R Tree, employs 
statistical tests to determine whether or not an input 
field is utilized. It also decouples the input selection and 
splitting problems so that they may be addressed inde-
pendently using distinct criteria [27]. In CHAID, on the 
other hand, the split is determined by the same statistical 
test result that selects the variables to study. The impu-
rity-change measure is also used in C&R Tree for input 
field selection and branching [28].

Bayesian network
A prevalent type of probabilistic graphical model is the 
Bayesian network. They have a framework, and then 
there are the parameters. A directed acyclic graph (DAG) 

shows interdependencies and conditional independences 
between random variables at each node [29].

Figure 3 depicts the predictors and targets in Bayes-
ian Network for predicting the attack. The color code 
represents the level of different importance. The 
Fig.  3 splits the attributes into two categories indi-
cated by different colors. One category is Predicators, 
and another is Target. The importance of predica-
tors lies between 0 and 1 (0.0, 0.2, 0.4, 0.6, 0.8 & 1.0).
The parameters are a set of node-specific conditional 
probability distributions. Suppose you need a com-
pact, adaptable, and easily interpretable representa-
tion of a joint probability distribution  [30]. In that 
case, a Bayesian network is a way to go. Furthermore, 

Table 3  Confidence matrix for quest model

‘Partition’ = 1_Training

Brute_Force Normal Port_Scan

Brute_Force 61,954 19 0

HTTP_DDoS 18 405 0

ICMP_Flood 1 33 0

Normal 3,689 15,791 410

Port_Scan 533 200 7,107

Web_Crwling 10 9 0

‘Partition’ = 2_Testing

Brute_Force Normal Port_Scan

Brute_Force 26,519 10 0

HTTP_DDoS 7 211 0

ICMP_Flood 2 9 0

Normal 1,596 6,830 186

Port_Scan 212 77 2,952

Web_Crwling 4 5 0
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because directed acyclic networks permit modeling 
causal links between variables, they are valuable in 
knowledge discovery. A Bayesian network is often 
trained using empirical data [31].

Figure 4 highlights the values of conditional Probabili-
ties of the Level Target variable. The probabilities of these 
categories of cyber attacks are shown in Fig. 4. The prob-
ability of Brute Force is 0.69, and the port scan is 0.09. 
For a Bayesian network to function, the idea of condi-
tional independence must be front and centre. A random 
variable is considered independent if it does not affect 
other variables [32].

Figure  5 displays the conditional probabilities of the 
URG Flag CNT Input variable concerning the target 
level variable. This figure depicts the conditional prob-
ability of the URG flag into two categories. These cate-
gories lie depending on the parent values. In probability 

theory, a dependent variable is one whose livelihood 
depends on the values of one or more independent vari-
ables. A given random variable may be conditionally 
independent of one or more other random variables, 
describing the connection between numerous random 
variables  [33]. This does not imply that the variable is 
unrelated to any known random variables; instead, it 
provides a detailed description of the independence of 
the variable in question [34]. An example of a probabilis-
tic graphical model is a Bayesian Network, which allows 
for including unknown (latent) variables while still artic-
ulating all of the conditional independence requirements 
for the known variables [35].

Neural network
A Neural network is an assortment of calculations in 
light of a harsh model of the human cerebrum. Marking 

Fig. 7  Accuracy level in quest model
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or gathering crude information is one way they deci-
pher tactile information as machine discernment. All 
certifiable information, including pictures, sounds, 
text, and time series, should be converted into the 
mathematical examples they comprehend, which are 
put away in vectors  [36]. We can utilize brain organi-
zations to arrange and classes information. Bunching 
and grouping might be considered a layer on top of 
the information you store and make due. Utilizing a 
marked dataset to prepare, they help bunch unlabeled 
information in light of similitudes among the model 
information sources [37].

Artificial neural networks architecture
Neural networks work in a way like that of neurons in the 
human sensory system. Warren S McCulloch and Wal-
ter Pitts concocted the expression “Brain Networks” in 
the mid-1970s. We should take a gander at the design of 
ANNs to find out how they work. A neuron is enclosed 
by its membrane. The membrane on the end bulb is 
called the presynaptic membrane, and the membrane 
upon which the end bulb strikes is called the postsynap-
tic membrane. There are three crucial layers in a brain 
organization [38].

•	 Input Layers: An ANN’s initial layer, the input layer, 
accepts input data in text, numbers, audio files, pic-
ture pixels, etc. It is responsible for parsing this data.

•	 Hidden Layers: The hidden layers of the ANN 
model may be found in the centre. As in the case of 
a perceptron, there can be only one hidden layer, 
or there can be several. These hidden layers exe-

cute various mathematical computations on the 
incoming data and detect the patterns that are part 
of them.

•	 Output Layer: The result of the center layer’s careful 
calculations is acquired in the result layer. Various 
variables and hyper-boundaries impact the model’s 
exhibition in a brain organization. These boundaries 
altogether affect the result of ANNs. Weights, biases, 
learning rates, batch sizes, etc., are some of these 
factors. The ANN’s nodes are all equally impor-
tant [39, 40].

Figure 6 displays the neural network designed for the 
current problem. It consists of 18 neurons and 3 Biases 
on the network. The Hopfield model is both an optimi-
zation model as well an association model. Hopfield is 
a constraint satisfaction algorithms-based model. It is 
symmetric and asynchronous in nature as compared 
to perceptron. As a node in a network, each one has its 
unique weight  [41]. The transfer function is employed 
in conjunction with the bias to calculate the weighted 
total of the inputs and bias. There are nodes in each tier. 
In a node, computing occurs similarly to how neurons 
activate when they receive enough input in the human 
brain [42]. When an algorithm is trying to learn how 
to classify data, a node uses coefficients or weights to 
either amplify or dampen each input. This helps the 
algorithm decide which inputs are most important for 
learning how to classify data correctly. Node activation 
functions evaluate the total of these input-weighted 
products to see if and to what degree that signal should 
be sent through the network, for example, to affect the 

Table 4  Confidence matrix for Bayesian network

‘Partition’ = 1_Training

Brute_Force HTTP_DDoS ICMP_Flood Normal Port_Scan Web_Crwling

Brute_Force 61,919 48 0 5 1 0

HTTP_DDoS 3 404 0 12 4 0

ICMP_Flood 0 0 9 25 0 0

Normal 1,102 221 1 17,971 567 28

Port_Scan 201 66 0 147 7,425 1

Web_Crwling 1 1 0 12 0 5

‘Partition’ = 2_Testing

Brute_Force HTTP_DDoS ICMP_Flood Normal Port_Scan Web_Crwling

Brute_Force 26,506 19 0 4 0 0

HTTP_DDoS 2 210 0 5 1 0

ICMP_Flood 0 0 2 9 0 0

Normal 493 91 0 7,748 248 23

Port_Scan 70 34 0 68 3,069 0

Web_Crwling 2 1 0 8 0 0
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outcome. The neuron is said to be “activated” if the sig-
nals flow through it. Here’s a visual representation of a 
single node [43].

Table  2 depicts the current problem’s full descrip-
tion of the Neural Network. This table showed that the 
hyperbolic tangent is being used for Hidden layer acti-
vation, and Soft-max has been applied in Output layer 
activation. It is a line of those neuron-like switches that 
turn on or off when info is sent through the net. Begin-
ning with an underlying information layer that accepts 
your information, the result of one layer is simultane-
ously the following contribution. We pair the model’s 
alterable loads with those elements to give weight to 
enter attributes in the brain organization’s characteri-
zation and bunching process. The quantity of hub layers 
that information should course through in a multi-step 

design acknowledgment process recognizes profound 
gaining networks from more traditional single-stowed 
away layer brain organizations [44].

The early perceptron, for instance, were shallow 
brain networks with just a piece of single information, 
one result layer, and a solitary secret layer between 
them. Multiple layers of information and result charac-
terize “Profound” learning. The expression “so signifi-
cant” isn’t simply a trick to cause calculations to seem 
like they’ve understood Sartre and pay attention to 
dark musical crews. This expression has more than one 
hidden layer with an unmistakable significance [45]. 
The ANNs can be classified in several ways. Based on 
Connection types, we can have Static (feed-forward) 
or Dynamic (feedback) ANN, whereas based on topol-
ogy, we can have a Single layer, Multilayer, Recurrent 

Fig. 8  Accuracy level in Bayesian network
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or Self-organized type of Artificial Neural Network. 
However, we have classified types of ANN on the fol-
lowing basis:

Based on Interconnection:

•	 Feed Forward.
•	 Feedback/Recurrent Networks.

Based on the Functionality:

•	 Perceptron Network.
•	 Back Propagation Network.
•	 Hopfield Network.
•	 Cascading neural network.
•	 Counter propagation network.

In a feed-forward network, the output is con-
stant and is a function of network input only. The 
feed-forward neural network is used if propagating 
and combining activation successively in a forward 
direction from input to output to characterize the 
inference behavior. Nodes in deep-learning net-
works use the output of previous layers to train on 
new sets of features. Nodes in the neural network 
increasingly recognize ever-more-complex charac-
teristics as you progress through the layers since 
they collect and recombine information from pre-
vious layers [46]. As an intermediate step between 
explicitly providing output and altogether with-
holding any input on how a system is performing, 
reinforcement learning is a hybrid approach that 
combines the benefits of both approaches. Instead 
of providing specifics on what an ideal output 
response for each network input should look like, 
reinforcement learning gives the algorithm merely a 
letter grade. The network’s grade (or score) may be 
calculated using a set of inputs.

In comparison to supervised learning, this style of edu-
cation is rare. System control looks to be its most vital 
advantage. In other words, this learning involves reward-
ing and penalizing action in an environment w.r.t. attain-
ing a specific goal [47].

Materials and methods
Dataset
This dataset contains seven files. Two scenarios for multi-
step cyber-attacks are included in the MSCAD [48]. Fol-
lowing are the two multi-step assault scenarios:

•	 Multi-step Attack Scenario A: In this scenario, an 
attacker wants to undertake a brute force attack 

(password cracking) on any host in the target net-
work. The attacker uses three key phases to carry 
out this assault. Port scanning was carried out 
simultaneously. As a second option, the HTTrack 
Website Copier was utilized to capture an offline 
copy of web application pages. Four hundred sev-
enty attempts were made to break the password 
using a list of 47 items and a user list of 10 entries. 
Eventually, the Brute force script was run, and it was 
successful.

•	 Multi-step Attack Scenario B: For example, in sce-
nario B, the attacker attempts to conduct a volume-
based DDoS on any host in the target network, 
regardless of location. Volume-based DDoS was 
executed in three phases. “A port scan assault (Full, 
SYN, FIN, and UDP Scan) is the initial phase of a 
volume-based DDoS attack. To begin the DDoS 
assault on the APP, we will use HTTP Slowloris 
DDoS. They were finally utilizing the Radware tool 
to carry out the volume-based DDoS assault. The 
volume-based DDoS assault took an hour to infect 
three hosts (192.168.159.131, 192.168.159.14, and 
192.168.159.16).

Data pre‑processing
The first step in developing a machine learning model is 
gathering data. Machine learning models may be trained 
to analyze raw data in a way that is intelligible to the 
model. This is a critical step, and it should be carried out 

Table 5  Confidence matrix for neural network

‘Partition’ = 1_Training

Brute_Force HTTP_DDoS Normal Port_Scan

Brute_Force 61,881 5 75 12

HTTP_DDoS 3 398 15 7

ICMP_Flood 0 0 34 0

Normal 215 1 19,558 16

Port_Scan 81 25 226 7,508

Web_Crwling 0 1 17 1

‘Partition’ = 2_Testing

Brute_Force HTTP_DDoS Normal Port_Scan

Brute_Force 26,492 2 31 4

HTTP_DDoS 2 206 6 4

ICMP_Flood 0 0 11 0

Normal 81 4 8,484 43

Port_Scan 30 12 99 3,100

Web_Crwling 1 1 6 1
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Fig. 9  Accuracy level in neural network
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correctly. Models are more accurate when they access a 
well-prepared dataset [49].

Handling missing values  Numerous real-world data 
sets contain placeholders, such as blanks, NaNs, or other 
missing values, due to the nature of many of these data-
sets. When it comes to scikit-estimators learning and 
their assumption that every value is numerical and has 
meaning, such datasets don’t work well. The most com-
mon technique for dealing with incomplete datasets is 
to remove all rows and columns that contain missing 
values. However, this may result in the loss of crucial 
data (even though incomplete). A preferable technique 
is to infer the missing values from the existing data, 
i.e., the imputation of the missing values [50]. The Sim-
ple Imputer class developed in this work provides basic 
techniques for imputing missing values. The statistics 
of the columns where the missing values are situated 
(mean, median, or most common) can be used to fill 
in the blanks. This class also supports different missing 
value encodings.

Handling Outliers  An outlier in a dataset is an item sig-
nificantly different from the rest of the dataset. On the 
other hand, this definition leaves much leeway for the data 
analyst to determine what constitutes an anomaly. The 
outliers may result from measurement mistakes, execu-
tion flaws, sample difficulties, and improper data input. 
In statistical modeling, removing outliers is critical since 

their existence increases mistakes, introduces bias, and 
has significant effects.To determine how many standard 
deviations a data point is from the mean, you may use the 
Z-Score (or Standard Score). The farther the data point 
is from the mean, the higher the Z-score. This is criti-
cal because most data points are close to the mean in an 
adequately distributed data collection. A data point with a 
big Z-score is likely to be an outlier since it’s distant from 
the average. The Z-score in this study was generated using 
Scipy’s function [51].

Extremely boosted neural network for multi‑stage Cyber 
attack prediction
Currently, most neural network ensemble approaches 
aggregate all the available neural networks into one large 
group. However, the efficacy of this method has yet to 
be adequately demonstrated. When analyzing how the 
ensemble and its neural networks interact, combining 
many neural networks is proven more advantageous 
than all the available ones. This concept has the poten-
tial to be applied to the formation of compelling ensem-
bles. Neural network ensemble learning is the practice 
of using many neural networks to solve a problem. As a 
result of regression and classification, this study found 
that ensembles with only a few rather than all available 
neural networks may be more effective. The majority 
now makes systems predictions using a mix of neural 
networks [52].

Fig. 10  Accuracy level in different attacks
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Termination Criteria
The algorithm stops if one of the following conditions is met.

•	 Stop after a predefined number of iterations, which 
the user defines.

•	 Stop when the mean squared error reaches a low level, 
which the user defines before the Training begins.

Because it incorporates both a gradient-boosted tree 
and a feed-forward neural network, our model is resil-
ient across all performance criteria [53]. XBNet is the 
abbreviation for ‘Extremely Boosted Neural Network.’ 
Each design layer prepares trees, and component sig-
nificance and slope drop loads are used to modify layers 
where trees have been prepared. As info, XBNet utilizes 
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crude even information and trains the model utilizing 
an improvement approach known as Boosted Gradient 
Descent, which is introduced utilizing the component 
meaning of a slope-helped tree and afterward refreshes 
loads of each layer in the brain network in two phases, as 
shown below.

•	 Gradient descent is used to update the weight.
•	 Gradient-boosted trees can be used to update weights.

Experiment result
In executing the proposed model, the dataset is divided 
into the following partitions: 70% training and 30% test-
ing. The proposed model has been implemented in 
Python language. To test the performance of the model, 
the dataset consists of the following instance of the Label 
class as given below [54]:

•	 Brute_Force.
•	 HTTP_DDoS.
•	 ICMP_Flood.
•	 Normal.
•	 Port_Scan.

Performance of individual machine learning algorithms
The QUEST, Bayesian Network, and Neural networks are 
implemented in the first phase of executing the machine 
learning algorithms to predict multi-stage cyber attacks 
in the cloud environment. To evaluate the performance 
of these algorithms, the confidence matrix and accuracy 
level have been calculated.

•	 QUEST model

Confidence matrices have been created for both phases 
of the proposed model to evaluate its performance. An 
organized decision-making tool, the confidence matrix 
allows you to assess several possibilities by selecting one 
of five distinct degrees of confidence for each of the five 
elements. Certain activities and research may benefit more 
from considerations specific to such practices and stud-
ies. The absence of data or low confidence in a factor does 
not imply disfavor. Table 3 consists of Confidence Matrix 
for Quest Model. This table is divided into two parts, i.e., 
Training and testing. As a systematic decision-making 
tool, this matrix allows you to assess potential outcomes 
by selecting a confidence level for each of the abovemen-
tioned considerations. Certain considerations may be 
more important than others in specific contexts [55].

Fig. 11  Accuracy level in different models
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Figure  7 depicts the accuracy level achieved in the 
Quest model. The accuracy level is 94.09% and 94% in 
the training and testing phases, respectively. This figure 
also shows the statistical analysis of the model’s perfor-
mance in terms of mean correct. This fact demonstrates 
the actual working of the model in different stages.

•	 Bayesian Network

Table  4 highlights the Confidence Matrix for Bayes-
ian Networks in predicting multi-stage cyber-attacks in 
cloud environments [49, 56, 57, 58]. This table consists of 
Confidence Matrix for the Bayesian Network. This table 
is divided into two parts, i.e., Training and testing.

Figure 8 depicts the accuracy level achieved in Bayes-
ian Network. The accuracy level is achieved at 97.29% 
and 97.19% in the training and testing phase, respec-
tively. It also highlighted the value of mean values of cor-
rect in both phases, i.e., Training and testing, as given 
below:

•	 Neural Network

Table  5 highlights the Confidence Matrix for Neu-
ral Networks in predicting multi-stage cyber-attacks in 
cloud environments. The confidence Matrix helps to 
understand the confidence level in the results of various 
machine learning algorithms [46, 49, 54].

Fig. 12  Accuracy level in the proposed model



Page 20 of 22Dalal et al. Journal of Cloud Computing           (2023) 12:14 

Figure 9 depicts the accuracy level achieved in Neural 
Network. The accuracy level is 99.08% and 99.12% in the 
training and testing phases, respectively.

Figure 10 depicts the accuracy level achieved in neural 
networks. There are the following accuracy gains in the 
next attacks as given below:

•	 Brute_Force 99.9%.
•	 HTTP_DDoS 94.1%.
•	 ICMP_Flood 100%.
•	 Normal 98.3%.
•	 Port_Scan 95.8%.
•	 Web_Crwling 89.5%.

Performance of extremely boosted neural network
We have presented a novel approach to predicting the 
multi-stage cyber attack using an Extremely Boosted 
Neural Network. Our general formulation can include 

the prediction of attacks at the level of Brute Force, 
HTTP DDoS, ICMPFlood, Normal, and Ports [59].

Figure 11 shows the different accuracy levels achieved 
in different models. It shows the accuracy level of the 
model’s different numbers, and predictors used to pre-
dict the cyber attacks. Ascompared to prior research, 
this proposed method can generate significantly accurate 
labels, as presented in Fig. 12.

Lastly, the authors have shown the proposed model’s 
performance with existing techniques studied in the 
related work and different machine learning algorithms 
in Table  6. This table demonstrates the accuracy level 
achieved by seven different techniques, as shown below:

Table 6 may be reconstructed as including the detailed 
performance of the proposed model. The information 
in this table is graphically represented by Fig. 13, which 
proves that the proposed model achieved the maximum 
level of accuracy (99.798%), as displayed below.

Conclusion
The proposed neural network for predicting multi-stage 
cyber assaults is developed in this study. It puts the intri-
cate assaults into perspective by illustrating how they 
may be detected and investigated, two of the essential 
functions in the security area. Here, we outline a com-
plete framework for studying complex assaults, their 
related analytical methodologies, and their primary uses 
in security: detection and investigation. This paradigm 
makes it easier to categorize new, complex dangers and 
the countermeasures that go along with them, such as 
Artificial Intelligence. Our model for Multi-stage Cyber 
attack prediction outperforms other discussed models in 
terms of accuracy for the given dataset.

Table 6  Result analysis

No. Technique Accuracy

1 Contextual information 58%

2 Cyber Security Game (CSG) 70%

3 multi-step attack alert correlation system 90%

4 Quest Model 94.09%

5 Systematic & coherent approach 97%

6 Bayesian Network 97.29%

7 Neural Network 99.09%

8 Proposed model 99.76%

Fig. 13  Result analysis
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