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Abstract

Serverless computing has gained importance over the last decade as an exciting new field, owing to its large
influence in reducing costs, decreasing latency, improving scalability, and eliminating server-side management, to
name a few. However, to date there is a lack of in-depth survey that would help developers and researchers better
understand the significance of serverless computing in different contexts. Thus, it is essential to present research
evidence that has been published in this area. In this systematic survey, 275 research papers that examined serverless
computing from well-known literature databases were extensively reviewed to extract useful data. Then, the obtained
data were analyzed to answer several research questions regarding state-of-the-art contributions of serverless
computing, its concepts, its platforms, its usage, etc. We moreover discuss the challenges that serverless computing
faces nowadays and how future research could enable its implementation and usage.
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Introduction
Cloud computing emerged after the appearance of virtu-
alization in software and hardware infrastructures; hence
cloud providers increasingly adopted it to offer their ser-
vices to customers [1, 2]. Customers can access these
cloud services via the Internet. Software developers have
been using cloud technologies in their software solutions
owing to their benefits including scalability, availability,
and flexibility [3].
In general, cloud computing is divided into three main

categories based on the provision of services, which are
software as a service (SaaS), platform as a service (PaaS),
and infrastructure as a service (IaaS). In the SaaS cate-
gory, cloud providers offer different types of software as
services to the users. For example, Google provides many
applications as a service (e.g., Gmail, Google docs, Google
sheets, and Google forms). In this type of cloud, the user
is not responsible for the services development, deploy-
ment, and management. The user here only uses them
without worrying about their settings, configurations, etc.
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Meanwhile, in the PaaS, cloud companies provide services
such as network access, storage, servers, and operating
systems to be purchased by developers. The developers
access these services to deploy, run, and manage their
applications. In this kind of cloud, the developer is respon-
sible for the deployment and management (settings and
configurations) of their software to ensure that the appli-
cation is running, while they do not control the services.
Finally, in the IaaS category, the cloud consumers con-
trol and manage services such as network access, servers,
operating systems, and storage.
Managing cloud services is not an easy task at all. The

authors in [4] have addressed several challenges while
managing a cloud environment by a user such as availabil-
ity, load balancing, auto-scaling, security, monitoring, etc.
For example, the cloud user has to ensure the availability
of the services in which if a single machine failure occurs,
it does not affect the whole services. Also, he/she has to
consider distributing copies of the services geographically
to protect themwhen disasters happen. Another challenge
is load balancing. In this case, the cloud user has to ensure
that requests to the services are balanced to utilize all
resources efficiently.
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These challenges have led to introduce another cloud
computing model, which is called serverless cloud com-
puting [4]. Serverless cloud computing offers backend as a
service (BaaS) and function as a service (FaaS), as shown
in Fig. 1. The BaaS includes services like storage, mes-
saging, user management, etc. While, the FaaS enables
developers to deploy and execute their code on comput-
ing platforms. The FaaS relies on the services provided by
the BaaS such as a database, messaging, user authentica-
tions, etc. The FaaS is considered as the most dominant
model of serverless, and it is also known as “event-driven
functions” [5, 6].
Serverless cloud model was for the first time introduced

by Amazon Lambda in 2014, after which cloud companies
like Google and Microsoft adopted it in 2016. Serverless
cloud computing adds an additional abstraction layer to
the existing cloud computing paradigms, while it abstracts
away the server-sidemanagement from the developers [7].
Serverless model lets the developers focus on the appli-
cation logic rather than the server-side management and
configurations. For example, the developers deploy their
applications to the serverless cloud as functions see Fig. 1.
Then, the cloud provider takes responsibility for manag-
ing, scaling, and providing different resources to ensure
the smooth running of these functions [8, 9].
However, FaaS and the term “serverless” could be used

interchangeably, as the FaaS platform automatically con-
figures and maintains the execution context of functions
and connects them to cloud services without requiring
server provision by developers [10, 11]. We refer to the
FaaS when we use the term serverless computing.
Serverless cloud computing has many good character-

istics [12, 13], one of which is scalability. Scaling could
be vertical or horizontal; vertical scaling adds or removes
cores from the running container, while horizontal scal-
ing creates new containers or eliminates running ones
without affecting the current resource allocations [14]. In
serverless computing, the applications automatically scale
up and down on demand, and the developer does not have

to concern themselves about the scaling issues. For exam-
ple, when an application runs on a serverless cloud, it
will scale up automatically when the application requests
increase. Another characteristic of serverless computing
is the payment per resource usage. This paradigm of
cloud computing charges developers based on the actual
resource usage. For example, deploying an application will
not cost the developer in the case where the application is
idle, and the serverless provider will only charge whenever
the application has started using resources.
However, any new technology will face numerous tech-

nical and operational issues and obstacles at the begin-
ning. Since the recent introduction of serverless cloud
computing, several drawbacks have been identified [7].
Serverless cloud computing lacks tools that help manag-
ing and monitoring serverless applications. Moreover, it
might comprise security concerns. Further, the serverless
providers have a vendor lock-in problem. Nevertheless,
serverless cloud computing has gained positive atten-
tion in the industry, despite that it has not been studied
extensively in academic research [7].
Therefore, the aim of this research is to answer some

crucial research questions related to serverless cloud com-
puting and thereby help researchers as well as developers
to better understand serverless cloud computing and con-
tribute to its development.
The rest of this paper is structured as follows: “Related

works” section presents the related works for this study.
“Research methodology” section describes in detail the
research methodology used to conduct this survey study.
“Results” section presents the results and outcomes of the
study. “Threats to validity” section presents the threats to
validity of this study. Finally, the conclusions of the study
are provided in “Conclusions” section.

Related works
The most relevant studies published on the topic are
briefly presented here. The authors in [15] and [16] dis-
cussed some important background to the origin and

Fig. 1 Serverless architecture
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evolution of serverless computing and the long road
that serverless computing has taken over the years. The
authors in [9] thoroughly discussed the true meaning of
serverless architectures and how they are changing the
way in which applications are built, deployed, and dis-
tributed.
Numerous studies focused on technical interpretations

of serverless computing, while other more recent research
suggested various benefits that it brings to developers.
Nowadays, this type of computing is being used in several
ways. In an empirical study, the authors in [17] aimed to
investigate the development practices of serverless com-
puting in the industry. They concluded that for develop-
ers, it remains a barrier to adopt the right mindset to best
utilize the tools inherent to serverless architecture. More
documentation and easier access to such resources would
help developers to embrace the possibilities that serverless
computing has to offer.
The concept of serverless computing within the scope

of the IT industry has the great potential of progres-
sively increasing its capabilities to involve a wider set of
domains. Thus, the implementation of serverless comput-
ing is not restricted only to the enhancement of infras-
tructure, and it can be employed for many different pur-
poses, e.g., serverless messaging, neural network training
[18], video processing [19], and big data [20]. Undeniably,
their contributions are valuable to the general public and
researchers in the field, as it is of primarily importance to
comprehend how this technology works.
However, it is presently crucial to provide more than

only theories and concepts: it is time to weigh the bene-
fits and drawbacks of serverless computing and to analyze
how far the field has progressed, to assess what remains to
be done and improved. As an example, the authors in [21]
discussed some possible new abstraction levels to reduce
processing limitations. The authors in [22] discussed the
results from an open-source framework to achieve on-
premises serverless computing that can process big work-
loads with a scalable and sensible usage of resources. We
can infer from these related publications that researchers
everywhere are working to determine how to best exploit
the potential that serverless computing frameworks could
introduce to software development.
In [23], the authors described how serverless computing

is becoming the next step in the evolution of cloud com-
puting and its platforms. In our paper, we focus on the
ongoing challenges, benefits, and drawbacks of using it.
The authors in [24] have conducted a systematic explo-

ration of serverless computing-related research papers. As
they mentioned, their work is not a survey, but it is a
supporting source for future research papers. They pro-
posed an open dataset for serverless computing papers.
The dataset includes 60 papers for the period (2016-July
2018). Also, they have analyzed the dataset according to

bibliometric, content, technology, and produced statistics
about each section. In contrast, our paper aims to conduct
a systematic survey. In this survey, we try to find answers
to several critical questions related to serverless comput-
ing. In addition to that, our study covered the duration
(2016–2020) and thus 275 papers have been considered.
The authors in [25] mainly focused on scheduling tasks

in the cloud. They described the various techniques in
scheduling workflows to reduce the execution time, cost,
or both. Moreover, they proposed a hybrid method by
both FaaS and IaaS. The small tasks could be executed
remotely using the FaaS, which reduces the execution
cost; hence, the number of virtual machines will be
decreased as well. Therefore, the whole focus would be on
the long-running tasks on IaaS.
The authors in [26] covered only 24 research papers

during 2017–2019. In their paper, they considered both
the white and grey literatures. Besides, they identified 32
characteristics of serverless and the possible issues related
to them, only eight of them were stated by both white
and grey literatures while the remaining are from grey
literature only. All the characteristics are explained and
presented briefly. In our paper, 275 research papers from
2016–2020 have been covered and more research ques-
tions have been answered. Besides, a well-defined system-
atic literature study process has been employed. Thus, the
grey literature has been excluded in our paper and, our
results are reproducible compared to their results.
The authors in [27] mainly concentrated on difficul-

ties and gaps in data-centric and distributed computing
using FaaS. Additionally, they evaluated the severity of
these challenges via taking three case studies from big data
and distributed computing settings: model training, low-
latency prediction serving using the batch and, distributed
computing. While our paper is a broad and comprehen-
sive study on FaaS, 275 research papers are taken from the
white literature during 2016–2020.
The paper [28] presented only four use cases of FaaS:

event-triggered computing, video broadcasting, Internet
of Things (IoT) data processing, and shared delivery sys-
tem. Additionally, the paper only compared three plat-
forms namely, Amazon web services (AWS) Lambda,
Google Cloud Function, and Microsoft Azure Func-
tion. On the other hand, our paper presents a com-
prehensive study about FaaS. We identified in detail
eight use cases: chatbot, information retrieval, file pro-
cessing, smart grid, security, networks and, mobile and
IoT. Moreover, our paper compared ten FaaS platforms
namely, AWS Lambda, Apache OpenWhisk, Microsoft
Azure functions, Google Cloud functions, OpenLambda,
IBM Cloud functions, OpenFaaS, Knative, FunctionStage,
Huawei Cloud, and Nuclio.
The authors in [29] covered only 15 papers during

2016–2018. They took both the white and grey literatures
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into account. On the other hand, our paper includes
275 research papers published in the period 2016–2020;
they are taken from the white literature only. Moreover,
our paper has formulated and answered eight clear and
well-defined research questions.
The authors in [30] focused on the FaaS performance

evaluation and their publication trends during 2016–
2019. They identified the most commonly evaluated FaaS
platforms. Additionally, they evaluated the performance
features for benchmark types, micro-benchmarks, and
common features across FaaS platforms. Moreover, they
presented the most common platform configurations in
FaaS, namely language runtimes, function triggers, and
external services. This paper presents a survey of the most
important and state of the art aspects of FaaS. Besides,
comprehensive theoretical aspects of FaaS are covered
taking from the white literature during 2016–2020.
The authors in [11] have conducted a systematic map-

ping study on serverless cloud computing. The main aim
of their study is to concentrate on FaaS engineering.
They raised two main concerns: (a) identifying publi-
cation research that considers developing or modifying
serverless platforms and tools. (b) identifying the chal-
lenges and drivers related to these publications. On the
other hand, our study extends the challenges and issues
related to serverless computing. Moreover, we provide
more details about serverless computing platforms and
the use of these platforms in the literature. Also, it pro-
vides a detailed comparison among the most widely used
serverless platforms. Besides, it addresses more aspects
of serverless cloud computing such as application areas
of serverless computing, future directions of serverless
computing, etc.
The authors in [7] provided useful observations about

serverless computing, its architecture, and use cases. Also,
they discussed the challenges and benefits of moving for-
ward from monolithic applications and the differences
between traditional cloud services and serverless com-
puting. Our work has extended the details of their work
regarding the benefits and drawbacks of using server-
less computing. It has also included more use cases and
workloads to deepen the findings of previous studies.
The authors in [4] presented a technical report on

serverless computing. They covered the serverless emer-
gence with its limitations, including limited storage for
fine-grained tasks, lack of coordination among func-
tions, inadequate performance for standard communi-
cation patterns, and functions’ performance. Also, they
compared AWS serverful with AWS serverless. More-
over, they also explained the challenges of architecture,
networking, security, and abstractions of serverless com-
puting. They identified five application areas including,
video encoding in real-time, MapReduce, linear alge-
bra, machine learning training, and databases. While our

paper has covered 275 research papers from 2016–2020
forming a well-defined systematic literature study.We also
identified 21 serverless challenges and issues. Besides, we
compared serverless with the traditional cloud computing
paradigm.We identified more application areas including,
chatbot, information retrieval, file processing, smart grid,
security, networks, IoT, and edge computing.
The authors in [31] presented a white paper based on

published research papers during 2015–2017. They out-
lined the serverless definition alongside its advantages
and disadvantages. Also, they classified serverless use-
cases into six categories, namely, backends, web appli-
cations, chatbots, big data, IT automation, and Amazon
Alexa. Moreover, they addressed a few research ques-
tions including, the need for the stateless feature in
serverless, whether serverless could execute long-running
tasks, programming models, serverless standards, and the
importance of serverless for scientific research. While
our paper is a comprehensive study on FaaS; we cov-
ered 275 research papers which are taken from the grey
literature during 2016–2020. In our paper, eight applica-
tion areas have been identified as mentioned earlier. We
have identified and answered ten research questions that
cover many aspects of the topic in detail compared to the
aforementioned study.
We are in fact addressing with this paper ten important

research questions about the topic, potentially making it
a more complete guide to the development and use of
serverless computing. Our work contributes to the anal-
ysis of the serverless paradigm in the context of similar
applications and how could they better fit specific com-
puting needs. Moreover, information about the current
state of serverless platforms, tools, and frameworks has
been updated for this survey. This due to the importance
of the topic and its potential to change how both the
industry and academia have managed the deployment of
cloud applications until now. Updated information about
the area could benefit future studies focused on the server-
less computing paradigm as they make researchers aware
of the latest resources and opportunities in the area.

Researchmethodology
Research questions
In this study, a number of research questions (RQs) have
been identified and answered. Each RQ addresses a par-
ticular aspect of serverless computing as follows.

• RQ1. What is the number and distribution of studies
published on serverless computing in the period
(2016–2020)?

• RQ2. Which researchers, organizations, and
countries are active in serverless computing research?

• RQ3. What are the differences between serverless
computing and traditional cloud computing?
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• RQ4. What are the benefits of using serverless
computing?

• RQ5. What are the most used software platforms that
enable serverless computing in the literature?

• RQ6. What are the application areas of serverless
computing in the literature?

• RQ7. What are the challenges and issues of using
serverless computing?

• RQ8. What tools are available for serverless
computing? (serverless tools)

• RQ9. What are the available research approaches to
analyze the migration of monolithic applications to
serverless computing?

• RQ10. What are the potential future directions of
research on serverless computing?

Search strategy
Literature sources
In this study, five standard online databases have been
selected as sources that index the literature of software
engineering and computer science. These sources are pre-
sented in Table 1.

Search string
To find the publications relevant to this study, the fol-
lowing extensive search string has been applied on the
database sources of literature:
(serverless OR FaaS OR “function as a service” OR

“function-as-a-service”) AND (computing OR paradigm
OR architecture ORmodel OR application OR function OR
service OR platform OR programming)
To obtain the best publication list, a generic search

string is created. It contains serverless cloud computing-
related keywords. The string with duration (2016 - 2020)
have been applied to all libraries. Because the Springer
Link library covers many fields, the result of search was
greater than other libraries. This because the keyword
FaaS is used in many research areas for different pur-
poses. For instance, fish as a service (FaaS) and FPGA as a
fervice (FaaS). Therefore, we used Computer Science sub-
ject filter with Springer Link, ScienceDirect, and Scopus
to reduce the number of incorrect papers. The results of
the initial search are shown in Fig. 2. Additionally, some

Table 1 Database sources used to explore the literature

Source URL

IEEE Xplore http://ieeexplore.ieee.org

Elsevier ScienceDirect http://sciencedirect.com

ACM Digital Library http://portal.acm.org

Scopus http://scopus.com

SpringerLink http://springerlink.com

inaccurate results have been obtained due to the partial
similarity to FaaS, such as the federal aviation adminis-
tration (FAA). The results of the initial search were 5,021
papers in total.
After obtaining the initial list of publications, some fil-

ters have been applied to reduce the number of incorrect
results based on their relation to the serverless computing
and FaaS topics. Most of the papers have been analyzed
based on the title and abstract. However, when we were
unable to make a decision based on the title and the
abstract, we read the content of the paper to ascertain
whether to include or exclude. As a result, the list of
papers which are related to serverless computing has been
decreased to 549 papers.
After filtering the papers based on the title and abstract,

we merged all the papers that were relevant to server-
less cloud computing, which was 549 papers into a single
dataset. Then we removed the duplicated papers based on
the combination of a title, author names, publication year,
and venue. Thus, the number of publications has been
reduced to 489 papers.
Then, the publications have been selected based on

the content of the paper and based on a set of inclu-
sion/exclusion criteria (see the following section) that
have been selected carefully. Eventually, we could obtain
254 papers that are related to serverless cloud comput-
ing. In the next step, we applied backward snowballing to
increase the set of relevant papers to serverless cloud com-
puting. In this phase, we could add 21 more papers to our
list of papers. As a result, the total numbers of relevant
papers become 275 papers. The list of these papers and
its meta-data have been published in Zenodo website as a
dataset [32].

Paper inclusion/exclusion criteria
To decide whether a publication is relevant to the scope of
this research, a set of inclusion and exclusion criteria have
been established and employed as follows:
Inclusion criteria:

• Publications in the field of software engineering and
computer science.

• Publications published online from 2016 – 2020.
• Publications related directly to serverless computing.

Exclusion criteria:

• Publications not published in English.
• Publications without accessible full text.
• Publications not formally peer reviewed (e.g., gray

literature).
• Publications not published electronically.
• Publications that are duplicates of other previous

publications.

http://ieeexplore.ieee.org
http://sciencedirect.com
http://portal.acm.org
http://scopus.com
http://springerlink.com
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Fig. 2 Results of papers selection process

Results
The selected publications were carefully read to answer
the raised RQs. Here, a short title is used to represent
each RQ. The following subsections present and discuss
the results based on each RQ.

Distribution of publications (RQ1)
Publication frequency
All the selected papers of this study were analyzed to
determine their frequency and evolution. Figure 3 shows
the results of this analysis. The results show that the aver-
age number of publications per year is approximately 55
papers.
Serverless computing has trended a significant engage-

ment over the past two years. This boost has been caused
by industry, academia, and developers for several rea-
sons. The first important reason is the attractive engage-
ment opportunities that serverless offers cloud providers.
Serverless nature equipped cloud providers with more
convenient and efficient methods to manage and uti-
lize idle computing resources. Another reason is that

the billing is only on the basis of function execution
time and resource allocation. Also, the developers are
not required to be aware of the underlying infrastruc-
ture and workflows. Hence, this attracts cloud providers
and businesses to migrate and support serverless along-
side many directions. At the same time, researchers are
paying more attention to serverless as it is becoming the
future paradigm for cloud computing. Moreover, current
challenges and limits in serverless computing draw atten-
tion to more academics to address the issues and enhance
the currently available features. For the aforementioned
reasons, developers and customers are well encouraged
and satisfied to select serverless computing for developing
applications and services.

Publication venue
The distribution of the selected papers in various pub-
lication venues is shown in Fig. 4. The percentages of
publications in conference papers, workshop papers, sym-
posium papers, and journal papers are approximately 62%,
11%, 14%, and 13%, respectively. However, almost 13% of
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Fig. 3 Published papers per year

the studies have been published in journals, which indi-
cates the immaturity of research in serverless computing
[33, 34]. It is worth mentioning that some conference
papers were published as book chapters. Thus, the orig-
inal venues, which are conferences, of such papers were
considered.
Following the interpretation of publications, the most

productive and primary journals, symposiums, confer-
ences, and workshops venues related to serverless com-
puting can be clarified. Due to their long names, abbre-
viations are used in this paper. The active journals are
shown in Fig. 5 and their full names can be found in
Table 2. It can be observed from the figure that the top
and vital three journals are “FGCS”, “IoT”, and “JSS”. Also,
it can be noticed that the top three journals contain almost
34% of the published journal papers, while the others own
approximately 66%.
The active conferences are shown in Fig. 6 and their

full names are presented in Table 3. The “WOSC”,

“Cloud”, “UCC”, “SoCC”, and “Middleware” are consid-
ered the most active conferences that hold approx-
imately 28% of the published conference papers. By
including other conferences with three published papers
or more, then approximately 23% of the conference
papers are published in annual conferences. The major-
ity (almost 49%) of the conference papers were published
at individual conferences, which are denoted as “Others”
in Fig. 6.

Active researchers (RQ2)
Serverless computing is a vital research area through
the contribution of several scholars. Yet, the researchers
are counted active if they contributed to more than
two research studies, as presented in Fig. 7. The figure
shows that the top six active researchers are “Pedro Gar-
cáa López”, “Erwin Van Eyk”, “Alexandru Iosup”, “Marc
Sánchez-Artigas”, “Sebastian Werner”, and “Wes Lloyd”.
Table 4 presents the active nations, research institutions,

Fig. 4 Published papers ratio per each venue
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Fig. 5 Published papers vs. journal name

researchers, references to the published papers, and the
total number of publications.
The active nations in the number of papers are obtained

from the information presented in Table 4 by extracting
the institutional affiliation of the authors and co-authors.
An overview of the most active nations and the total num-
ber of publications is shown in Fig. 8. It is observable that
the United States and Germany are the largest contribu-
tors to papers published on serverless computing with 104
and 39 published papers, respectively.

Serverless computing vs. traditional cloud
computing (RQ3) There are several differences between
serverless and traditional cloud computing. In the tra-
ditional cloud architecture, the server acts as a mono-
lithic system containing all business logic. Meanwhile,
the serverless architecture is modeled into smaller, event-
driven, and stateless ‘triggers’ (events) and ‘actions’ (func-
tions) [175]. Each component handles different pieces of
data and runs independently [176]. Spreading business

Table 2 List of active journals

Acronym Journal Full Name

FGCS Future Generation Computer Systems

IoT-J Internet of Things Journal

JSS Journal of Systems and Software

Clust. Comput. Cluster Computing

IEEE Access IEEE Access

IEEE Internet Comput. IEEE Internet Computing

PACMPL Proceedings of the ACM on Programming
Languages

SICS Software-Intensive Cyber-Physical Systems

TPDS IEEE Transactions on Parallel and Distributed
Systems

logic into smaller functions increase the development
efficiency [77, 177] and also decreases the chance of a
single point of failure [77]. On the other hand, the com-
ponent dependency withinmonolithic applications affects
the availability of other services adversely.
In a serverless architecture, the developers are unable to

take control of listening to the TCP socket, managing load
balancers, maintenance or configuration of the server, as
well as provisioning and resource allocation. Therefore,
there is no need for system administrators; the devel-
opers only focus on handling client requests and paying
attention to deliver valuable services [8].
Serverless computing also differs from monolithic com-

puting as the functions have shorter life cycles.
The traditional monitoring and debugging tools that are

used in monolithic applications are not included in the
serverless architecture; the developers are compelled to
use built-in tools for debugging andmonitoring. The com-
puting power is no longer a concern for the developers
in the serverless paradigm, as it could scale horizontally
almost indefinitely [178, 179]. Meanwhile, in the client-
server architecture, it usually requires dedicating two
server instances; the primary instance and a second in
case if the former fails. This leads to higher costs in the
monolith paradigm. Serverless architecture could bemore
economical for unsteady load conditions while the server-
based is more suitable for steady loads [152]. As serverless
applications scale up and down according to the requests,
thus, unlike the traditional systems, it is unnecessary to
keep the sessions in the memory [8]. Hence, it is difficult
to keep track across requests.
FaaS boosts the security level as cloud providers contin-

uously update their infrastructure with the latest security
patches; this also removes the security burden on devel-
opers [17]. Directly accessing the backend resources in the
traditional model is considered a critical security issue.
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Fig. 6 Published papers vs. conference name

Table 3 List of active conferences

Acronym Conference Full Name

WOSC International Workshop on Serverless Computing
(WOSC)

Cloud International Conference on Cloud Computing
(Cloud)

UCC International Conference on Utility and Cloud
Computing (UCC)

SoCC Symposium on Cloud Computing (SoCC)

Middleware International Middleware Conference (Middleware)

IC2E International Conference on Cloud Engineering (IC2E)

ICPE International Conference on Performance
Engineering (ICPE)

USENIX ATC USENIX Annual Technical Conference (USENIX ATC)

CCGRID International Symposium on Cluster, Cloud and Grid
Computing (CCGRID)

DEBS International Conference on Distributed and
Event-based Systems (DEBS)

ESOCC European Conference on Service-Oriented and Cloud
Computing (ESOCC)

HotCloud Conference on Hot Topics in Cloud Computing
(HotCloud)

ICDCS International Conference on Distributed Computing
Systems (ICDCS)

ICDCSW International Conference on Distributed Computing
Systems Workshops (ICDCSW)

ICFC International Conference on Fog Computing (ICFC)

JCC International Conference on Joint Cloud Computing
(JCC)

SAC Symposium on Applied Computing (SAC)

SEC Symposium on Edge Computing (SEC)

SYSTOR International Systems and Storage Conference
(SYSTOR)

XP International Conference on Agile Software
Development (XP)

Thus, any requests from the clients and internal func-
tions in the serverless environment must go through a
distributed request-level authorization mechanism that
strengthens the security level [8]. Additionally, denial of
service (DoS) attacks are controlled, as it is more diffi-
cult to attack distributed servers than a single server [175].
However, some security concerns remain due to the third-
party API usage [9]. Besides, there is a lack of tools to
identify vulnerabilities and access control risks. Table 5
summarizes the aforementioned differences.

Benefits of serverless computing (RQ4)
Serverless computing offers numerous benefits to its
users, and Table 6 presents papers that states these bene-
fits. This section summarizes those benefits as follows:

Cost effective
Serverless applications are abstracted from server infras-
tructure, which results in cost-based services depending
on usage [180]. For example, applications run whenever a
user makes a request to a service within the application.
The cloud vendors charge only for the used space, and
there is no cost while their applications are in an idle state.

Scalability
Serverless reasonably solved the resource allocation prob-
lem [191]. Therefore, developers do not have to con-
cern themselves with the application scalability, because
the application will scale automatically whenever user
application requests are increased. If there are numerous
requests to a function within the application, the server-
less providers will start servers to handle these requests.

Server-sidemanagement
In serverless computing, developers do not need to con-
cern themselves with the server-side and its management.
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Fig. 7 Active researchers based on the published papers

Serverless cloud providers take care of managing and
maintaining the hardware and software required to deploy
applications. In addition to that, they handle all admin-
istration operations to let developers focus on different
kinds of resources such as central processing unit (CPU),
memory, and storage.

Easy to deploy
Serverless applications are easy to deploy. For example,
to deploy an application, developers only need to upload
some functions and release a new product. The serveless
will take care of deployment management and infras-
tructure related concerns such as server provisioning and
scaling.

Decrease latency
Serverless applications are not hosted on a specific server;
the code can run from any server in any location. There-
fore, cloud vendors can run the application on servers near
the end user’ location. This reduces latency, because end

user requests do not have to travel across the Internet to
access the original server.

Serverless platforms in the literature (RQ5)
The software platforms are generally implemented to deal
with resources from several clouds and ensure proper run-
ning of client applications. The heterogeneous nature of
the cloud providers’ infrastructure (hardware and operat-
ing systems) led to the necessity to direct the developers’
focus to the functional part, rather than the underlying
infrastructure [199].
With the emergence of the first serverless platform,

AWS Lambda by Amazon in 2014 [8], cloud computing
has evolved to a new generation referred to as server-
less computing. However, serverless was not a brand-new
paradigm; it emerged after the advancements in adopt-
ing virtual machines and container technologies [120]. By
2016, other competitors, namely Google, Microsoft, and
IBM followed the trend. Several commercial and open-
source platforms offer serverless computing. The well-
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Table 4 Organizations, and researchers active in researching serverless computing

Organization Author(s) Published Paper Total

IBM Research, United States Alaa Youssef, Aleksander Slominski, Ali Anwar, Ali Kanso, Animesh
Trivedi, Bruce Slawson, Canturk Isci, Dan Williams, Dimitrios Skourtis,
Eric Rozner, Erik Wittern, Ioana Baldini, Jonas Pfefferle, Kerry Shih-Ping
Chang, Lionel Villard, Lukas Rupprecht, Michael Maximilien, Nick
Mitchell, Nilton Bila, Nima Kaviani, Nirmal K Mukhi, Olivier Tardieu, Paolo
Dettori, Patrick Stuedi, Paul Castro, Pedro Garcáa López, Perry Cheng,
Philippe Suter, Prabhakar Kudva, Ricardo Koller, Rodric Rabbah, Shripad
Nadgowda, Srijith Prabhu, Stephen Fink, Vasily Tarasov, Vatche Ishakian,
Vinod Muthusamy, Waldemar Hummer

[17, 18, 21, 35–54] 23

Technische Universität Berlin,
Germany

Jorn Kuhlenkamp, Sebastian Werner, Maria C. Borges, Stefan Tai,
Johannes Müller, Richard Girke, Jörn Kuhlenkamp, Dominik Ernst, Frank
Pallas, Niklas Anders, Nebi Mucaj, Olesia Tsaplina, Christian Schmidt,
Kann Yildirim, Tobias Pfandzelter, David Bermbach, Ahmet-Serdar
Karakaya, Simon Buchholz, Setareh Maghsudi, Jonathan Hasenburg

[13, 20, 55–62] 10

Universitat Rovira i Virgili,Spain Pedro Garcáa López, Marc Sánchez-Artigas, Gerard Pará, Daniel
Barcelona Pons, Álvaro Ruiz, David Arroyo Pinto, Josep Sampé, Amanda
Gómez-Gómez, Mariano Ezequiel Mirabelli, Germán T. Eizaguirre, Aitor
Arjona

[45, 46, 49–51, 63–66] 9

University of California, Berkeley,
United States

Andrew Zhang, Benjamin Recht, Chenggang Wu, Dominic Carrano, Ion
Stoica, Jeffrey Ichnowski, Joao Carreira, Joseph E. Gonzalez, Joseph M.
Hellerstein, Kannan Ramchandran, Karl Krauth, Ken Goldberg, Qifan Pu,
Randy Katz, Samuel Paradis, Saurav Chhatrapati, Scott Shenker, Thomas
Courtade, Vaishaal Shankar, Vikram Sreekanti, Vipul Gupta, Vivian Fang,
Wen Zhang, Yaoqing Yang

[67–74] 8

University of Washington, Tacoma,
United States

Baojia Zhang, David Foster, David Perez, Derek Chen, Dimitar Kumanov,
Eyhab Al-Masri, Hanfei Yu, Ibrahim Diabate, Ka Yee Yeung, Ling-Hong
Hung, Ming Hoi Lam, Minh Vu, Mohammadbagher Fotouhi, Rashad
Hatchett, Richa Jain, Robert Cordingly, Shruti Ramesh, Swetha
Chinthalapati, Swetha Reddy Nathala, Varik Hoang, Wen Shu, Wes
Lloyd, Xingzhi Niu, Zohreh Sadeghi

[75–82] 8

Vrije Universiteit Amsterdam,
Netherlands

Lucian Toader, Alexandru Uta, Ahmed Musaafir, Alexandru Iosup,
Laurens Versluis, Erwin Van Eyk

[16, 83–89] 8

University of Wisconsin-Madison,
United States

Aditya Akella, Andrea C. Arpaci-Dusseau, Arjun Singhvi, Dennis Zhou,
Edward Oakes, Kevin Houck, Leon Yang, Liang Wang, Michael Swift,
Remzi H. Arpaci-Dusseau, Scott Hendrickson, Shivaram Venkataraman,
Stephen Sturdevant, Tyler Harter, Venkateshwaran Venkataramani

[71, 74, 90–94] 7

Delft University of Technology,
Netherlands

Erwin Van Eyk, Alexandru Iosup, Sacheendra Talluri [16, 84–86, 89, 95] 6

Escuela Superior Politecnica del
Litoral, Ecuador

Gabriel Aumala, Edwin F. Boza, Luis Ortiz-Avilés, Gustavo Totoy, Cristina
L. Abad, Mónica Villavicencio, Stephany Quimba

[2, 85–87, 95, 96] 6

Stanford University, United States Ana Klimovic, Yawen Wang, Christos Kozyrakis, Sadjad Fouladi, Keith
Winstein, Kostis Kaffes, Neeraja J. Yadwadkar, Sean Choi, Muhammad
Shahbaz, Balaji Prabhakar, Mendel Rosenblum, Kailas Vodrahalli

[43, 53, 71, 97–99] 6

University of Bamberg, Germany Johannes Manner, Martin Endreß, Tobias Heckel, Guido Wirtz, Stefan
Kolb, Stefan Winzinger, Marcel Großmann, Christos Ioannidis, Duy
Thanh Le, Mike Prechtl, Robin Lichtenthäler

[1, 100–104] 6

Imperial College London, United
Kingdom

Robert Chatley, Alim Ul Gias, Giuliano Casale, Alessandra Russo, Lulai
Zhu, Jessica Vandebon, José G. F. Coutinho, Wayne Luk

[8, 105–108] 5

Kookmin University, South Korea Jeongchul Kim, Kyungyong Lee, Jungae Park, Hyunjune Kim, Jaeghang
Choi

[109–113] 5

Shanghai Jiao Tong University,
China

Mingyu Wu, Zeyu Mi, Yubin Xia, Zijun Li, Quan Chen, Shuai Xue, Minyi
Guo, Dong Du, Tianyi Yu, Binyu Zang, Haibo Chen, Qingyuan Liu, Ziqian
Lu, Jinfeng Liu, Zheng Huang, Zhichao Hua

[114–118] 5

Universitat Politècnica de València,
Spain

Alfonso Pérez, Germán Moltó, Miguel Caballer, Amanda Calatrava,
Sebastián Risco, Diana M. Naranjo, V. Giménez-Alventosa, Carlos De
Alfonso, Ignacio Blanquer

[22, 119–122] 5
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Table 4 Organizations, and researchers active in researching serverless computing (Continued)

Organization Author(s) Published Paper Total

University of Alberta, Canada Di Niu, Sara Ghaemi, Alireza Goli, Omid Hajihassani, Omid Ardakanian,
Moe Rashidi, Tyler Dauphinee, Nima Mahmoudi

[123–127] 5

University of Stuttgart, Germany Michael Wurster, Uwe Breitenbücher, Kálmán Képes, Frank Leymann,
Vladimir Yussupov, Michael Hahn, Christian Müller, André van Hoorn

[11, 107, 128–130] 5

Zurich University of Applied
Sciences, Switzerland

Josef Spillner, Seán Murphy, William Martini, Bill Bosshard [17, 131–134] 5

IBM Research, Israel Alex Glikson, Gil Vernik [23, 49, 65, 66] 4

Intel Corporation, United States Michael Steiner , Ramesh G. Illikkal , Eriko Nurvitadhi , Mishali Naik ,
Anup Mohan , Harshad Sane , Kshitij Doshi , Saikrishna Edupuganti ,
Naren Nayak

[108, 135–137] 4

Microsoft Research, United States Lan Ly, Mohammad Shahrad, Rodrigo Fonseca,Íñigo Goiri, Gohar
Chaudhry, Paul Batum, Jason Cooke, Eduardo Laureano, Colby Tresness,
Mark Russinovich, Ricardo Bianchini, Tyler Harter, Jose M. Faleiro

[68, 75, 91, 138] 4

Platform9 Inc., United States Erwin Van Eyk [84, 85, 89, 95] 4

Rensselaer Polytechnic Institute,
United States

Matthew Obetz, Anirban Das, Timothy Castiglia, Stacy Patterson, Ana
Milanova, Shigeru Imai, Andrew Leaf, Carlos A. Varela

[139–142] 4

University of California, Santa
Barbara, United States

Wei-Tsung Lin, Chandra Krintz, Rich Wolski, Michael Zhang, Fatih Bakir,
Gareth George

[10, 143–145] 4

University of Illinois,
Urbana-Champaign, United States

Mengting Yan, Pubali Datta, Adam Bates, Arnav Sankaran, Tarek Elgamal [44, 146–148] 4

University of Tartu, Estonia Chinmaya Kumar Dehury, Satish Narayana Srirama, Tek Raj Chhetri,
Pelle Jakovits

[107, 149–151] 4

University of Würzburg, Germany Johannes Grohmann, Simon Eismann, André Bauer, Norbert Schmitt,
Nikolas Herbst, Samuel Kounev

[85–88] 4

York University, Canada Hamzeh Khazaei [124–127] 4

AGH University of Science and
Technology, Poland

Maciej Malawski, Adam Gajek, Adam Zima, Bartosz Balis, Kamil Figiela,
Piotr Moczurad, Maciej Pawlik, Pawel Banach

[152–154] 3

Boston University, United States Anthony Byrne, Ayse K. Coskun, Nabeel Akhtar, Ali Raza, Ibrahim Matta,
James Cadden, Thomas Unger, Yara Awad, Han Dong, Orran Krieger,
Jonathan Appavoo

[48, 155, 156] 3

Budapest University of Technology
and Economics, Hungary

David Balla, Markosz Maliosz, Csaba Simon, János Czentye, Balázs
Sonkoly

[157–159] 3

Einstein Center Digital Future
Mobile Cloud Computing Research
Group, Germany

Tobias Pfandzelter, David Bermbach, Ahmet-Serdar Karakaya, Simon
Buchholz, Setareh Maghsudi, Jonathan Hasenburg

[60–62] 3

George Mason University, United
States

Benjamin Carver, Jingyuan Zhang, Ao Wang, Yue Cheng [52, 54, 160] 3

George Washington University,
United States

Guyue Liu, Timothy Wood, Phani Kishore Gadepalli, Sean Mcbride,
Gregor Peach, Gabriel Parmer

[6, 161, 162] 3

Google Inc., United States Qifan Pu, Junaid Khalid, Vadim Sukhomlinov [71, 93, 137] 3

Indian Institute of Technology
Bombay, India

Nikhila Somu, Nilanjan Daw, Umesh Bellur, Purushottam Kulkarni, S. C.
Gupta

[163–165] 3

Macquarie University, Australia Young Choon Lee [166–168] 3

Stony Brook University, United
States

Amoghavarsha Suresh, Gagan Somashekar, Anandh Varadarajan,
Veerendra Ramesh Kakarla, Hima Upadhyay, Anshul Gandhi, Prabuddha
Kumar, Amir Rahmati

[146, 169, 170] 3

University of Colorado Boulder,
United States

Zaid Al-Ali, Sepideh Goodarzy, Ethan Hunter, Sangtae Ha, Richard Han,
Eric Keller, Erika Hunhoff, Shazal Irshad, Ali Tariq, Eric Rozner, Austin
Pahl, Sharat Nimmagadda, Siddharth Lanka

[21, 171, 172] 3

University of Gothenburg, Sweden Philipp Leitner, Joel Scheuner [17, 30, 87] 3

University of Sydney, Australia Mohammadreza Hoseinyfarahabady, Albert Y. Zomaya, Young Ki Kim [166–168] 3

University of Waterloo, Canada Matt Crane, Jimmy Lin, Youngbin Kim, N. Asokan [135, 173, 174] 3
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Fig. 8 Active countries

known commercial systems are AWS Lambda, Google
Cloud Functions, and Azure functions. Alternately, there
are several open source platforms available including IBM
Cloud Functions, and Apache OpenWhisk.
There are several criteria to help developers in select-

ing a serverless platform: cost, performance, supported

Table 5 Comparison between serverless and traditional
computing

Factors Traditional cloud
computing

Serverless
computing

Development phase Difficult Easy

Automatic scalability Unavailable Available

Stateful applications Easy Difficult

Security Complex and less
secure

Easy and more secure

Functions’ life cycle Long Short

Troubleshooting and
debugging

Easy Difficult

Server and hardware
configuration and
maintenance

Required Unavailable

Failure tolerance Less reliable More reliable

Cost (Variable
workload)

Expensive Affordable

Cost (Stable
workload)

Affordable Expensive

Applicable user Administrator and
developer

Developer

programming languages and model, deployment easiness,
easiness in composing functions from different providers,
security, and monitoring and debugging tools [184].
Table 7 presents the serverless platforms used in the

considered papers of this study. It can be noted that “AWS
Lambda”, “Apache OpenWhisk”, and “Azure Functions” are
the most used platforms with 78, 23, and 11 published
papers, respectively. However, it is worth mentioning that
each platform has its own set of features and differs from
others.

The application areas of serverless computing in the
literature (RQ6)
Serverless computing can be utilized in a number of
application areas as follows:

Chatbot
A chatbot application is developed using serverless com-
puting, which enables interaction with users via voice

Table 6 Benefits of serverless computing

Benefits Papers Total

Cost effective [16, 94, 134, 180–190] 14

Scalability [15, 16, 74, 75, 90, 94, 153, 188,
189, 191–193]

12

Server-side management [15, 16, 121, 181, 188, 194–197] 9

Easy to deploy [6, 15, 46, 95, 97, 131, 189] 7

Decrease latency [9, 95, 179, 198] 4
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Table 7 Serverless platforms usage

Platforms Papers Total

AWS Lambda [3, 5, 18–20, 30, 37, 46, 55, 68,
69, 75, 76, 78–80, 83, 91, 100,
101, 106, 109, 110, 119–121,
123, 129, 130, 140, 143, 150,
152, 153, 158, 160, 166, 167,
173, 174, 176, 177, 179, 181,
183, 188, 189, 200–230]

78

Apache OpenWhisk [35, 36, 38, 41, 44, 91, 135, 138,
183, 188, 189, 206, 208,
231–240]

23

Azure Functions [55, 75, 77, 100, 109, 130, 183,
204, 206, 208, 230]

11

Google Cloud Functions [79, 109, 152, 183, 206, 208,
241]

7

OpenFaaS [22, 122, 141, 235, 242–244] 7

OpenLambda [90–92, 96, 245, 246] 6

IBM Cloud Functions [65, 130, 183, 188] 4

Knative [235, 243] 2

FunctionStage [247] 1

Nuclio [243] 1

or text commands. Within this application, six function-
alities have been implemented, namely the Date, News,
Jokes, Weather, Music Tutor, and Alarm Service. For
example, a user can ask for the current date using a voice
or text command. The request is routed to a required
serverless action on OpenWhisk for further processing.
The Date action is activated via the issued command and
retrieves the current date to the user in the form of text or
voice [44].
Another example is the ticketing chatbot service devel-

oped using serverless computing and natural language
processing (NLP). The architecture of the system con-
sists of three parts: (1) the node.js Webhook, which works
based on hypertext transfer protocol (HTTP) POST or
GET requests (2) Wit.AI, which is a NLP service (3)
Ticket.com, which is a ticketing order API. For example,
when a user books a flight ticket; a specific function on
Webhook will be activated, which routes the user query
to the Wit.AI service. Wit.AI will process the query and
extract useful parameters from the request such as des-
tination, date, and time, then send it back to Webhook.
After receiving the processed query from Wit.Ai; another
action will be triggered and pass the processed query to
Tickt.com API to retrieve flight information such as the
flight number, airline name, departure time, and ticket
price from several airline companies. Finally, Webhook
will provide flight information to the user [44, 179, 248].

Information retrieval
A search engine web-based application is developed based
on serverless architecture. Search engine functionalities

are implemented as Amazon lambda functions. The
search engine executes all the details of retrieval pro-
cessing after receiving the user query (e.g., tokenization,
stop-word removal, termweighting, similarity calculation,
and ranking). Then, it sends back the results to the user
as documents stored in the DynamoDB database to be
accessed using the web application interface [173].

File processing
Serverless computing can been utilized in file process-
ing applications [119, 249]. For instance, in [119] a model
for highly parallel file processing applications based on
serverless architecture is proposed. This model provides
users with different ways to process their files.
The first method is by using the API gateway. In

this method, users submit files using the HTTP request
employing the API gateway to a lambda function to pro-
cess the file (e.g., medical images and video files).
The second method is by uploading/reading files to the

Amazon simple storage service (Amazon S3) bucket. This
method provides the user with three different ways to exe-
cute a lambda function using S3 buckets: (a) by uploading
a file to S3 buckets. When the file is uploaded, S3 creates
an event to invoke a lambda function; (b) by copying a file
from another bucket to the bucket linked with the lambda
function. This will cause the trigger of an event from S3
to invoke a lambda function as in the previous manner; (c)
by specifying a bucket where the files to be processed are
stored. Then, for each file found, the lambda function is
invoked in parallel using an S3 bucket.
The third method is by specifying the output file. By

this method, the user can set a chain of lambda functions
to be invoked by S3 buckets. In this case, the user defines
the input/output buckets for each of the lambda func-
tions. Thus, the output bucket can be used as an input to
another lambda function [119]. Here, serverless functions
can handle different types of data (stored in files) such
as sensory, textual, and biological data [200]. Also, many
preprocessing operations using NLP may be applied to
data files before processing, such as stemming and noise
removal [78].

Smart grid
A MATLAB simulation scenario is created to illustrate
the use of the smart grid with serverless cloud comput-
ing to control and manage electrical loads (devices). In
this scenario, the Simulink tool is employed for simula-
tion. A MATLAB program is developed to indicate the
start and end of the simulated grid model via a batch file.
The batch file is used to upload grid model data gener-
ated by the program to Amazon S3. Afterwards, a lambda
function in the serverless side will be activated to process
the uploaded data, and subsequently the result will be sent
back to the batch file as a response. In return, the program
will read continuously the response from the batch file
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and interpret its content to manage the electrical switch
(loads) [201].
Also, An electrical overload warning system is imple-

mented in the smart grid, based on serverless architecture.
The system uses some Amazon web services, including
S3, lambda functions, simple notification service (SNS),
and CloudWatch. S3 is used as a storage service in the
system. Lambda functions constitute a computing service
that executes the code of the application. CloudWatch is a
monitoring tool that monitors AWS resources and appli-
cations. The SNS is a notification service that sends and
receives notifications.
The main sections of this warning system consist of

data collection, data acquisition, data analysis, data min-
ing, conclusion verification, and conclusion publishing. In
this architecture, the AWS Lambda is used in data analysis
and data mining. AWS CloudWatch is used for data con-
clusion verification. The SNS is used to generate alarms.
For instance, the data is uploaded to S3, and subsequently,
a lambda function is activated for data analysis and data
mining. After the lambda function execution, its log data
is stored in CloudWatch logs. CloudWatch is used for con-
clusion verification. CloudWatch defines an alarm size to
a specific value, upon which it compares the value of log
data with a predefined alarm size to check the current
state. Then, the CloudWatch uses SNS for publishing con-
clusions. If the receiving data is greater than the alarm
size, an alarm signal will be triggered and send an email
via SNS [5].

Security
An automated threat detection system is introduced using
serverless cloud computing and Kubernetes. Kubernetes
is an open source system to automatically deploy and
manage application containers [243, 250]. The system
deals with threats (e.g., software vulnerabilities and inse-
cure configurations) automatically based on user-defined
policies. The system includes a vulnerability scanner (VS),
which is a thread detection component. Whenever users
deploy new application containers, the containers are reg-
istered with the VS, and a scanner agent is installed.
When a thread is detected by the scanner, a notification
is sent to the OpenWhisk component, which activates a
serverless function that takes actions to reduce the threat.
OpenWhisk will invoke a Kubernetes API extension and
let the security enforcement operator (SEO) handle the
operation [35].

Networks
Serverless cloud computing has been employed in dif-
ferent networking domains[175, 188, 251, 252]. In [188],
a variety of networking fields including software-defined
networking (SDN) which can utilize advantages of server-
less computing architecture have been discussed. The

SDN is a network architecture approach that enables the
network to be manageable and adaptive. This architecture
separates the network control plane from the forwarding
functions (the data plane). This decoupling enables net-
work switches to become a simple forwarding device, and
the network control is implemented as a network appli-
cation that executed on a logically centralized controller.
Serverless computing can be used in the SDN controllers.
These controllers can be implemented as independent
functions deployed on serverless platforms. For example,
when a packet arrives to the SDN forwarding device, the
device will parse the packet header and forward it to the
SDN controller. The functions within the SDN controller
will be activated then it will determine what action to be
taken with the packet. After that, it will send the infor-
mation to the forwarding device. The action might be
modifying the header, dropping the packet, etc.

IoT
Serverless computing has been utilized in many IoT appli-
cations, as shown in Table 8. For example, a camera can
be installed to monitor a house, after which processing
images captured by the camera can be performed by some
serverless functions provided by the OpenWhisk plat-
form. When a camera detects an interesting object such
as a car or a human, the camera sends its pictures to the
serverless platform for further processing. To extract fea-
tures, a serverless function is called to perform feature
extraction and then reports its status to the users [232].

Edge computing
Serverless cloud computing and edge computing have
been used to build different kinds of applications, as
presented in Table 8. For instance, the authors of [217]
have implemented an autonomous mobile robot (AMR)
system based on serverless computing and edge comput-
ing. The system consists of three main components: an
AMR with NVIDIA Jetson TX2 module for edge com-
puting, a serverless architecture based on AWS, and a
cross-platform mobile application developed using React
Native. The main idea of the system is to deliver a pack-
age to a user. For example, the user will interact with the

Table 8 Top three serverless application areas

Application Area Papers Total

Edge Computing [6, 23, 60, 62, 140, 144, 145, 148,
151, 158, 161, 162, 189, 193, 217,
222, 231, 232, 235, 237, 253–257]

25

Security [12, 35, 94, 97, 104, 114, 124, 135,
146, 147, 176, 178, 187, 221, 256,
258–262]

20

IoT [1, 10, 60, 77, 144, 151, 158, 162,
222, 232, 234, 237, 241, 255–257,
260, 263, 264]

19
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mobile application to send a package. Once the delivery
request has been received from the user, the AWS IoT can
activate related lambda functions, such as position coor-
dinate. Then, the AMR would start its mission, sending
the package to the receiver’s location. Also, facial images
were regularly retrieved by AWS lambda to identify the
receiver’s face. Finally, the task is completed when the
receiver’s identification is confirmed [217].

Serverless computing challenges and issues (RQ7)
Studying the literature reveals a number of challenges
and issues posed by employing serverless computing.
These challenges cover the functional and non-functional
aspects of serverless computing as follows:

Cost and pricingmodel
Cost is a fundamental challenge; therefore, serverless
computing providers should reduce the usage of resources
to the minimum, while functioning in both execution and
idle states. Further, the pricing model is another challenge
in serverless computing compared to other cloud com-
puting approaches. For example, the CPU bound is cheap,
whereas the input/output (I/O) bound functions may be
more expensive from dedicated servers. Table 9 presents
papers that investigate issues on cost and pricing models
in serverless cloud computing.

Cold start
Serverless computing can scale to zero while there is no
request for functions and services. Scaling to zero leads
to a problem called cold start. A cold start occurs when
serverless functions remain idle for some time, and the
next time these functions are invoked, a longer start time
is required. Methods and techniques to reduce the cold
start problem are crucial as a result, many papers have
been studied this problem, as shown in Table 9.

Resource limits
In serverless computing, resources are required to ensure
that the platform can deal with load increasing. This

Table 9 Top challenges and issues

Challenges and Issues Paper Total

Performance [11, 16–18, 44, 81, 84, 85,
89–91, 95, 96, 114, 126, 157,
161, 162, 203, 204, 210, 219,
226, 227, 232, 262, 265–271]

33

Cold start [91, 98, 100, 105, 137, 149, 172,
202–204, 210, 229, 232,
272–274, 280]

17

Security [11, 17, 44, 84, 97, 98, 114, 187,
210, 256, 258, 275, 280]

13

Programming and
debugging

[9, 11, 15, 16, 44, 101, 119, 120,
210, 235, 276, 277, 280]

13

Cost and pricing [11, 16, 81, 88, 202, 204, 210,
267, 278–280]

11

includes CPU usage, memory, execution time, and band-
width [94, 202, 210, 235, 280].

Security
Security is the most challenging issue in serverless cloud
computing. One of the security issues is isolation, because
functions are running on a shared platform bymany users.
Therefore, strong isolation is required. Another security
issue is trust when it comes to process-sensitive data. The
serverless applications work with many system compo-
nents, which must function correctly to maintain security
properties. Table 9 presents several papers associated with
serverless security.

Scalability
Serverless computing must ensure function scalability
and elasticity. For example, when many requests are
issued to a serverless application, these requests should
all be served and the used serverless cloud provider
should provide the required resources to process all these
requests and should scale up with the number of requests
[210, 280, 281].

Long-running
Serverless computing runs function in a limited and short
execution time, while there are some tasks might require
long execution time. This does not support long execution
running, since these functions are stateless, which means
that if the function is paused it cannot be resumed again
[11, 202, 234, 280].

Programming & debugging
There is currently a lack of debugging tools. Further,
monitoring tools are required, since developers need to
monitor the application and observe how functions are
working. More advanced integrated development envi-
ronments (IDEs) are needed, so developers can perform
refactoring functions, such as merging or splitting func-
tions, and reverting functions to the previous version.
Moreover, logs from serverless function invocations need
to be sent to the developer and provide detailed stack
traces. When an error occurs, a good method is required
to report details on the occurrence to the developer.
The equivalent of a stack trace for serverless comput-
ing is currently not available. Table 9 shows many papers
that consider programming and debugging challenges and
issues.

Vendor lock-in
The FaaS paradigm separates the code from the data,
which leads the functions to depend strongly on the could
provider’s ecosystem for storing, obtaining, and transfer-
ring data [282]. This issuemakes the customers dependent
on the serverless provider for products and services, and
the customers cannot easily use different vendors in the
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future without substantial cost. Thus, customers have to
wait on the serverless provider for additional services
[9, 130, 202].

Performance
Serverless computing has many performance challenges
and issues such as scheduling and service calling over-
head. For instance, scheduling means when a serverless
function is activated in response to an event this function
should be mapped to a specific resource (e.g., container or
VM) to be run. The resource can have a significant effect
on performance based on available resources, location of
input data and code, load balancing, etc. Table 9 shows
papers related to serverless performance.

Fault tolerance
It refers to a system that continues working and pro-
vides its services despite the failure in some components.
It mostly occurs when some containers fail. To over-
come this challenge, a basic retry mechanism is used
[11, 210, 235].

Function composition
Serverless cloud vendors provide users the ability to
deploy small stateless functions to the cloud to handle a
specific task. However, some complex tasks require mul-
tiple functions to work with each other collaboratively to
be performed. Therefore, more research needs to be done
on how function composition can be used effectively and
efficiently in serverless cloud computing [11, 38, 235].

Resource sharing
Functions in serverless cloud computing share resources
to achieve inexpensive cloud computing. Sharing
resources among functions and other serverless compo-
nents is a challenging task. Therefore, good techniques
are required to be investigated to achieve this goal
[98, 210, 283].

Testing
A serverless application consists of many small functions.
These functions work together to accomplish the appli-
cation’s functionality. Therefore, integration testing for
these functions is a crucial issue to make sure that the
application works properly [9, 84, 284].

Naming and addressing system
Users deploy functions to serverless cloud computing to
solve problems. These functions cannot listen to network
communications. The existing serverless cloud comput-
ing frameworks do not support this feature. Instead, they
use third party services such as Amazon S3 to communi-
cate with other functions. Therefore, finding the internet
protocol (IP) address of a function by other functions
and services is a challenging issue in serverless cloud
computing [98].

Legacy systems
Legacy systems refer to old technologies, techniques,
hardware, and software systems that are still in use. It
should be possible to reach these systems from server-
less cloud computing. Also, these systems might be
required to be transferred to cloud computing. There-
fore, more work needs to be done on the migration pro-
cess and how the functions can be extracted from legacy
systems to be deployed as serverless cloud functions
[84, 119, 120, 210, 280].

Managing hybrid cloud
In a hybrid cloud, a developer may deploy an applica-
tion to different clouds (hybrid cloud). For example, if
some functions of an application are on a specific server-
less cloud vendor and others are hosted on other public
clouds; then, managing these functions and their interac-
tions is a challenging issue [84, 210, 280].

Lack of quality of service (QoS) support
Existing serverless platforms and frameworks do not pro-
vide users the control over the QoS of serverless functions
[235]. Cold starts, queuing, and orchestration are themain
reasons affecting the QoS in serverless computing [8].

Architecture complexity
A serverless application may consist of several func-
tions; the number of functions increases the complexity
of the architecture. Managing these functions and ser-
vices related to the application also leads to a complex
architecture [9].

Interactions tracking
Stateful requests are usually used by real-life applications.
It means deployed systems keep track of the state of users’
interactions and store them on the server-side for further
uses. However, in stateless serverless functions, it is not
obvious how these functions will handle and manage the
states of each user [210, 280].

Concurrencymanagement
Concurrency means a function can handle any number
of requests whenever a function is invoked. For exam-
ple, if a request has been made to a serverless function,
the function will process that request. However, if another
request has been made to that function and the function
is still processing the previous request, then the serverless
should provide another instance of that function to serve
the new request [210, 280].

Support for heterogeneous hardware
Existing serverless platforms may not support some spe-
cialized hardware such as graphics processing unit (GPU)
and field programmable gate arrays (FPGAs). This is a
challenging issue for vendors to provide support for het-
erogeneous hardware [210, 280].
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Tools available for serverless computing (RQ8)
Nowadays, various providers strive to facilitate the
adjustable use and allocation of machine resources on the
cloud [9]. Likewise, plenty of supportive tools and ser-
vices are aiding developers to more efficiently manage and
deploy applications using serverless computing. Server-
less computing is auto-scalable, reliable, and easily acces-
sible [203]; for these reasons, big cloud providers such
as Amazon, Microsoft, Google, IBM have realized the
importance of offering frameworks, IDEs, software devel-
opment kits (SDKs), function development kits (FDK),
migrating mechanisms, logs, and monitoring tools to
enhance and simplify the development, testing, deploy-
ment, and monitoring of serverless applications [17]. For
instance, Amazon offers Cloud9 IDE for local deploying
and testing [205].
Apart from the cloud providers’ specific tools, plenty

of third-party tools exist for the developers. With the
concept of these tools, developers can build and deploy
applications on multi-cloud providers. Developers are
also able to control platforms and resources by program-
ming. The advantages of this are linking the applications
with auto-scaling controllers and including advanced self-
mechanisms into the code to automatically configure,
secure, optimize, and recover the cloud applications. The
core advantage of this feature is the acceleration in apply-
ing changes to the application environment [272].
There are several tools available to model serverless

applications, which are based on deployment models as
either imperative or declarative. The imperative model
defines the execution steps to obtain a specific deploy-
ment task. While the declarative model describes the
structure of a desired application deployment. However,
to fully benefit from employing a serverless architecture,
cloud providers should address issues that have arisen
with the use of a serverless paradigm. For instance, debug-
ging tools are unable to track and identify the exact reason
behind errors [44], as most of them are limited to what
cloud providers offer [179]. Althoughmany powerful tools
have been mentioned in this study and can be used in
serverless computing in real scenarios, there is still a great
opportunity to develop further tools and services.

Migration of monolithic applications to serverless
computing (RQ9)
The nature of most existing applications is monolithic.
Monolithic applications have several drawbacks; they are
characterized by continuous growth in complexity and
size over time.
The bigger size of the monolithic applications leads

to slower startup time. Moreover, novice developers
face difficulties in digesting the traditional program-
ming paradigm. Economically, monolithic systems take
more effort to be developed and debugged. Furthermore,

integrating the latest technological development into
monolithic systems is a tough and expensive process. Gen-
erally, monolithic applications are designed to be tightly
coupled – the entire application will be unable to run
or compile if one component is missing or fails [128].
It is also difficult to scale the application when multiple
components have limited resources.
Another drawback is that updating any component will

require redeployment of the entire project. The migration
process to serverless computing involves transferring the
legacy application code to serverless functions. This pro-
cess could be more efficient and functional in applications
with less size [76].
The key challenging aspect of migration is about

extracting the serverless computing from the monolithic
systems. There are several approaches to accomplish this
task, one of them is Lift and shift [205]. This technique
transfers the whole infrastructure to the cloud, however,
this method also brings the already existing problems
within the source to the destination. In [205] the authors
proposed toLambda to automatically refactor, test, and
deploy the monolithic applications (Java) into microser-
vices (AWS Lambda Node.js). While rebuilding the legacy
application from scratch is recommended for applications
that no longer depend on the existing cloud services [130].
However, not all applications are suitable for migra-

tion to serverless computing [76, 128]; therefore, the first
important aspect to be considered before rebuilding the
applications is whether it would save money [188]. For
such cases, newly desired features could be implemented
and added via serverless computing as an extension to the
current systems [128].
The other approach is to refactor the entire legacy code

into FaaS services. During the migration phase, it is cru-
cial to address the coupling of the systems not only in the
application logic but also in the databases, as more func-
tions will call the same database. However, migrating the
server-side while keeping the user interface could lead to
problems. Moreover, the client cannot obtain integrated
data by a single request. As the functions are decoupled
into smaller entities, the server is unable to aggregate data
from different entities. Thus, it is the client’s responsibility
to call the necessary entities to achieve this task [76].

Future directions of research (RQ10)
As the evolution of serverless computing is relatively new,
there are several research paths available to be focused on
as follows:

Function startup
One of the major research opportunities is overcom-
ing the cold start problem without affecting the pri-
mary feature of serverless which is scaling to zero
[160, 188]. The first call of functions needs initializing
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the required libraries, which will cause a cold start. To
bypass this, the computing resources will be warm for a
certain time. Hence, upcoming requests will be handled
faster. This could be performed via enhancing scheduling
policies and developing more accurate function perfor-
mance measurements [86]. Serverless providers follow
their approaches to keep the functions in the warm pool.
However, most of them are based on the number of
requests for a certain time. Thus, if a function is not called
frequently, it will suffer again from the cold start.
Very few studies such as [272] suggested a periodic

event scheduler for Kotless (a serverless framework for
Kotlin) which will trigger a list of warm functions every
few minutes. The authors of the study claimed that this
will reduce the cold start without bringing extra costs.
While in [233] argues that pre-warming methods are
unnecessarily using resources with idle containers. The
researchers are still working to avoid cold start by reduc-
ing high delayed function startups via optimizing compute
resources [11].
Recycling and rebalancing minutes and hours of idle

runtime is an expensive process for cloud providers.
Therefore, reducing the cold start penalties will help
cloud providers in the first place and hence customers.
The authors in [202] proposed FaaStest an autonomous
approach based on machine learning to capture the func-
tion call behavior and then dynamically select the optimal
ones. This technique could reduce the cold start by 90%.
They proposed a strategy to predict functions invoking
time and warming the function using fine-grained regres-
sion method [285]. However, overcoming the issue of
function startups is still considered as a research direction
to be more investigated.

QoS
Keeping a guaranteed QoS level in the software level
agreement (SLA) that describes the lower service level
offered by the service providers [166] is a major obstacle
for cloud providers to offer optimal performance met-
rics [167, 207]. However, serverless frameworks should
consider the objectives of both providers and users
[242]; customers and developers have none or little
QoS support over the functions [236]. In addition, the
auto-scaling feature lacks QoS guarantees. This lack of
QoS affects the performance of serverless applications.
Increasing response time leads to decreasing the QoS
level [207]. It also raises the cost of the service [236].
Therefore, achieving an ideal resource allocation man-
agement is a complicated and challenging task as sev-
eral objectives should be fulfilled together [209]. Hence,
providing more efficient QoS management of functions
by the auto-scaling is essential to be considered with-
out degrading the fault-tolerance features and increasing
the cost.

Pricing
Pricing is crucial for both customers and cloud providers.
However, there is a shortage in pricing models, as there
is an imbalance in needs between serverless providers,
developers, and service end-users [236]. The pricing
scheme for most cloud providers is based on the num-
ber of functions’ requests and execution time-the quantity
of consumed resources [123, 200]. Currently, FaaS is less
expensive when functions are bound to I/O than CPU.
Moreover, services that dynamically adjust resource con-
sumption are unable to predict the optical computing
technology. It is crucial to implement solutions that offer
cost-effective computing resources. FaStest reduced the
cost by 50% via learning the behavioral pattern of func-
tions using machine learning [202]. Price estimation has
a great impact on selecting the most optimal provider.
Therefore there should be more researches on developing
tools to predict the pricing in advance.

Legacy systems
Since the serverless emergence, researchers are work-
ing on the open question of how to decompose legacy
systems into FaaS without degrading performance [208].
Several works have been done on migrating to FaaS
[76, 130, 286]. The currently available automated tools
for migrating legacy code into FaaS are not fully practical
due to the remaining manual work that needs to be done
[17]. Therefore, finding optimal automatic migration solu-
tions for existing legacy systems is an interesting research
direction [130]. Moreover, research on tools for checking
whether a legacy system will fit the serverless paradigm is
a crucial line. Also, developing and enhancing automatic
and semi-automatic analysis strategies based on artificial
intelligence could be another future research field.

Debugging, testing, and benchmarking
The available tools for testing, debugging, and deployment
are immature, this prevents some developers from enter-
ing the serverless environment. The shortage of tools in
FaaS is a core problem, particularly the testing tools [17].
Moreover, most FaaS environments lack powerful local
emulation platforms for testing. Therefore, developers are
mostly depending on the server-side, which is expensive.
Developers need to be ensured about the adequate testing
tools before diving into the serverless world. A challeng-
ing aspect in benchmarking is the lack of information due
to the heterogeneity of the cloud provider data center:
hardware, software, and configurations [287]. Addition-
ally, benchmarking FaaS platforms should take advantage
of analyzing the cloud services, which lacks limited acces-
sible measurements and hidden modification of services
over time [55]. Thus, it is essential to have transparent,
fair, and standardized benchmarking tools available for
developers.
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Threats to validity
Several threats might impact the validity of the litera-
ture mapping studies. In this paper, popular instructions
and guidelines were taken into account to avoid threats to
validity as follows:

• Coverage of research questions: All up-to-date
research aspects of serverless computing might not
be included in this study. To overcome this threat,
the brainstorming was conducted by all the authors
in determining the most current research questions
in the area.

• Coverage of related papers: The process of obtaining
all the related studies in serverless computing cannot
be secured. In this study, various literature databases
were employed; moreover, the method based on
different terms and synonymous is followed by all the
authors in determining the related questions.

• Paper inclusion/exclusion criteria: The individual
bias and interpretation could affect the
implementation of the criteria. Therefore, to solve
this problem, the agreements of all authors were
considered in excluding or including a paper.

• Accuracy of data extraction: The individual
experience effects extracting the data, therefore
online meetings were conducted after the data
extraction process by each author. During the
meetings, the outcomes from each author were
compared with other findings to determine the
differences and reach a final consensus.

• Reproducibility of the study: Whether other
researchers could obtain similar outcomes of this
study is another threat. Thus, to address this, the
research methodology contains the well-explained
steps and actions conducted in this paper (as shown
in “Research methodology” section).

Conclusions
The contributions of the work presented in this paper
are threefold: (a) a methodical review of related litera-
ture on the topic of serverless computing, to address the
issue of the lack of compiling information on the state-
of-the-art of the field; (b) a comparison of the platforms
and tools used in serverless computing; (c) an extensive
analysis of the differences, benefits, and issues related to
serverless computing, to provide a more complete under-
standing of the topic. Given the fast evolution and growing
interest in the field, this survey focused on gathering the
most outstanding trends and outcomes of serverless com-
puting, as described by recent researchers. This survey
could significantly reduce ambiguity and the entry barrier
for novice developers to adapt to the serverless environ-
ment. Furthermore, the findings presented in this study
could be of great value for future researchers interested

in further investigating serverless computing. Finally, it is
worth mentioning that the interest that both commercial
and academic efforts fueled into studying, developing, and
implementing serverless tools in forthcoming years could
help maximize the potential that serverless computing
could bring to the IT community.
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