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Introduction
Internet of things (IoT) is growing fast in over the world [1–7]. In an IoT-based system 
for the autonomous vehicles, light detection and ranging (Lidar) sensors are often used to 
collect data of surrounding environments. Furthermore, in human-centric autonomous 
systems, robots also have several attached cameras and an inertial measurement unit-
global positioning system (IMU-GPS) sensor. In each frame, the Lidar sensor returns a 
point cloud that describes the terrain around the robot. The data from the Lidar sensor 
are transferred to a computer and split into two groups: ground and nonground. The 
first group includes ground points of terrain which a robot can traverse. On the other 
hand, the second group consists of nonground points which the robot cannot traverse 
such as cars, trees, walls, etc. If the terrain is sloping such that the autonomous robot 
cannot traverse it, the corresponding points are clustered into the nonground group. 
The segmentation of three-dimensional (3D) point cloud ground data is a fundamental 
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step that is extremely important for robot operation. Especially, ground cloud segmenta-
tion is a pre-processing step for many terrain reconstruction applications [8–10]. The 
ground segmentation result is used for recognizing objects, classifications, and feature 
extraction. Dealing with large datasets in real time and in urgent situations such as res-
cuing people in distress is a challenging task. This is why a fast and accurate ground seg-
mentation method is necessary for real-time autonomous systems.

In recent years, ground segmentation has become an important and challenging task, 
and is now the focus of considerable research. However, ground segmentation remains 
an open problem because of the complexity of the input data and the real-time require-
ments. Therefore, this paper proposes a fast and highly accurate ground segmentation 
method for 3D Lidar point clouds. The main contribution of this paper is to provide an 
infinitely faster ground segmentation approach than previous ones based on geometry 
features and distribution of points in each scanline. In addition, the proposed method 
also performs high accuracy in various terrains.

The remainder of this paper is organized as follows. The next section presents several 
related works. “Ground segmentation algorithm” section proposes the novel ground seg-
mentation approach. “Experiments and analysis” section summarizes the results from 
experiments. The discussion and conclusion are presented in “Discussion” and “Conclu-
sion” sections, respectively.

Related works
Numerous approaches have been used to segment 3D point cloud data. However, the 
discovery of a fast and accurate ground segmentation method is still a challenging task 
for real-time autonomous systems. We roughly categorize these techniques in relation to 
our present research as outlined below.

Typically, current object tracking approaches [11–13] segment objects on the ground 
from the background in a frame-by-frame manner using two-dimensional (2D) images. 
These approaches can be extended to enable segmentation with 3D images using large 
datasets such as 3D point cloud data. For example, a fully automatic approach for 3D 
point cloud segmentation [14] uses the ground segmentation results for detection and 
geometric modeling.

Wallenberg et  al. [15] proposed a purely color-based leaf segmentation using data 
gathered from a Kinect sensor. Their algorithm segments an RGB image (typically, the 
leaves on a plant from the background) from a color camera based on color and depth 
information. In [16], the authors proposed an active segmentation technique based on 
the depth and color information of RGBD images, but with the goal of tracking objects 
and keeping them in the center of the image.

Hernández [17] focused on the automatic detection and classification of artifacts 
located at the ground region. Although this method achieves good results on flat ter-
rain, it cannot be applied to sloping or rugged terrain. In [18], the authors described 
the segmentation of ground into flat and non-flat urban environments using local con-
vexity measures. Their results indicate good performance over a variety of terrain, but 
the computational cost of the algorithm means that this method cannot process data in 
real time. Cho [19] and Lin [20] proposed different ground segmentation approaches by 
dividing a point cloud dataset into smaller parts such as voxels or blocks. The results are 
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good in certain cases and their algorithms work well with all kinds of terrain but can be 
time-consuming. Douillard [21] proposed a set of segmentation methods designed for 
various 3D point cloud densities. Although this method achieves good results within a 
reasonable computation time, the dependency on sets of adjacent points (four neighbor-
ing points) for each calculation makes it time-consuming to build a terrain mesh and 
implement further computations. In [22], the authors introduced a new segmentation 
method based on scanline segmentation. This approach enhances the processing effi-
ciency of the massive amounts of data using GPU acceleration. However, this method 
only works well in urban areas.

Wellington et al. presented a method for a generative terrain model by exploiting the 
natural structure observed by the sensors [23]. Their model exploits a 3D spatial struc-
ture in outdoor domains and uses a set of noisy data to classify obstacles and estimate 
the ground height and vegetation height. To detect obstacles while supporting the 
ground estimation process, their model includes two Markov random fields, a hidden 
semi-Markov model (HSMM), and voxel models. Their approach models 3D structures 
efficiently in vegetation and smooth terrain using a 150 × 150 grid of 15-cm square voxel 
columns. Therefore, this method is computationally demanding. In [24], the authors 
proposed a region-growing algorithm based on an octree-based voxelized representa-
tion to extract segments and a separate process to refine the segmentation. According 
to their results, this approach performs particularly well in urban environments and is 
computationally efficient. Zhang [25] proposed a ground segmentation method by com-
bining a Markov random field with loopy belief propagation to update the ground-height 
probabilities and segmentation. Their algorithm can segment rough and steeply sloped 
regions with good results. However, this method cannot operate in real time because 
the average processing time of their algorithm is greater than 1 s. Therefore, this method 
cannot meet the twin requirements of real-time processing and good quality.

The fast ground segmentation method [26] has the ability to segment normal terrain 
accurately and efficiently. However, for complex terrain, this method becomes inef-
ficient. To overcome the issues discussed above and upgrade previous approach, we 
propose a novel segmentation algorithm that deals with a wide variety of terrain and is 
sufficiently fast for real-time operation.

Ground segmentation algorithm
In this section, a heuristic method is proposed using geometry features and distribution 
of points in each scanline. Point cloud data in each frame are segmented by consider-
ing both directions: vertical and horizontal. Figure 1 shows an example of a point cloud 
obtained in one frame. This figure also gives some examples of vertical and horizontal 
directions.

System overview

In this study, the data in each frame are segmented through a three-stage process. An 
overview of the main algorithm is illustrated in Fig.  2. In each frame, the 3D range 
sensor returns a point cloud. All points in the cloud are in local coordinates and the 
origin is the sensor location. First, the data from one frame are processed in the verti-
cal direction. Each point is assigned a temporary label: ground or nonground. In the 
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second stage, each scanline in the horizontal direction is processed. If an n-channel 
laser sensor is employed, we will obtain n scanlines in the horizontal direction. In 
horizontal direction, the resolution of the Lidar sensors is higher than that of ver-
tical direction. Therefore, the processing algorithm for the horizontal direction is 
totally different from the algorithm for the vertical direction. After the second stage, 
the data in both directions are processed. The label initially assigned to each point 
can be changed in the second and third stages. Finally, we obtain two groups: ground 
points and nonground points. After segmentation, all ground and nonground points 

Fig. 1 Example of a point cloud obtained in one frame

Fig. 2 Overview of the ground segmentation algorithm
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are converted to global coordinate using GPS-IMU data for further processing steps. 
The details of the main algorithm are described below.

Processing in the vertical direction

In the first stage, the fast ground segmentation technique described in study [26] 
is used. The algorithm is illustrated in Fig. 3. After receiving a local point cloud, all 
points are divided into vertical lines. All lines begin with a ground point at the scan-
ner location and end at the points in the furthest scanline. In theory, if an n-chan-
nel scanner is used, we obtain n points in each vertical line. Because we have added 
the ground point at the sensor position, the number of points is n + 1. In practice, as 
the robot moves, we will lose many points. These lost points occur when the laser 
line does not collide with any object, i.e., there is no signal feedback. In each vertical 
line, all start-ground points and threshold points are searched. The first start-ground 
point is always the first point of the vertical line, which is the ground point at the sen-
sor position. From this point, the first threshold point is determined by considering 
each pair of consecutive points. Next, we assign a ground label from the start-ground 

Fig. 3 Algorithm of the processing in vertical direction
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point to the next (threshold) point. After the threshold point, nonground labels are 
assigned until the next start-ground point is identified. These point labels are tempo-
rary, and will be reconsidered in subsequent stages.

Processing in the horizontal direction

In the second stage, each scanline is processed separately in three steps, as shown 
in Fig. 4. As mentioned above, if an n-channel Lidar sensor is used, we have n scan-
lines in each frame. Generally, the scanlines are circular. First, each scanline is divided 
into smaller “level-2” lines (see “Dividing a scanline into level-2 lines” section). 
Each “level-2” line contains a list of consecutive points in a scanline. This division 
is dependent on the distance between each pair of consecutive points. In the second 
step, all level-2 lines are classified and labeled, and reduce the number of types of line 
from four to two (see “Classification and labeling of level-2 lines” section). Each line 
is then either a ground line or a nonground line. Lines in which all points have the 
ground label are ground lines, and those in which all points have the nonground label 
are nonground lines. In the third step, each level-2 line is considered in relation to the 
other level-2 lines in the horizontal direction, and update the labels of any abnormal 
level-2 lines. If the label of a level-2 line changes, the labels of all points on the line 
change accordingly.

Fig. 4 Algorithm of the processing in horizontal direction
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Dividing a scanline into level‑2 lines

The method of dividing scanlines into level-2 lines is inspired by real-life observa-
tions. In the scanline, the distance between two consecutive points on a single object 
is less than the distance between two consecutive points on two different objects. 
Based on this observation, each scanline is divided into smaller lines.

The distance between two consecutive points in each scanline is calculated. If the 
distance is less than some constant minimum value dmin, we place both points on one 
level-2 line. Otherwise, the previous point is placed on the current level-2 line and 
the next point is assigned to a new level-2 line. The value of dmin depends on the type 
of Lidar sensor and number of channels of the scanline.

Classification and labeling of level‑2 lines

Each level-2 line is a set of points. There are four types of level-2 line. The first type 
contains only ground points, whereas the second type contains only nonground 
points. The third and fourth types contain both ground and nonground points. In the 
third type, the lines include separate and distinct ground and nonground parts. In the 
fourth type, the ground and nonground points alternate and are mixed together.

In the next step, the number of types is reduced from four to two. All lines of the 
first and second types are maintained. For the third type, we calculate the average 
height of all points in the ground and nonground parts in each level-2 line. Depending 
on the average heights, the third line type is splited into two cases: (i) If the difference 
between the average height of the ground points and the nonground points is less 
than hmin, all points in this line will be assigned the same label. The density of ground 
and nonground points are compared. If the ground points constitute the majority, all 
nonground labels are changed to ground labels. Otherwise, the nonground labels are 
maintained and the ground labels are changed. This produces a line that is of the first 
or second type. (ii) If the difference between the average height of the ground points 
and nonground points is greater than hmin, each line is splited into two smaller lines. 
The first line contains only ground points and the second contains only nonground 
points. For lines of the fourth type, the same adjustment method is used as for case 
(i) above. In general, the Lidar sensor data contain errors of a few centimeters. There-
fore, we define hmin so as to ignore the errors of the 3D range sensor.

Label updating based on point‑type distribution in horizontal direction

We now have two types of level-2 lines: ground and nonground. In the third step, 
the labels of the level-2 lines are adjusted according to the point-type distribution in 
the horizontal direction. This step incorporates Algorithm 1 and Algorithm 2. In the 
first algorithm, each pair of consecutive level-2 lines in each scanline is considered. 
Here, ni and ni+1 denote the number of points in lines  Li and  Li+1, respectively. An 
abnormal case occurs if  Li and  Li+1 have a similar average height but different types. 
In this case, the ratio of the number of points in  Li and  Li+1 is calculated. If the ratio 
ri is greater than some threshold rmax, there is a high probability that the next line 
 Li+1 is incorrectly labeled. Therefore, the type of  Li+1 should be changed. If 1 − ri is 
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greater than rmax, the type of  Li is also changed. After this step,  Li and  Li+1 have the 
same type.

In the second algorithm, each group of three consecutive level-2 lines is consid-
ered. The details of the adjustment are described in Algorithm  2. We must check 
two conditions: (i) Is the label of the center line different from the labels of the pre-
vious and next lines? (ii) Is the difference in the average height of the lines less than 
some threshold? If the answer to both conditions is yes for any group of three con-
secutive lines, there is a high probability that the center line is incorrectly labeled. In 
this case, the labels of all points on the center line are changed.
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Processing in both directions

In the third stage, all level-2 lines in both the vertical and horizontal directions are processed. 
The details are described in Algorithm 3. For each level-2 line L in scanline S, two level-2 
lines are created in the next and previous scanlines (the first and last scanlines are ignored 
in this step). From each point P in L, a corresponding point  PN is determined in the next 
scanline that has the same horizontal index as P. Then,  PN is placed in  LN. In the same way, 
we find  PP in the previous scanline and place it in  LP. It is not always possible to find  PN or 
 PP if they are lost points. Algorithm 3 calculates the gradient between L and  LN. This func-
tion finds the center point of each line and identifies an angle gn by calculating the gradient 
between the two center points. A maximum angle gmax is defined. The gmax value represents 
the maximum slope which robot can traverse. If gn is less than gmax and L and  LN have dif-
ferent types, there is a high probability that L or  LN is incorrectly labeled. To make a more 
accurate decision, the previous line  LP is considered. If the current line L is determined to 
be incorrectly labeled, the labels of all points in L are changed. Alternatively, if  LN is found to 
be incorrectly labeled, we change its label to match that of L. After this stage, all labels of the 
points in the current frame are fixed to either ground points or nonground points.

Experiments and analysis
We implemented experiments to verify the proposed ground segmentation method 
both in qualitative and quantitative terms. Moreover, several state-of-the-art meth-
ods were used for comparison to demonstrate the effectiveness and high quality of the 
proposed approach.
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Experimental method

For the experiments and analysis, datasets captured from a Lidar sensor (Velodyne 
HDL-32E, Velodyne Inc., Morgan Hill, CA, USA) were employed. The first dataset 
was obtained from a simple, flat terrain. The second dataset was obtained from slop-
ing terrain, and the third dataset was taken from more complex regions. To evaluate 
the quantitative results, a set of ground truth data was constructed. For each dataset, 
we ran the proposed method and fast ground segmentation method [26] and com-
pared the results. We also compare the performance with other done methods using 
Velodyne HDL-32E sensor. The experiments were conducted using a PC equipped 
with an Intel Core i7-6700 3.4  GHz CPU and 16  GB RAM. We set dmin = 20  cm, 
gmax = 30°, hmin = 10 cm, and rmax = 0.7 according to the capabilities of the robot and 
sensor. For the first stage, the same parameters as the experiments reported in [26] 
were used. These values are not dependent on the features of the terrain. For other 
robots or Lidar sensors, different values can be chosen.

Experimental results

All experiments produced favorable results on both the simple and complex terrain. 
Figure 5 shows the results from one frame of the flat dataset segmented at a cross-
roads (red and blue points represent ground and nonground points, respectively.). 
The flat terrain contains cars, pedestrians, lampposts, and trees. Figure  6 demon-
strates the results for the sloped terrain. The sloped terrain includes many trees on 
both sides of the robot. The results on sloped and bumpy terrain are shown in Fig. 7. 
The sloped and bumpy terrain also contains many trees and bushes. Figures  5a, 6a, 

Fig. 5 Qualitative comparison of segmentation results on flat terrain
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and 7a show the results given by the fast ground segmentation method. Figures 5b, 
6b, and 7b show the results given by the method proposed in this paper. For each 
type of terrain, the proposed method outperforms the previous ground segmentation 
method. The results of fast segmentation method contain several errors. Sometimes, 
the ground parts were determined as nonground ones. The areas in which the seg-
mentation performance is superior are marked by green rectangles. By using the pro-
posed method, the flat and sloped roads are well segmented and defined as ground, 
and humans, trees, walls, lampposts, and cars are identified as nonground points. In 
addition, Fig.  7 shows the perspective view of variable terrain. The terrain contains 
both sloping and undulating mountain roads, but the segmentation results meet our 
expectations.

Experimental analysis

Table 1 compares the processing time of the proposed method with that of other meth-
ods using the same Velodyne HDL-32E sensor. Each frame of data contains approx-
imately 60,000 points, and the proposed algorithm required an average of 6.9  ms per 
frame. The method proposed here is slightly slower than that in fast ground segmenta-
tion method, which averages just 4.7 ms, but the difference is not large. This suggests 
that the proposed technique could process 145 frames per second (fps). The Velodyne 

Fig. 6 Qualitative comparison of segmentation results on sloping terrain



Page 12 of 14Chu et al. Hum. Cent. Comput. Inf. Sci.            (2019) 9:17 

HDL-32E sensor captures data at 10 fps. Therefore, the segmentation system works well 
in real time, as it operates 14.5 times faster than the sensor.

To analyze the accuracy of the proposed method, we compared our results with the 
ground truth data. We also compared the results by calculating the true positive rate 
(TPR) of each method. The results are presented in Table  2. In flat and sloping ter-
rain, the proposed method performs slightly better than the fast ground segmentation 
method [26]. However, over complex terrain, the new method is significantly better, with 
an improvement in accuracy of approximately 18%.

Fig. 7 Qualitative comparison of segmentation results on sloping and bumpy terrain

Table 1 Comparison of average processing time per frame

Method Average processing 
time per frame (ms)

Fast ground segmentation [26] 4.7

Voxel based ground segmentation [19] 19.31

Loopy belief propagation based ground segmentation [25] 1000

Proposed method 6.9
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Discussion
The experimental results demonstrated that the proposed method could well separate 
ground and nonground from a 3D point cloud at high speed. The proposed method can 
be applied to the autonomous robots and remote-controlled systems. For examples, the 
object detection and tracking applications can be performed from nonground part. Fur-
thermore, we can reconstruct the 3D scene in real time by applying different methods 
for the ground and nonground. In future work, we will modify the proposed ground seg-
mentation method to improve quantitative quality on various datasets.

Conclusion
In this paper, we proposed a novel ground segmentation method for Lidar point clouds 
that uses local coordinates to deal with each received data frame. The core ideas of this 
method are that the point cloud is not only processed along each vertical scanline, as in 
previous research, but along each horizontal scanline and in both directions simultane-
ously. The experimental results using this extended method indicate that our approach 
is fast and effective over both simple and complex terrain. In future work, we will extend 
the proposed method to other, more complex terrain types, and will further enhance the 
quality of the algorithm.
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Table 2 Quantitative results using ground truth data

Terrain Total number 
of frames

TPR of fast ground 
segmentation [26] (%)

TPR 
of proposed 
method (%)

Flat 47 94.61 94.71

Sloping 84 91.25 91.60

Sloping and bumpy 286 63.14 81.10
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