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Introduction
Audio signal as the most important medium of human communication contains lots of 
information, so how to automatically detect some important area is the subject of atten-
tion by researchers from different fields. Different audio signal heard by human ear may 
cause our different level attention, and the processing of sounds heard by human ear 
is a series of complicating actions which are carried out to filter some information and 
the important content will be noticed by us in our daily environment. Both involuntary 
perception and voluntary perception are two modes of hearing the sound, the voluntary 
perception as a purposeful physiological behaviour based on prior knowledge and pre-
vious experience can help us clearly hear the sound in a very noisy environment, and 
the involuntary perception relies on the external environment and directly caused by a 
difference sound from the surrounding sound will give rise to pay more attention to the 
different sound in our environment. If we walk in a quiet park, a loud voice will immedi-
ately attract our attention. With no doubts, audio attention computational model used to 
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extract the concerned areas of the signal will reduce the workload of processing signals, 
and has practical value for the artificial intelligence audio field.

The interest area of audio signal can be determined by the degree of the audio atten-
tion, and there are two types of audio attention models commonly used: top-down audio 
attention model and bottom-up audio attention model [1]. Top-down attention audio 
is a goal-driven task-based process which prior knowledge and past experience will 
learn to focus attention on the scene of the goal [2]. Bottom-up model built on char-
acter of audio signal is a fast frequently-used detection model, which main method is 
to calculate the degree of the audio attention by analysing some audio characteristics, 
and the bottom-up model is more suitable for engineering applications [3]. The study of 
audio attention was inspired by a summarization of video. In the early 1998, the ideas of 
extracting the primary visual features were introduced to help to produce video summa-
rization for the first time [4]. And then a hearing saliency map based Itti’s method was 
proposed by Kayser to extract contrast characters of intensity, duration and frequency 
from the Fourier spectrum of audio signal in multi-scale, and construct a bottom-up 
audio saliency map [5]. After this, more and more researchers have begun research on 
the field of audio attention.

Rencently, audio attention model based on image saliency algorithm has become 
mainstream and usually extracts time domain features and frequency domain parame-
ters to get an image attention map [6], but did not consider the mechanism of the human 
brain on paying attention to some occurred events in our real environment. With time 
going by, a high degree of our attention to one occurred event will gradually decrease, 
and when this event finished we will not immediately lose this attention. Due to our 
continuity and attenuation characteristics of attention, the short interval between two 
events can easily absorb our attention in the time dimension and our attention is also 
constantly changing. For example, we not only pay attention to a single word of a sen-
tence, but also pay attention to the interval between each word. Thus, in our real envi-
ronment, the current audio attention model can’t accurately represent the attention 
mechanism (continuous characteristics and attenuation characteristics).

The purpose of this paper is to explore a better computing model for auditory system 
based on fewer characters.The calculation of attention is a very complicated process, 
which needs to consider the complexity of the algorithm and the auditory characteristics 
associated with the human auditory system. In order to get a more accurate and faster 
model, we have carried out a lot of related work. The first thing we did in the research 
was to reduce the complexity of the algorithm, so we used the information entropy 
correlation processing method to performance the information, and the last thing we 
did was that we used statistical correlation methods to reflect the relevant characteris-
tics of the audio signal. Firstly, we expect to get satisfactory results only by processing 
the audio channel, but the accuracy and adaptability of this audio channel need to be 
improved. We considered that the image processing methods are widely used in audio 
signal processing field. we finally introduced the image channel and then combined the 
results from the audio channel and the image channel. A low computational complex-
ity calculation model was proposed based on information entropy of two channels and 
EMA in this paper. Using different train sample sets, the simulation experiment result 
demonstrates that this model not only can detect the attention event, but also reflect 
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the mechanism of human brain, and we also found that the attention value changes 
smoother than Kayser calculation model in the time dimension.

The remainder of the article is organized as follows: “Related work” section is the lit-
erature survey, investigating the current development of this topic. “Mechanism of 
audio attention” section presents some basic principles of this paper. In “Computational 
method” section, the proposed methodology is described in detail. In “Experiment and 
result analysis” section, the experiment will be conducted. Finally, in “Conclusion and 
future work” section, we summarize our study and conclude the paper and directions for 
future work.

Related work
Attention is a concept of neurobiology. As early as 1890, psychologist James first pro-
posed the theory of human attention and laid the theoretical foundation of the human 
attention [7]. Since then, many researchers have conducted relevant research on the 
attention model from the perspective of visual attention on the basis of psychological 
theory. In the early 1998, Itti of the University of Southern California made a pioneering 
study on the selection and transfer mechanism of visual attention and proposed a visual 
attention model [4]. In this model, a set of underlying features (such as color, brightness 
and orientation) are extracted to calculate the saliency maps of each feature, and then 
the combined saliency map can reflect the area with a large degree of attention is used as 
the area of interest.

At the beginning, the research on the audio attention model is mainly about the bot-
tom-up calculation model, which calculation usually extract the time domain character-
istic parameters of the audio signal and finally merge the saliency maps of each feature. 
Cai et al. [8] constructed a wonderful audio attention model for TV programs, which cal-
culates the likelihood degree of laughter, applause and cheer in the audio signal, and then 
measures the product of likelihood and short-term average energy. In order to improve 
the accuracy of the attention calculation model, some researchers usually extract more 
types of features from the audio signal. Ma et al. [9] draw attention curves by short-term 
average energy and short-time energy peaks, and Liu builds an audio attention model by 
weighting the short-term average energy and the proportion of peak energy [10].

Another attempt to improve the accuracy for detecting the interest area of audio signal 
is through frequency domain feature. Kayser proposed an audio attention computational 
model based on extracting contrast characters of intensity, duration and frequency from 
the Flourier spectrum in multi-scale to construct a bottom-up audio saliency map [5]. 
Zheng extracted audio features including short-term average energy, pitch, the average 
zero-crossing rate in his audio attention computational model to represent the strength 
of sounds, the sharpness of speeches and the degree of the urgency of audio [11]. Wang 
divided the audio signal into sub-frames to calculate the short-term energy, then, basing 
on the characteristics of auditory stream, energy spectrum of each channel was time-
domain filtered in different scales through Gaussian filter groups and the auditory sali-
ency map finally was achieved by linear combination of each frequency channel saliency 
[12].

There are many models of detecting audio attention referred to the image saliency 
algorithm [12–14], and some researchers also have explored other audio attention 
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models based on the top-down models in recent years. In 2016, a significant amount 
of research based sparse dictionary has been proposed in this top-down model, which 
highlighted the structure characteristics of noisy acoustic signal, and the attention map 
could achieve selective attention for certain signal [15]. At the same time, Hang con-
structed an attention degree calculation model based on spatial clue time domain gradi-
ent, which solved the attention detection under the fast changing sound source [6]. And 
then, Lv proposed a bottom-up and top-down combined auditory attention degree cal-
culation model based on sound source azimuth characteristics and neural network [16].

Mechanism of audio attention
The structure and function of the human air

The sound we heard is processed by multiple complex organs in the human ear. The 
sound waves collected by the auricle and transmit to the middle ear through the exter-
nal auditory canal, finally this waves can cause the vibration of the tympanic membrane. 
These ossicular chains conduct sound from the tympanic membrane to the inner ear, 
which has been known as the labyrinth. The different positions of the basilar membrane 
in the cochlea resonate with multi-frequency sound wave. Thousands of hair cells sense 
the mechanical vibration and convert vibration to electrical signals which are communi-
cated via neurotransmitters to many thousands of nerve cells.

The cochlea is a core transducer component for sound. Anatomical studies have 
shown that the cochlea has many important tissues, including the scale vestibule, basilar 
membrane, organ of Corti, and auditory nerve. The different frequencies wave of sound 
brings out the maxima amplitude on the basilar membrane where the different positions 
correspond to different optimal frequencies. when the electric potential can saturate 
when the stimulation intensity reaches a certain level, the inner hair cells show a phe-
nomenon of half-wave rectification to the stimuli. In addition, the cell membrane has a 
low-pass filtering characteristic which phenomenon is that the electric potential causes 
the internal potential AC decreases with the frequency increased [17]. The processing of 
auditory peripheral simulates the characteristics of the basilar membrane and the inner 
hair cells aims to implement some pre-treatments: audio frequency allotment, half-wave 
rectification and audio non-linear frequency compression.

The character of bottom‑up attention model

The mathematical concept of the audio attention is how much degree of human atten-
tion on an area of a sound calculated by some model. Audio attention model can be 
divided into two principles, one is a top-down model, and another is the bottom-up 
model. Bottom-up is a saliency-driven approach that relies on a series of characters of 
sound signal and can make us unconsciously focus on a high-pitched or high-loud part 
of a sound in a particular scene, and top-down based on prior empirical conditions is a 
purposeful task-dependent mechanism which can make us clearly hear the other party’s 
talking at a noisy cocktail party.

Bottom-up audio attention directly caused by the environment is the most suitable 
model for developing real-time process system [3]. There are many environmental fac-
tors to do with our ear and many factors might attract us in our actual environment. For 
example, a loud or fast-paced sound can easily attract us in a quiet environment, and we 
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can also pay attention to a fast-moving sound in a noisy environment, which cause inten-
sity and time of our binaural sound are difference. At present, the area of audio attention 
can be got by simulating the characteristic of auditory bottom-up attention, including 
the short-term average energy, average zero-crossing rate, binaural intensity difference 
(ILD), and binaural time difference (ITD) of speech [18, 19]. In our real world, some fea-
tures of a sudden sound can immediately attract our attention for a while, and this pro-
cess is shown in Fig. 1. The auditory system of us usually has a high degree of attention 
to the events that occurred a while ago, and the degree of our attention will gradually 
decrease as we gradually adapt to the environment. At the same time, the short interval 
between events can also attract us, because there has a certain relationship between two 
events in the time dimension. So, we find that the audio attention to a certain audio sig-
nal usually has two characteristics, one is attenuation and another one is continuity.

Computational method
The framework of calculation method for attention

The proposed computational method based on information entropy of two channels 
and exponential moving average (EMA) correctly simulate the trigger mechanism of the 
human auditory system and the persistence of the attention process. Information entropy 
is an important concept used to represent the average rate at which information are pro-
duced in information theory. It has a large value of audio information entropy that an 
audio signal has the prominent feature: including a high short-term average energy, high 
average zero-crossing rate, high binaural intensity difference, or short binaural time dif-
ference. Compared with other models use many features of audio signal, this attention 
model based information entropy can avoid the complexity of multi-feature calculation, 
and has a good detection accuracy through relevant experimental verification in this 
paper. The block diagram of the calculation model in this paper is shown in Fig. 2. We 
first use a set of Gammatone filters and Meddis inner hair cell model to perform audi-
tory peripheral process on audio signals. And then we set two channels to get the local 
entropy, the image channel based image saliency method firstly gets spectrum map which 

Fig. 1  An illustration of the audio attention processing. The signal waveform marked in red has three-stage 
signal that represents three attention events triggered by some environment factors, and the begin of 
three events marked in green can immediately cause high value of attention, but this process will gradually 
decrease. on the other hand, the intervals between some events can also attract us a period of time, the 
change in attention values marked in blue
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contains the frequency, time and loudness information, owing to some information of 
the initial spectrum map isn’t clear, the image should be converted to grayscale image 
and enhanced to get a clear greyscale image which can be processed by correlation cal-
culation to obtain local entropy of image channel. In order to get an effective algorithm 
about audio attention, the other calculation channel is the audio calculation channel, we 
firstly frame the speech signal and then calculate the local information entropy value of 
each frame. The local entropy obtained through the audio channel and the image chan-
nel should be linearly merged, and the auditory attention can be calculated by an EMA 
model, which can make full use of the characteristics of the audio signal to reflect the sus-
tainable and attenuation features of the human attention mechanism in time dimension. 
Finally, we can determine the area-of-interest of audio signal by the degree of attention.

The computational model of auditory periphery

In order to simulate the process of sound signals from the basilar membrane to the 
cochlear nucleus, the frequency selectivity of the basilar membrane is simulated by a 
set of bandpass filter banks to extract some sound parameters. At the same time, we 
simulate the generation and transportation of neurotransmitters in the hair cell-audi-
tory nerve fiber fissures through the inner hair cell and auditory nerve protrusion model. 
The computational model of auditory periphery realizes the splitting of the audio signal 
according to different center frequencies, half-wave rectification and non-linear com-
pression. At present, the bandpass filter group for auditory peripheral processing mainly 
include Mel filter group and Gammatone (GT) filter bank , and the Mel Frequency Cep-
stral Coefficients (MFCCs) is widely used but MFCC is sensitive to noise and has poor 

Fig. 2  Schematic illustration of the audio attention computational model. a is the framework of this model, 
and the calculated local information entropy of two channels is linearly merged into one-dimensional vector 
and then process by EMA correlation processing. The model utilizes two channels to extract more valid 
information about auditory attention, and the EMA correlation processing represents in b can reflect the time 
dimension characteristics of audio signal
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noise resistance. Some researchers have proved the superior noise immunity of the GT 
filter banks using the GT filter banks instead of the Mel filter banks, which has a certain 
inhibitory effect on Gaussian white noise and additive background noise [20, 21]. Finally, 
the next model of auditory periphery used the Meddis model [22, 23] to describe our 
inner hair cells and auditory nerve projection.

The Gammatone filter bank to simulate basilar membrane

The cochlear-like map obtained by the GT filter banks is compared with the ordinary 
spectral map, the low-frequency resolution of cochlear-like map is better than the high-
frequency resolution of it [24]. The impulse response of the GT filter can be considered 
as a Gamma function multiplied by a cosine signal, and the time impulse response for-
mula is shown in formula (1). The value of N is the number of the filter, the parameter t 
is the time of audio, n denotes the center frequency of the filter, φ is the starting phase, 
α is the order of the filters, A is a constant. The equivalent rectangular bandwidth (ERB) 
is a psychoacoustic measure of the bandwidth of the auditory filter at each point along 
the cochlea, in the case of n = 4 and b = 1.1019 times, the ERB can represent the human 
auditory filter [25]. For convenience, we set A = 1 and φ = 0 [26].

in this paper, we set N = 25 , and the final result of the GT filter banks can be formulated 
as

where * is the convolution, y(n, t) represents the filtered signal, and s(t) is the input audio 
signal. The frequency responses of the Gammatone filters are represent by g(n, t).

The Meddis inner hair cell model

The inner hair cell is a transducer element of the cochlea which function is responsi-
ble for converting the mechanical vibration of the basilar membrane into a potential 
within the cell membrane. The audio signal filtered by the GT filter banks is processed 
by the inner hair cell mathematical model, and The functions of this model are half-wave 
rectification, non-linear compression and adaptive adjustment. The Meddis model is 
a commonly used in many auditory peripherals composite model. The permeability of 
membrane changes with the instantaneous sound intensity of sound waves, the Neuro-
transrmtter penetrates from Pool to Cleft through the cell membrane, the part of Neu-
rotransrmtter in Cleft was collected into the Pool through the reprocessing store, and 
the other part Neurotransrmtter can be freely lost, and the Factory in the inner hair cells 
was also constantly making Neurotransrmtter to supplement the depletion.

The Meddis model describes the generating, transmitting and diffusing processing of 
converting acoustic signals into potential signals, and this mathematical model is simple 

(1)

g(n, t) = Atα−1e−2πBt cos(2π fn + φ)u(t), t ≥ 0, 1 ≤ n ≤ N

B = b× ERB(fn)

ERB(fn) = 24.7×

(

4.37×
fn

1000
+ 1

)

(2)y(n, t) = s(t) ∗ q(n, t)



Page 8 of 16Liu et al. Hum. Cent. Comput. Inf. Sci.             (2019) 9:7 

and easy to implement on a computer [27]. The differential equations describing the model 
are shown below:

where the osmotic pressure of the cell membrane is k(t). The s(t) is the output of the 
basement membrane, and A, B, g, y, x, l, r are constants. The c(t) determines the prob-
ability of nerve fiber activity, which is represented by h. The result of Meddis model is 
computed as Eq. (4).

The two channels of getting local information entropy

The audio attention model generally calculates a significant attention area by linearly com-
bining multi-dimensional features of the signal. In this paper, the signal is processed by 
the image channel and the audio channel to get the local information entropy, which can 
make up for the incomplete defects of the single channel calculation model, and the related 
experiments we did also prove that the model of combining two channels can improve the 
accuracy of our attention extraction.

The audio channel processing

The audio processing channel is mainly to frame the audio signal, normalize the amplitude 
and finally calculates the local information entropy. the information entropy is the average 
rate at which information are produced by a stochastic source of data. If a random signal has 
a high short-term frequency and uneven energy, the value of information entropy will be 
larger. On the contrary, the information entropy value of a uniform signal is lower. The signal 
perceived by the human ear are rarely stable in our actual environment where the character-
istics of frequency or loudness have a certain range of changes, and have a higher value of 
the information entropy. Due to the value of the audio signal amplitude is normalized within 
− 1 to 1, we divide the interval from − 1 to 1 into n consecutive cells, such that a vector 
Y = {y1, y2, . . . , yn} of this interval. The information entropy of each frame can be given by

(3)

k(t) =

{

A+s(t)
A+B+s(t)g , A+ s(t) ≥ 0

0, A+ s(t) < 0

dq(t)

dt
= y(1− q(t))− k(t)q(t)+ xw(t)

dc(t)

dt
= k(t)q(t)− lc(t − rc(t)

dw(t)

dt
= rc(t)− xw(t)

(4)V (t) = h · c(t)

(5)

H(k) = −

n
∑

i=1

pi log pi

pi =
count(yn)

∑n
i=0 count(yn)

, yn = [−1, 1]

Haud(t) =

t
∑

k=0

H(k)
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where the H(k) is the value of this information entropy. The pi is the probability of the 
amplitude in the yn interval. The count(yn) is the number of discrete points in the yn 
interval and we set n = 20 . Finally, Haud(t) is the result of the audio channel processing 
about getting local information entropy and t is time.

The image channel processing

The main purpose of image channel processing is to obtain a high attention area on the 
spectrogram where we can get some information different from the audio channel. This 
channel uses the image saliency correlation algorithm to calculate the local information 
entropy of the spectrogram, and the first thing we need to do is to get the spectrum of 
the one-dimensional audio signal with a bank of band-pass filters. A spectrogram is a 
visual representation of the sound signal as signal vary with time, and a common format 
of audio signal is a graph with two geometric dimensions: one axis represents time, the 
other axis is frequency, a third dimension indicating the amplitude of a particular fre-
quency at a particular time is represented by the intensity or color of each point in the 
image. Here the spectrogram is defined as Spec(t) where t is the time of the audio signal 
and Spec(t) is in RGB domain, the next calculation of the image channel is described by:

where Spec(t)Gray is the grayscale image associated with the spectrogram in RGB 
domain ( Spec(t)R stands for red, Spec(t)G for green and Spec(t)B for blue). In order to 
deal with the grayscale image and get more useful and clear information from this image, 
we enhance the visual representation of grayscale image, we formulate the process as the 
following equation:

where Eh(t) is the enhanced image, and contrast is the contrast degree of improving the 
image quality, mean(Spec(t)Gray) denotes the average value of Spect(t)Gray which calcu-
lated by Eq. (6). The internal computing process of this channel is formulated by:

where H(t) is array, where each output pixel contains the entropy value of the 9-by-9 
neighborhood around the corresponding pixel in the input image. f(i) is the number of 
times that a pixel with a gray value of i(i ∈ [0, 255] ) appears in a 9-by-9 neighborhood. Pi 
is the probability value, and we set N = 9 . Finally, the local entropy value of the image is 
calculated to one dimensional entropy, and the process can be defined as:

(6)Spec(t)Gray =
(299× Spec(t)R + 587× Spec(t)G + 114 × Spec(t)B)

1000

(7)Eh(t) = mean(Spec(t)Gray)+
(Spec(t)Gray −mean(Spec(t)Gray))

contrast
100

(8)

Pi =
f (i)

N 2

H(t) = −

255
∑

i=0

pi log pi

(9)Himg (t) = mean(H(t))
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where Himg (t) is the value of the local information entropy that is one-dimensional vec-
tor calculated by averaging the columns.

The exponential moving average (EMA) correlation process

In statistics, a moving average(MA) is a calculation to analyze data points by creating series 
of averages of different subsets of the full data set, it commonly used with time series data 
to smooth out short-term fluctuations [28]. The EMA is a type of MA that places a greater 
weight and significance on the most recent data points, and its principles are the same as 
the human auditory system which give more attention to what happened in the near future.

The EMA for a series audio signal can be formulated as

where the h(k) is the value of the information entropy. EMA(k, n) is the value of the 
EMA at the nth frame, and the different values of n will represent the different scales 
of calculation, which smaller n-value reflects short-term trends in information entropy. 
The coefficient a is related to n.

In this paper, the short-term exponential moving average is expressed by EMA(k , sn) , 
the long-term exponential moving average is expressed by EMA(k , ln) , the value of the 
coefficient sn and ln is rated with the duration of the audio. In the same coordinate sys-
tem, when the short-term exponential moving average line upward through the long-
term exponential moving average line, it represents the information entropy value 
increased in the short-term audio signal, which can be considered as the beginning of an 
event with high degree of attention. And when the short-term exponential moving aver-
age line down through the long-term exponential moving average line, it represents the 
information entropy value reduced in the short-term audio signal, which is the sign of 
the human auditory system lose attention to this event. The calculation about differential 
EMA can be defined as

where dif is the difference between short-term EMA and long-term EMA and the higher 
value of dif indicates a higher attention to this time. The values of dif greater than 0 
mean that we can confirm this frame with high attention, on the other hand the values of 
dif less than 0 mean that this frame can’t attract our attention. We also can illustrate dif 
with the column chart that displays data as vertical bars, and there are some segments 
on the column chart which attention is different from around (the sign of the dif value is 
different from the front and back segments) and relative length of time is very short, so 
we must deal with these segments to keep the sign of the dif same with the surrounding 
segments. Namely, we have the following fact

where dif (k)deal is the result of process that some segments have fused. The calculation 
about the degree of attention is shown in formula (13) where attention(k) represents the 
degree of attention of the kth frame.

(10)
EMA(k , n) = h(k) · a+ EMA(k − 1, n) · (1− a)

a =
2

n+ 1

(11)dif (k) = EMA(k , sn)− EMA(k , ln), ln > sn

(12)dif (k)deal = seg_ful(dif (k))
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Experiment and result analysis
To evaluate the performance of our audio attention computational model, we conducted 
three experiments including different audio signals, and the number of GT filter chan-
nels is 25 in three experiments. The first two experiments are mainly used to verify 
whether the model can well reflect the continuous characteristics and attenuation char-
acteristics and the last experiment is designed to verify the extraction accuracy of this 
model. We compared our model with the Kayser model in the first two experiments and 
the region of interest obtained by this model was compared with the actual area of inter-
est obtained by subjective test in the third experiment. The implementations are all from 
the publicly available sources. The experiment is developed under the PC condition 2.50 
GHz of Intel Core i5-3210M CPU and 8G RAM.

Artificial sinusoidal audio signal

We constructed a 2 s audio signal which the first segment is muted in 0 to 0.5 s, then 
the second segment is a mixed sinusoidal signal with 100 Hz in 0.5 to 1.5 s, and the last 
segment is also silent. This signal is called signal one, and the difference between our 
attention calculation model and the Kayser calculation model for detecting signal one is 
shown in Fig. 3.

The sinusoidal signal portion in Fig. 3a is the interest area that this model needs to 
detect. The attention graph calculated by Kayser model has some obvious bouncing 
points at the beginning and end of the sinusoidal signal in Fig.  3b and the value of 
attention remains unchanged at the middle portion, which phenomenon is similar to 

(13)attention(k) = EMA(dif (k)deal , 0.1(ln − sn))

Fig. 3  An illustration of waveform and attention graph of signal 1. The region marked in red is the area 
of interest and marked in orange is the non-interest area in d. In contrast to Kayser model which extracts 
contrast characters from the spectrum of audio signal in multi-scale, the proposed attention model based on 
information entropy and exponential moving average smooth reflects the value change of audio attention in 
the time domain
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the results of the Kayser model in other researcher’s experiments [14]. As one of the 
classic models, the Kayser model can detect the start and end points of sinusoidal sig-
nals well, but the attention value obtained by the model remains almost unchanged, 
which does not consider the trend of attention degree with time.

There are two trend lines of short-term and long-term EMA in Fig.  3c, the long-
term marked in green is more stability than short-term marked in orange, and the 
difference of these two lines can reflect the attention of signal 1. We can be seen from 
Fig. 3d that the value of the proposed model is smoother than Kayser model, and pre-
sents a trend of firstly increasing and then decreasing in the time dimension, which is 
similar to the continuous characteristics and attenuation characteristics of the human 
auditory system. Both the Kayser model and the model of this paper can accurately 
detect the sinusoidal signal in signal one, and can quickly detect the starting point of 
this signal, but our calculation model compared with Kayser has a slightly delay at the 
end of this sinusoidal signal.

Audio signal of THCHS‑30 corpus

In order to verify the effectiveness of the model for the detection of interest region in 
a real voice scene, an audio signal of THCHS-30 corpus experiments is also carried 
out. The THCHS-30 corpus [29] of a free Chinese speech database is that an open 
Chinese speech database published by Center for Speech and Language Technology 
(CSLT) at Tsinghua University. As shown in Fig. 4, this model has a better effect on 
the actual environment.

We can see the irregular waveform in the Fig. 4a where there are three main audio 
parts, and other parts of the waveform are flat. The attention graph of Kayser model 
can roughly reflect the waveform of audio D32_892, but the shape of attention wave-
form also has some obvious bouncing points. The signal 2 is an audio signal in a real 

Fig. 4  An illustration of waveform and attention graph of THCHS-30 corpus. a Is a waveform of a piece audio 
numbered D32_892 and the line marked in orange is the short-term EMA and another line marked in yellow 
is the long-term EMA in c, and the region marked in red of d is the interest of region
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environment including some noise, which can affect the accuracy of our experimental 
results. We can see from the attention map of Kayser model that the anti-noise per-
formance is not very good, and the model of Kayser can’t fully find out the area with 
high attention.

There are two lines of EMA to show real-time changes in attention, and the line of 
long-term EMA is relatively smooth to another line marked in orange. The final attention 
graph of this model is showed in Fig. 4d where there are two categories color which one 
marked in red is a region of concerns, and the introduction of the exponential moving 
average correlation algorithm also makes the obtained attention value smoother. Com-
pared with Kayser model, the results generated by the proposed method provide much 
better continuous characteristics and attenuation characteristics, so it can improve the 
performance of audio attention computational. This model makes full use of the feature 
information between image and audio, and it can also smoother display the value change 
of the auditory attention map in an actual environment.

The accuracy evaluation of testing result

In order to verify the accuracy of the attention model in the actual environment, we 
select the 20171207 issue of the talk show “Tonight 80’s Talk Show” and the 20170321 
issue of the talk show “The Ellen DeGeneres Show”, which has less background music 
and manual editing than other video sounds. We intercepted the audio from 15′40″ to 
19′00″ in the first talk show as a talk show 1 and another talk show which intercepted 
from 35′15″ to 38′10″ as a talk show 2, the content mainly includes some of the calm or 
passionate speech by the host, and some cheering applause from the audience. The cal-
culation result of detecting these talk shows is shown in Fig. 5.

We can see from the Fig. 5a1, b1 that the waveform of the two audio signals are so 
disordered that we can’t directly know which region is the interest area. The long-term 
exponential average line has a small fluctuation, and the short-term exponential moving 
average shows more obvious down-traversing and up-traversing phenomena with the 
attention event occurring in Fig. 5a2 , b2. In order to verify the accuracy of the results of 
this model, we did some subjective test and manually recorded the highlights of the talk 
show with the Audition software. To compared the area detected by this model with the 
manually recorded area, we use the full-rate indicator to quantitatively judge the accu-
racy of this calculation.

It can be seen from Table 1 that talk show 1 has eight segments which contain laughter 
or hand-clapping and the talk show 2 has six segments of interest. Owing to the less 
noise of talk show 1, there have a relatively good accuracy for this proposed model, and 
in the talk show 2, the time block of automatic detection has a slightly delay, so we could 
add additional time region which locates before the detected time block in production 
environment to improve the accuracy. The reason why the event of category 1 failed to 
be detected is that the attention event is short and the playback shows that the amount 
of laughter of this clip is small. There are 43.1  s about the interested time and 28.4 s 
about the total extraction time detected by this model in the talk show 1, so the accuracy 

(14)Accuracy =
Lenth of Automatic Time

Lenth of Manual Time
× 100
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about the talk show 1 is 84.9% , and we got 83.4% of talk show 2. At the same time, we 
find that the time regions extracted by this model are all sequential segments, and there 
aren’t any single jumping points, which result also satisfies the characteristics of the 
attention event in time dimension.

Fig. 5  An illustration of waveform and attention graph of talk show. No. a is a talk show 1, and No. b is a talk 
show 2. The short-term exponential moving average line marked in orange represent how much is the value 
of the information entropy in a short time, and line of the long-term EMA marked in green. a3 and b3 are the 
attention figure of proposed model, which the red histogram is the area of interest

Table 1  Experimental results

The Category 1 indicates laughter and Category 2 indicates laughter and a burst of hand-clapping. The time block of manual 
testing with Audition software is in third columns. The time block of this model test is in the fourth column, and the fonts of 
accuracy appear in italics

Talk show Category Manual/s Automatic/s Accuracy/%

1 1 12.8–14.2 7.7–38.5 100

1 2 25.1–32.7 7.7–38.5 100

1 1 49.2–50.8 – –

1 2 61.8–71.7 56.0–71.7 100

1 2 111.3–117.1 111.7–120.3 69

1 1 129.5–131.0 – –

1 2 138.8–144.7 139.9–147.5 100

1 1 149.8–150.9 – –

2 2 7.4–17.7 8.1–13.6 63.1

2 2 26.4–30.6 27.3–36.3 78.5

2 2 63.4–72.2 63.7–75.6 96.5

2 2 85.9–93.2 122.0–147.5 89.3

2 2 120.8–132.1 122.0–147.5 94.3

2 1 163.2–165.1 – –
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There are also two problems, which will be our future work. The one is that owing 
to the different parameters of proposed model may result in differences results of auto-
matic detection in some environments, and another one is that there is some accuracy 
value of automatic detection is relatively lower, we believe that this is due to the compli-
cated and non-stationary background sounds through analyzing the detection signals.

Conclusion and future work
In this paper, we propose an effective audio attention computational model based on 
peripheral process, information entropy of two channels and exponential moving aver-
age to calculate the audio attention, and we simulate the process of human hear system 
that can keep attention on the interested event in time dimension. In order to validate 
this model, three empirical studies are conducted. Compared with Kayser calculation 
model, this model can’t only extract the starting and ending points of the signal of high 
attention event in the experimental simulation, but also display the change of attention is 
more in line with human auditory attention mechanism(continuous characteristics and 
attenuation characteristics). In our actual talk show experiment, this model can detect 
84.9% and 83.4% of the clips containing laughter and applause on the talk show. Among 
the audio attention computational models, this model fully consider the auditory mech-
anism of human ear. At the same time, compared with many multi-feature models of 
vision saliency image, this model based on image channel and audio channel has lower 
computational complexity in terms of computational complexity, and is more suitable 
for real-time systems. In addition, due to the lack of data sets of audio attention, there 
are some defects in the accuracy of the evaluation model. In further research, the accu-
racy of high-interest areas in the actual environment can be further improved by using 
other audio features or artificial intelligence methods. At the same time, we can try to 
introduce audio attention computational model into video summary model.
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