
El-Deeb et al. Advances in Difference Equations        (2019) 2019:130 
https://doi.org/10.1186/s13662-019-2023-6

R E S E A R C H Open Access

Some dynamic inequalities on time scales
and their applications
A.A. El-Deeb1*, Haiyong Xu2, A. Abdeldaim3,4 and Guotao Wang5,6,7

*Correspondence:
ahmedeldeeb@azhar.edu.eg
1Department of Mathematics,
Faculty of Science, Al-Azhar
University, Cairo, Egypt
Full list of author information is
available at the end of the article

Abstract
This paper is devoted to the study of Gronwall–Bellman-type inequalities on an
arbitrary time scale T. We investigate some new explicit bounds of a certain class of
nonlinear retarded dynamic inequalities of Gronwall–Bellman type on time scales.
These inequalities extend some known dynamic inequalities on time scales. We also
generalize and unify some continuous inequalities and their corresponding discrete
analogues. To illustrate the benefits of our work, we present some applications of
these results. The main results will be proved by using some analysis techniques and a
simple consequence of the Keller’s chain rule on time scales.
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1 Introduction
In 1919, Gronwall [1] discovered a celebrated inequality. He proved that if � is a contin-
uous function defined on the interval D = [a, a + h] and

0 ≤ � (t) ≤
∫ t

a

[
ζ� (s) + ξ

]
ds, t ∈ D, (1.1)

where a, ξ , ζ , and h are nonnegative constants, then

0 ≤ � (t) ≤ ξheζh, t ∈ D.

This inequality has been very important in the theory of differential equations and dif-
ference equations. After that, in 1943, Bellman [2] proved a fundamental inequality, as
a generalization for Gronwall’s inequality (1.1): If � and f are continuous nonnegative
functions defined on [a, b], and c is a nonnegative constant, then the inequality

� (t) ≤ c +
∫ t

a
f (s)� (s) ds, t ∈ [a, b], (1.2)

implies that

� (t) ≤ c exp

(∫ t

a
f (s) ds

)
, t ∈ [a, b].
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Bellman [2] gave a generalization of (1.2). He proved that if � , f , a,∈ C(R+,R+) and a is a
nondecreasing function, then the inequality

� (t) ≤ a(t) +
∫ t

0
f (s)� (s) ds, t ∈R+, (1.3)

implies

� (t) ≤ a(t) exp

(∫ t

0
f (s) ds

)
, t ∈R+.

The celebrated Gronwall–Bellman inequality [3] in its discrete form asserts that if � (n),
a(n), and b(n) are nonnegative sequences defined for n ∈ N0 and a(n) is a nondecreasing
sequence for n ∈N0 and if

� (n) ≤ a(n) +
n–1∑
s=0

f (n)� (n), n ∈N0, (1.4)

then

� (n) ≤ a(n)
n–1∏
s=0

[
1 + f (n)

]
, n ∈N0.

Gronwall–Bellman-type inequalities and their generalizations have received much atten-
tion from many authors (see [4–9]). For example, Pachpatte [8] established the following
further generalization of the Gronwall–Bellman inequality:

� (t) ≤ �0 +
∫ t

0

[
f (s)� (s) + p(s)

]
ds +

∫ t

0
f (s)

(∫ s

0
g(σ )� (σ ) dσ

)
ds (1.5)

for t ∈ (0,∞).
Ferreira et al. [5] established the following inequality:

φ
(
� (t)

) ≤ c(t) +
∫ t

0

[
f (t, s)ω1

(
� (s)

)
ω2

(
� (s)

)
+ g(t, s)ω2

(
� (s)

)]
ds, t ∈R

+. (1.6)

Retarded integral inequalities play an important role in the study of various types of re-
tarded differential and integral equations (see [10–13]). El-Owaidy, Abdeldaim, and El-
Deeb [13] established new retarded nonlinear integral inequalities

� (t) ≤ b(t) +
∫ t

a
g(s)� p(s) ds +

∫ α(t)

a
h(s)� p(s) ds

and

� p(t) ≤ bp(t) +
∫ t

a
g(s)� p(s) ds +

∫ α(t)

a
h(s)� q(s) ds.

During the past ten years, many authors have studied several inequalitiesto achieve several
objects (see [8, 11, 13–19], and the references therein).
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As a unification of the continuous version inequality (1.3) and the discrete version in-
equality (1.4), Bohner and Peterson [20] proved that if χ and δ are right-dense continuous
functions and γ ≥ 0 is a regressive right-dense continuous function, then

� (t) ≤ δ(t) +
∫ t

t0

� (η)γ (s)η, t ∈ T,

implies

� (t) ≤ δ(t) +
∫ t

t0

eγ

(
t,σ (η)

)
δ(η)γ (s)η, t ∈ T,

where T is an arbitrary closed subset of the real numbers R which is called a time scale.
Stefan Hilger is the first to discover the theory of time scales in his PhD thesis [21]. For
more information and details on the time scales, we refer the reader to the books [22, 23].
Many dynamic inequalities have been studied by different authors during the past decade
(see [20, 24–36] and the references therein). Throughout this paper, the knowledge and
understanding of the time scales and time scale notion are assumed.

Li [31] extended inequality (1.5) to time scales as follows:

� (t) ≤ �0 +
∫ t

0

[
f (s)� (s) + p(s)

]
s +

∫ t

0
f (s)

(∫ s

0
g(σ )� (σ )σ

)
s.

Feng et al. [37] generalized inequality (1.6) to time scales as follows:

φ
(
� (t)

) ≤ c(t) +
∫ t

0

[
f (t, s)ω1

(
� (s)

)
ω2

(
� (s)

)
+ g(t, s)ω2

(
� (s)

)]
s

+
∫ t

t0

∫ s

t0

h(δ)ω1
(
� (δ)

)
δs.

In the following, we present the basic lemmas needed in the proof of our main results.

Lemma 1.1 (See [31]) If π ∈ � and t ∈ T, then the exponential function eπ (t, t0) is a unique
solution of the following initial value problem:

⎧⎨
⎩

ϕ(t) = π (t)ϕ(t),

ϕ(t0) = 1.
(1.7)

Lemma 1.2 (See [31]) Let t0 ∈ T
κ and ς : T×T

κ →R be continuous at (t, t), where t > t0

and t ∈ T
κ . Assume that ς(t, ·) is rd-continuous on [t0,σ (t)]T. Suppose that, for any ε > 0,

there exists a neighborhood U of t, independent of λ ∈ [t0,σ (t)]T, such that

∣∣[ς(
σ (t),λ

)
– ς (s,λ)

]
– ς(t,λ)

[
σ (t) – s

]∣∣ ≤ ε
∣∣σ (t) – s

∣∣, s ∈ U ,

where ς denotes the derivative of ς with respect to the first variable. Then

� (t) =
∫ t

t0

ς (t,λ)λ
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yields

�(t) =
∫ t

t0

ς(t,λ)λ + ς
(
σ (t), t

)
.

Lemma 1.3 (See [20, p. 28, Thm. 1.76]) If �(t) ≥ 0, then � (t) is nondecreasing.

Lemma 1.4 (See [20, p. 32, Thm. 1.90]. Chain rule) Let � : R → R be continuously dif-
ferentiable and suppose � : T → R is delta differentiable. Then � ◦ � : T → R is delta
differentiable, and

(� ◦ �)(t) =
{∫ 1

0

[
� ′(�(t) + hμ(t)�(t)

)]
dh

}
�(t).

Lemma 1.5 (See [20, p. 9, Exercise 1.23]) Assume that � : T→R is a delta differentiable
function at x ∈ T

κ . Then

(
� n)(x) =

{ n–1∑
k=0

� k(x)
[
�σ (x)

]n–1–k
}

�(x).

Lemma 1.6 (See [20, p. 5, Thm. 1.16]) Assume that � : T → R is a delta differentiable
function at x ∈ T

κ . Then

�σ (x) = � (x) + μ(x)�(x).

Lemma 1.7 (See [38, p. 423, Lemma 2.5]) Let a, b ∈ T and p > 1. Assume that � : T → R

is delta differentiable at x ∈ T
κ and nonnegative increasing function on [a, b]T. Then

p� p–1(x)�(x) ≤ (
� p)(x) ≤ p

(
�σ (x)

)p–1
�(x).

In this paper, we investigate some delay dynamic integral inequalities on time scales,
which extend some known retarded dynamic inequalities on time scales, also unify and
extend some continuous inequalities and their corresponding discrete analogues in the
literature. The paper is organized as follows: In Sect. 2, we state and prove the main re-
sults. In Sect. 3, we present several applications to study some qualitative properties of the
solutions of certain retarded dynamic equations.

2 Main results
This section states and proves our results. Throughout this paper, we always assume that
t0 ∈ T and T0 = [t0,∞) ∩T.

Theorem 2.1 Suppose that u, a ∈ Crd(T0,R+), a is nondecreasing, g(t, s), gt (t, s), h(t, s),
ht (t, s) ∈ Crd(T0 ×T0,R+), ω1, ω2 ∈ C(R+,R+) are nondecreasing, τ (t) ∈ (T0,T) with τ (t) <
t, –∞ < α = inf{τ (t), t ∈ T0} ≤ t0, and φ ∈ Crd([α, t0] ∩ T,R+). If for t ∈ T0, u satisfies the
inequality:

ω1
(
u(t)

) ≤ a(t) +
∫ t

t0

g(t, s)ω1
(
u
(
τ (s)

))
s +

∫ t

t0

h(t, s)ω2
(
u
(
τ (s)

))
s (2.1)
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with the initial condition
⎧⎨
⎩

ω1(u(t)) = φ(t) if t ∈ [α, t0] ∩T,

φ(τ (t)) ≤ a(t) if τ (t) ≤ t0, t ∈ T0,
(2.2)

then

u(t) ≤ ω–1
1

{
G–1

[
H–1

{
H

(
G

(
a(t)

)
+

∫ t

t0

h(t, s)s
)

+
∫ t

t0

g(t, s)s
}]}

(2.3)

with

H
(

G
(
a(t)

)
+

∫ t

t0

h(t, s)s
)

+
∫ t

t0

g(t, s)s ∈ Dom
(
H–1),

where G, H are increasing bijective functions defined by

(G ◦ ν)(t) =
ν(t)

ω2(ω–1
1 (ν(t)))

, (2.4)

(H ◦ z)(t) =
ω2(ω–1

1 (G–1(z(t))))z(t)
G–1(z(t))

. (2.5)

Proof Fixing an arbitrary number T∗ ∈ T0, for t ∈ [t0, T∗] ∩T, we define the function

ν(t) = a
(
T∗) +

∫ t

t0

g(t, s)ω1
(
u
(
τ (s)

))
s +

∫ t

t0

h(t, s)ω2
(
u
(
τ (s)

))
s. (2.6)

Clearly, ν is a nonnegative nondecreasing function, and we have

u(t) ≤ ω–1
1

(
ν(t)

)
, t ∈ [

t0, T∗] ∩T. (2.7)

Therefore, for t ∈ [t0, T∗] ∩T, if τ (t) ≥ t0, then τ (t) ∈ [t0, T∗] ∩T, and from (2.7) we obtain

u
(
τ (t)

) ≤ ω–1
1

(
ν
(
τ (t)

)) ≤ ω–1
1

(
ν(t)

)
. (2.8)

On the other hand, if τ (t) ≤ t0, then, using the initial condition (2.2), we get

u
(
τ (t)

)
= φ

(
τ (t)

) ≤ a(t) ≤ ω–1
1

(
ν(t)

)
. (2.9)

So, combining (2.8) and (2.9), we have

u
(
τ (t)

) ≤ ω–1
1

(
ν(t)

)
. (2.10)

Moreover, from (2.6), Lemma 1.2, and (2.10) we get

ν(t) =
∫ t

t0

gt (t, s)ω1
(
u
(
τ (s)

))
s + g

(
σ (t), t

)
ω1

(
u
(
τ (t)

))

+
∫ t

t0

ht (t, s)ω2
(
u
(
τ (s)

))
s + h

(
σ (t), t

)
ω2

(
u
(
τ (t)

))
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≤
∫ t

t0

gt (t, s)ν(s)s + g
(
σ (t), t

)
ν(t)

+
∫ t

t0

ht (t, s)ω2
(
ω–1

1
(
ν(t)

))
s + h

(
σ (t), t

)
ω2

(
ω–1

1
(
ν(s)

))

≤
{∫ t

t0

gt (t, s)s + g
(
σ (t), t

)}
ν(t)

+
{∫ t

t0

ht (t, s)s + h
(
σ (t), t

)}
ω2

(
ω–1

1
(
ν(t)

))
, (2.11)

which implies

ν(t)
ω2(ω–1

1 (ν(t)))
≤

{∫ t

t0

g(t, s)s
}t ν(t)

ω2(ω–1
1 (ν(t)))

+
{∫ t

t0

h(t, s)s
}t

. (2.12)

Integrating (2.12) from t0 to t yields

G
(
ν(t)

)
– G

(
ν(t0)

) ≤
∫ t

t0

{∫ s

t0

g(s,λ)λ

}s ν(s)
ω2(ω–1

1 (ν(s)))
s +

∫ t

t0

h(t, s)s. (2.13)

Since ν(t0) = a(T∗) and G is increasing, from (2.13) we have

ν(t) ≤ G–1
[

G
(
a
(
T∗)) +

∫ t

t0

{∫ s

t0

g(s,λ)λ

}s ν(s)
ω2(ω–1

1 (ν(s)))
s +

∫ t

t0

h(t, s)s
]

≤ G–1
[

G
(
a
(
T∗)) +

∫ t

t0

{∫ s

t0

g(s,λ)λ

}s ν(s)
ω2(ω–1

1 (ν(s)))
s

+
∫ T∗

t0

h(t, s)s
]

. (2.14)

For brevity, let

z(t) = G
(
a
(
T∗)) +

∫ t

t0

{∫ s

t0

g(s,λ)λ

}s ν(s)
ω2(ω–1

1 (ν(s)))
s +

∫ T∗

t0

h(t, s)s, (2.15)

and hence

z(t0) = G
(
a
(
T∗)) +

∫ T∗

t0

h(t, s)s.

Then

ν(t) ≤ G–1(z(t)
)
, t ∈ [

t0, T∗] ∩T. (2.16)

Using Lemma 1.2 and (2.15), we obtain

z(t) =
{∫ t

t0

g(t, s)s
}t ν(t)

ω2(ω–1
1 (ν(t)))

≤
{∫ t

t0

g(t, s)s
}t G–1(z(t))

ω2(ω–1
1 (G–1(z(t))))

, (2.17)
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which implies

ω2(ω–1
1 (G–1z(t)))z(t)

G–1(z(t))
≤

{∫ t

t0

g(t, s)s
}t

. (2.18)

Integrating (2.18) from t0 to t yields

H
(
z(t)

)
– H

(
z(t0)

) ≤
∫ t

t0

g(t, s)s,

from which it follows that

z(t) ≤ H–1
{

H
(
z(t0)

)
+

∫ t

t0

g(t, s)s
}

= H–1
{

H
(

G
(
a
(
T∗)) +

∫ T∗

t0

h(t, s)s
)

+
∫ t

t0

g(t, s)s
}

. (2.19)

From (2.9), (2.16), and (2.19) we obtain

u(t) ≤ ω–1
1

{
G–1

[
H–1

{
H

(
G

(
a
(
T∗)) +

∫ T∗

t0

h(t, s)s
)

+
∫ t

t0

g(t, s)s
}]}

. (2.20)

Taking t = T∗ in (2.20) yields

u
(
T∗) ≤ ω–1

1

{
G–1

[
H–1

{
H

[
G

(
a
(
T∗)) +

∫ T∗

t0

h(t, s)s
]

+
∫ T∗

t0

g(t, s)s
}]}

. (2.21)

Since T∗ ∈ T0 is chosen arbitrarily, we obtain the desired inequality after substituting T∗

with t into (2.21). This completes the proof. �

Remark 2.2 It is interesting to note that, in particular, if we put ω1(u) = up and g(t, s) = 0
in Theorem 2.1, then Theorem 2.1 reduces to [37, Thm. 3.1]. If also ω1(u) = up, g(t, s) = 0,
and h(t, s) = b(t)f (s) in Theorem 2.1, then Theorem 2.1 reduces to [37, Thm. 3.2].

Theorem 2.1 unifies some known continuous and discrete inequalities in the literature
as shown in the following remarks.

Remark 2.3 If we put T = R, ω1(u) = up, ω2(u) = uq, g(t, s) = f (s), h(t, s) = h(s), t0 = 0, and
a(t) = u0 (any constant) in Theorem 2.1, then Theorem 2.1 reduces to [7, Thm. 3.1].

Remark 2.4 If we put T = R, ω1(u) = u, g(t, s) = 0, t0 = 0 in Theorem 2.1, then Theorem 2.1
reduces to [39, Thm. 2.1]. If furthermore h(t, s) = f1(t)f2(s) in Theorem 2.1, then Theo-
rem 2.1 reduces to [39, Thm. 2.2].

Remark 2.5 If we take T = R, ω1(u) = up, g(t, s) = 0, t0 = 0, τ (t) = t, and h(t, s) = b(t)f (s) in
Theorem 2.1, then Theorem 2.1 reduces to [8, Thm. 2(b3)]. If T = Z, ω1(u) = up, g(t, s) =
0, t0 = 0, τ (t) = t, and h(t, s) = b(t)f (s) in Theorem 2.1, then Theorem 2.1 reduces to [8,
Thm. 4(d3)].
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Theorem 2.6 Let u, a, τ , ω1, ω2, g be the same as in Theorem 2.1, and let f , p ∈ Crd(T0,R+).
If t ∈ T0 and u satisfies the inequality

ω1
(
u(t)

) ≤ a(t) +
∫ t

t0

ω2
(
u
(
τ (s)

))[
f (s)ω1

(
u
(
τ (s)

))
+ p(s)

]
s

+
∫ t

t0

ω2
(
u
(
τ (s)

))
f (s)

[∫ s

t0

g(s,λ)ω1
(
u
(
τ
(
τ (λ)

)))
λ

]
s, (2.22)

then

u(t) ≤ ω–1
1

{
G̃–1

[
H̃–1

{
H̃

[
G

(
a(t)

)
+

∫ t

t0

p(s)s
]

+
∫ t

t0

f (s)
[

1 +
∫ s

t0

g(s,λ)λ

]
s

}]}
(2.23)

with

H̃
[

G
(
a(t)

)
+

∫ t

t0

p(s)s
]

+
∫ t

t0

f (s)
[

1 +
∫ s

t0

g(s,λ)λ

]
s ∈ Dom

(
H̃–1),

where G̃ and H̃ are increasing bijective functions defined by

(G̃ ◦ ν)(t) =
ν(t)

ω2(ω–1
1 (ν(t)))

, (2.24)

(H̃ ◦ z)(t) =
z(t)

G̃–1(z(t))
. (2.25)

Proof Fixing an arbitrary number T∗ ∈ T0, for t ∈ [t0, T∗] ∩T, we define the function

ν(t) = a
(
T∗) +

∫ t

t0

ω2
(
u
(
τ (s)

))[
f (s)ω1

(
u
(
τ (s)

))
+ p(s)

]
s

+
∫ t

t0

ω2
(
u
(
τ (s)

))
f (s)

[∫ s

t0

g(s,λ)ω1
(
u
(
τ
(
τ (λ)

)))
λ

]
s. (2.26)

Clearly, ν is a nonnegative nondecreasing function with ν(t0) = a(T∗), and we have

u(t) ≤ ω–1
1

(
ν(t)

)
, t ∈ [

t0, T∗] ∩T. (2.27)

Similarly to (2.8)–(2.9), we get

u
(
τ (t)

) ≤ ω–1
1

(
ν(t)

)
. (2.28)

Furthermore, from (2.26), by Lemma 1.2 and (2.28) we have

ν(t) = ω2
(
u
(
τ (t)

))[
f (t)ω1

(
u
(
τ (t)

))
+ p(t)

]

+ ω2
(
u
(
τ (t)

))
f (t)

[∫ t

t0

g(t, s)ω1
(
u
(
τ (s)

))
s

]

≤ p(t)ω2
(
ω–1

1
(
ν(t)

))
+ f (t)ω2

(
ω–1

1
(
ν(t)

))[
ν(t) +

∫ t

t0

g(t, s)ν(s)s
]

, (2.29)
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which implies

ν(t)
ω2(ω–1

1 (ν(t)))
≤ p(t) + f (t)

[
ν(t) +

∫ t

t0

g(t, s)ν(s)s
]

. (2.30)

Integrating both sides of (2.30) from t0 to t yields

G̃
(
ν(t)

)
– G̃

(
ν(t0)

) ≤
∫ t

t0

p(s)s +
∫ t

t0

f (s)
[
ν(s) +

∫ s

t0

g(s,λ)ν(λ)λ

]
s. (2.31)

Since ν(t0) = a(T∗) and G̃ is an increasing function, from (2.31), we get

ν(t) ≤ G̃–1
[

G
(
a
(
T∗)) +

∫ t

t0

p(s)s +
∫ t

t0

f (s)
[
ν(s) +

∫ s

t0

g(s,λ)ν(λ)λ

]
s

]

≤ G̃–1
[

G
(
a
(
T∗)) +

∫ T∗

t0

p(s)s +
∫ t

t0

f (s)
[
ν(s) +

∫ s

t0

g(s,λ)ν(λ)λ

]
s

]
. (2.32)

For brevity, let

z(t) = G̃
(
a
(
T∗)) +

∫ T∗

t0

p(s)s +
∫ t

t0

f (s)
[
ν(s) +

∫ s

t0

g(s,λ)ν(λ)λ

]
s, (2.33)

and hence

z(t0) = G̃
(
a
(
T∗)) +

∫ T∗

t0

p(s)s.

Then

ν(t) ≤ G̃–1(z(t)
)
, t ∈ [

t0, T∗] ∩T. (2.34)

Using Lemma 1.2, (2.34), and (2.33), we have

z(t) = f (t)
[
ν(t) +

∫ t

t0

g(s)ν(s)s
]

≤ f (t)
[

1 +
∫ t

t0

g(t, s)s
]

G̃–1(z(t)
)
. (2.35)

From (2.35) we have

z(t)
G̃–1(z(t))

≤ f (t)
[

1 +
∫ t

t0

g(t, s)s
]

. (2.36)

Integrating both sides of (2.36) from t0 to t yields

H̃
(
z(t)

)
– H̃

(
z(t)

) ≤
∫ t

t0

f (s)
[

1 +
∫ s

t0

g(s,λ)λ

]
s,
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which implies

z(t) ≤ H̃–1
{

H̃
[(

G
(
a
(
T∗))) +

∫ T∗

t0

p(s)s
]

+
∫ t

t0

f (s)
[

1 +
∫ s

t0

g(s,λ)λ

]
s

}
. (2.37)

From (2.27), (2.34), and (2.37) we obtain

u(t) ≤ ω–1
1

{
G̃–1

[
H̃–1

{
H̃

[
G

(
a
(
T∗)) +

∫ T∗

t0

p(s)s
]

+
∫ T∗

t0

f (s)
[

1 +
∫ s

t0

g(s,λ)λ

]
s

}]}
. (2.38)

Taking t = T∗ in (2.38) yields

u
(
T∗) ≤ ω–1

1

{
G̃–1

[
H̃–1

{
H̃

[
G

(
a
(
T∗)) +

∫ T∗

t0

p(s)s
]

+
∫ T∗

t0

f (s)
[

1 +
∫ s

t0

g(s,λ)λ

]
s

}]}
. (2.39)

Since T∗ ∈ T0 is chosen arbitrarily, we obtain the required result after substituting T∗ with
t into (2.39). This completes the proof. �

Remark 2.7 It is interesting to note that, as a particular case, if we put ω1(u) = u, ω2(u) = 1,
τ (t) = t, and a(t) = u0 (any constant) in Theorem 2.6, then the inequality given in Theo-
rem 2.6 reduces to the inequality given in [31, Thm. 3.1].

Remark 2.8 In addition to the assumptions in Remark 2.7, if we put p(t) = 0 and g(t, s) =
g(s) in Theorem 2.6, then we get [9, Thm. 1] as a particular case.

Theorem 2.6 unifies some known continuous and discrete inequalities in the literature
as shown in the following remarks:

Remark 2.9 In addition to the assumptions in Remark 2.7, when p(t) = 0 in Theorem 2.6,
if T = R, then we can easily obtain the continuous version proved by Pachpatte [8,
Thm. 2.1(a1)]. If T = Z, then we can also get the discrete version proved by Pachpatte
[8, Thm. 2.3(c1)].

Remark 2.10 It is interesting to note that if, in addition to the assumptions in Remark 2.7,
we take g(t, s) = g(s) in Theorem 2.6 and T = R, then we get the continuous version es-
tablished by Pachpatte [8, Thm. 1.7.2(i)]. Furthermore, if T = Z, then we can also get the
discrete version inequality established by Pachpatte [8, Thm. 1.8.7].

Theorem 2.11 Let u, a, τ , ω(u), h, g be defined as in Theorem 2.1. If t ∈ T0 and u satisfies
the retarded dynamic inequality

up(t) ≤ a(t) +
∫ t

t0

h(t, s)ω
(
u
(
τ (s)

))[
ω

(
u
(
τ (s)

))
+

∫ s

t0

g(s,λ)ω
(
u
(
τ (λ)

))
λ

]
s (2.40)
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with the initial condition
⎧⎨
⎩

u(t) = φ(t) if t ∈ [α, t0] ∩T,

φ(τ (t)) ≤ a
1
p (t) if τ (t) ≤ t0, t ∈ T0,

(2.41)

then

u(t) ≤
{
Ω–1

[
Υ –1

{
Υ

(
Ω

(
ν
(
a(t)

)))

+
∫ t

t0

h(t, s)
[

1 +
∫ s

t0

g(s,λ)λ

]
s

}]} 1
p

(2.42)

with

Υ
(
Ω

(
ν
(
a(t)

)))
+

∫ t

t0

h(t, s)
[

1 +
∫ s

t0

g(s,λ)λ

]
s ∈ Dom

(
Υ –1),

where Ω and Υ are increasing bijective functions defined by

(Ω ◦ ν)(t) =
ν(t)

ω(ν
1
p (t))

, (2.43)

(Υ ◦ z)(t) =
z(t)

ω([Ω–1(z(t))]
1
p )

. (2.44)

Proof Fixing an arbitrary number T∗ ∈ T0, for t ∈ [t0, T∗] ∩T, we define the function

ν(t) = a
(
T∗) +

∫ t

t0

h(t, s)ω
(
u
(
τ (s)

))[
ω

(
u
(
τ (s)

))

+
∫ s

t0

ω
(
u
(
τ (λ)

))
λ

]
s. (2.45)

Clearly, ν is a nonnegative nondecreasing function with ν(t0 = a(T∗)), and we have

u(t) ≤ ν
1
p (t), t ∈ [

t0, T∗] ∩T. (2.46)

Therefore, for t ∈ [t0, T∗]∩T, if τ (t) ≥ t0, then τ (t) ∈ [t0, T∗]∩T, and from (2.46) we obtain

u
(
τ (t)

) ≤ ν
1
p
(
τ (t)

) ≤ ν
1
p (t). (2.47)

On the other hand, if τ (t) ≤ t0, then, using the initial condition (2.41), we get

u
(
τ (t)

)
= φ

(
τ (t)

) ≤ a
1
p (t) ≤ ν

1
p (t). (2.48)

So, combining (2.47) and (2.48), we have

u
(
τ (t)

) ≤ ν
1
p (t). (2.49)
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Thus from (2.45), Lemma 1.2, and (2.49) we have

ν(t) =
∫ t

t0

ht (t, s)ω
(
u
(
τ (s)

))[
ω

(
u
(
τ (s)

))
+

∫ s

t
g(t, s)ω

(
u
(
τ (λ)

))
λ

]
s

+ h
(
σ (t), t

)
ω

(
u
(
τ (t)

))[
ω

(
u
(
τ (t)

))
+

∫ t

t
g(t, s)ω

(
u
(
τ (s)

))
s

]

≤
{∫ t

t0

ht (t, s)
[
ω

(
ν

1
p (s)

)
+

∫ s

t
g(t, s)ω

(
ν

1
p (λ)

)
λ

]
s

+ h
(
σ (t), t

)[
ω

(
ν

1
p (t)

)
+

∫ t

t
g(t, s)ω

(
ν

1
p (s)

)
s

]}
ω

(
ν

1
p (t)

)
, (2.50)

which implies

ν(t)

ω(ν
1
p (t))

≤
∫ t

t0

ht (t, s)
[
ω

(
ν

1
p (t)

)
+

∫ s

t
g(t, s)ω

(
ν

1
p (λ)

)
λ

]
s

+ h
(
σ (t), t

)[
ω

(
ν

1
p (t)

)
+

∫ t

t
g(t, s)ω

(
ν

1
p (s)

)
s

]

=
{∫ t

t0

h
(
σ (t), t

)[
ω

(
ν

1
p (t)

)
+

∫ s

t
g(s,λ)ω

(
ν

1
p (λ)

)
λ

]
s

}t

. (2.51)

Integrating both sides of (2.51) from t0 to t yields

Ω
(
ν(t)

)
– Ω

(
ν(t0)

) ≤
∫ t

t0

h(t, s)
[
ω

(
ν

1
p (s)

)
+

∫ s

t0

g(s,λ)ω
(
ν

1
p (λ)

)
λ

]
s. (2.52)

Since Ω is increasing, (2.52) implies

ν(t) ≤ Ω–1
[
Ω

(
ν
(
a
(
T∗))) +

∫ t

t0

h(t, s)
[
ω

(
ν

1
p (s)

)

+
∫ s

t0

g(s,λ)ω
(
ν

1
p (λ)

)
λ

]
s

]
. (2.53)

For brevity, let

z(t) = Ω
(
ν
(
a
(
T∗))) +

∫ t

t0

h(t, s)
[
ω

(
ν

1
p (s)

)
+

∫ s

t0

g(s,λ)ω
(
ν

1
p (λ)

)
λ

]
s, (2.54)

and hence z(t0) = Ω(ν(T∗)).
Then

ν(t) ≤ Ω–1(z(t)
)
, t ∈ [

t0, T∗] ∩T. (2.55)

By Lemma 1.2, (2.54), and (2.55) we get

z(t) =
∫ t

t0

ht (t, s)
[
ω

(
ν

1
p (s)

)
+

∫ t

t0

g(s,λ)ω
(
ν

1
p (λ)

)
λ

]
s

+ h
(
σ (t), t

)[
ω

(
ν

1
p (t)

)
+

∫ t

t0

g(t, s)ω
(
ν

1
p (s)

)
s

]
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≤
{∫ t

t0

ht (t, s)
[

1 +
∫ t

t0

g(s,λ)λ

]
s + h

(
σ (t), s

)[
1 +

∫ t

t0

g(t, s)s
]}

× ω
([

Ω–1(z(t)
)] 1

p
)
,

which implies

z(t)

ω([Ω–1(z(t))]
1
p )

≤
{∫ t

t0

h(t, s)
[

1 +
∫ s

t0

g(s,λ)λ

]
s

}t

. (2.56)

Integrating both sides of (2.56) from t0 to t yields

Υ
(
z(t)

)
– Υ

(
z(t0)

) ≤
∫ t

t0

h(t, s)
[

1 +
∫ s

t0

g(s,λ)λ

]
s. (2.57)

Since Υ is increasing, (2.57) implies

z(t) ≤ Υ –1
[
Υ

(
Ω

(
ν
(
a
(
T∗)))) +

∫ t

t0

h(t, s)
[

1 +
∫ s

t0

g(s,λ)λ

]
s

]
. (2.58)

Combining (2.46), (2.55), and (2.58), we obtain

u(t) ≤
[
Ω–1

{
Υ –1

[
Υ

(
Ω

(
ν
(
a
(
T∗))))

+
∫ t

t0

h(t, s)
[

1 +
∫ s

t0

g(s,λ)λ

]
s

]}] 1
p

. (2.59)

Taking t = T∗ in (2.38) yields

u
(
T∗) ≤

[
Ω–1

{
Υ –1

[
Υ

(
Ω

(
ν
(
a
(
T∗))))

+
∫ T∗

t0

h(t, s)
[

1 +
∫ s

t0

g(s,λ)λ

]
s

]}] 1
p

. (2.60)

Since T∗ ∈ T0 is chosen arbitrarily, we obtain the required inequality after substituting T∗

with t into (2.60). This completes the proof. �

Remark 2.12 If we take h(t, s) = f (s), g(s,λ) = g(λ), p = 1, a(t) = u0 (any constant), andT = R

in Theorem 2.11, then the inequality given in Theorem 2.11 reduces to the inequality given
in [10, Thm. 2.1].

Theorem 2.13 Letu, a, ω1, ω2, τ be defined as in Theorem 2.1, and let f , g ∈ Crd(T0,R+).
If u satisfies the inequality

u(t) ≤ a(t) +
∫ t

0
f (s)ψ1

(
u
(
τ (s)

))[
uq(τ (s)

)
+

∫ s

0
g(λ)ψ2

(
u
(
τ (λ)

))
λ

]p

s (2.61)

with the initial condition
⎧⎨
⎩

u(t) = φ(t) if t ∈ [α, t0] ∩T,

φ(τ (t)) ≤ a(t) if τ (t) ≤ t0, t ∈ T0,
(2.62)
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where p > 0 and q ≥ 1 are constants such that p + q > 1, then

u(t) ≤ Ψ –1
1

[
Ψ –1

2

(
Ψ2

(
Ψ1

(
uq

0
)

+
∫ t

0
g(s)s

)
+

∫ t

0
f (s)s

)]
(2.63)

with

Ψ2

(
Ψ1

(
uq

0
)

+
∫ t

0
g(s)s

)
+

∫ t

0
f (s)s ∈ DomΨ –1

2 ,

where

(Ψ1 ◦ Y )(t) =
Y (t)

ψ2(Y (t))
, (2.64)

(Ψ2 ◦ Y1)(t) =
ψ2(Ψ –1

1 (Y1(t)))Y 
1 (t)

ψ1(Ψ –1
1 (Y1(t)))[Ψ –1

1 (Y1(σ (t)))]
q+pq–1

q
. (2.65)

Proof Fixing an arbitrary number T∗ ∈ T0, for t ∈ [t0, T∗] ∩T, we define the function

ν(t) = a
(
T∗) +

∫ t

t0

f (s)ω1
(
u
(
τ (s)

))[
uq(τ (s)

)
+

∫ s

0
g(λ)ω2

(
u
(
τ (λ)

))
λ

]p

s, (2.66)

which is a positive nondecreasing function with ν(t0) = a(T∗). Then we have

u(t) ≤ ν(t), t ∈ [
t0, T∗] ∩T. (2.67)

Therefore, for t ∈ [t0, T∗]∩T, if τ (t) ≥ t0, then τ (t) ∈ [t0, T∗]∩T, and from (2.46) we obtain

u
(
τ (t)

) ≤ ν(t). (2.68)

On the other hand, if τ (t) ≤ t0, then, using the initial condition (2.62), we get

u
(
τ (t)

)
= φ

(
τ (t)

) ≤ a(t) ≤ ν(t). (2.69)

So, combining (2.68) and (2.69), we have

u
(
τ (t)

) ≤ ν(t), t ∈ [
t0, T∗] ∩T. (2.70)

Thus, by Lemma 1.2 from (2.66) and (2.70) we get

ν(t) = f (t)ω1
(
ν(t)

)
Y p(t), (2.71)

where Y (t) = νq(t) +
∫ t

t0
g(s)ω2(ν(s))s is nondecreasing. Hence Y (t0) = νq(t0) = aq(T∗) and

νq(t) ≤ Y (t), but q ≥ 1, and thus

ν(t) ≤ Y
1
q (t),

νσ (t) ≤ Y
1
q
(
σ (t)

) (2.72)

for all t ∈ [t0, T∗] ∩T.
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Since ν is nondecreasing, from Y (t), by Lemma 1.7 and Lemma 1.2 we see that

Y (t) ≤ q
[
νσ (t)

]q–1
ν(t) + g(t)ω2

(
ν(t)

)
. (2.73)

From (2.73), using (2.71), (2.72), and the inequality Y (t) ≤ Y σ (t), we get

Y (t) ≤ q
[
Y σ (t)

] q–1
q f (t)ω1

(
Y (t)

)
Y p(t) + g(t)ω2

(
Y (t)

)
,

≤ qf (t)ω1
(
Y (t)

)[
Y σ (t)

] q–1
q

[
Y σ (t)

]p + g(t)ω2
(
Y (t)

)
,

= qf (t)ω1
(
Y (t)

)[
Y σ (t)

] q+pq–1
q + g(t)ω2

(
Y (t)

)
, (2.74)

t ∈ [t0, T∗] ∩T.
Since ω2(Y (t)) > 0 for t > 0, from (2.74) we get

Y (t)
ω2(Y (t))

≤ qf (t)
ω1(Y (t))[Y σ (t)]

q+pq–1
q

ω2(Y (t))
+ g(t).

Taking t = s in the last inequality, integrating both sides from t0 to t, and using (2.64), we
have

Ψ1
(
Y (t)

) ≤ Ψ1
(
aq(T∗)) +

∫ t

t0

qf (s)
ω1(Y (s))[Y σ (s)]

q+pq–1
q

ω2(Y (s))
s +

∫ t

t0

g(s)s,

where Ψ1 is defined by (2.64). From this inequality we have

Ψ1
(
Y (t)

) ≤ Ψ1
(
aq(T∗)) +

∫ T∗

t0

g(s)s

+
∫ t

t0

qf (s)
ω1(Y (s))[Y σ (s)]

q+pq–1
q

ω2(Y (s))
s.

Let Y1(t) denote the function on the right-hand side of this inequality. Then

Y1(t) = Ψ1
(
aq(T∗)) +

∫ T∗

t0

g(s)s

+
∫ t

t0

qf (s)
ω1(Y (s))Y

q+pq–1
q (s)

ω2(Y (s))
s, (2.75)

which is a positive nondecreasing function with Y1(T∗) = Ψ2(aq(T∗)) +
∫ T∗

t0
g(s)s, and

Y (t) ≤ Ψ –1
1

(
Y1(t)

)
,

Y σ (t) ≤ Ψ –1
1

(
Y1

(
σ (t)

))
.

(2.76)
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From (2.75), (2.76), and Lemma 1.2 we obtain

Y 
1 (t) ≤ qf (t)

ω1(Y (t))Y
q+pq–1

q (t)
ω2(Y (t))

≤ qf (t)
ω1(Ψ –1

1 (Y1(t)))[Ψ –1
1 (Y1(σ (t)))]

q+pq–1
q (t)

ω2(Ψ –1
1 (Y1(σ (t))))

.

From this inequality, by the definition of Ψ2 in (2.65), letting t = T∗, we have

Ψ2
(
Y1

(
T∗)) ≤ Ψ2

(
Ψ1

(
aq(T∗)) +

∫ T∗

t0

g(s)s
)

+
∫ T∗

t0

qf (s)s. (2.77)

Since T∗ ∈ T0 is chosen, from (2.70), (2.72), (2.76), and (2.77) we get the required inequal-
ity in (2.63). This completes the proof. �

Remark 2.14 By taking T = R and a(t) = u0 (any constant) in Theorem 2.13 it is easy to
observe that the inequality obtained in Theorem 2.13 reduces to the inequality obtained
by Abdeldaim and El-Deeb in [13, Thm. 2.5].

Remark 2.15 If we put ω1(u) = ω2(u) = u, a(t) = u0 (any constant), and T = R in Theo-
rem 2.13, then we get the inequality obtained by Abdeldaim and El-Deeb in [13, Thm. 2.3].

Remark 2.16 If we take q = 1, a(t) = u0 (any constant), and T = R in Theorem 2.13, then
the inequality given in Theorem 2.13 reduces to the inequality given in [40, Thm. 4].

3 Applications
In this section, we study the uniqueness and global existence of solutions for a class of
nonlinear delay dynamic integral equations.

First, we consider the following delay dynamic equation on time scales:

(
up)(t) = E

(
t, s,ω

(
u
(
τ (t)

))
,
∫ t

t0

F
(
t, s,ω

(
u
(
τ (s)

)))
s

)
(3.1)

with the initial condition

⎧⎪⎪⎨
⎪⎪⎩

u(t0) = c,

u(t) = φ(t) if t ∈ [α, t0] ∩T;

φ(τ (t)) ≤ c
1
p , t ∈ T0, if τ (t) ≤ t0,

(3.2)

where u ∈ Crd(T0,R+), φ ∈ Crd([α, t0] ∩ T), c �= 0 is a constant, α, τ are defined as in The-
orem 2.11, and E : T2

0 ×R
2 −→R and F : T2

0 ×R −→ R are continuous functions.

Theorem 3.1 Assume that u is a solution of the delay dynamic equation (3.1) with initial
condition (3.2) and suppose that

E
(
t, s,ω(u), v

) ≤ h(t, s)ω(u)
[
ω(u) + v

]
, (3.3)

F
(
t, s,ω(u)

) ≤ g(t, s)ω(u), (3.4)
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where h, g , ω are defined as in Theorem 2.11. Then we get

u(t) ≤
{
Ω̂–1

[
Υ̂ –1

{
Υ̂

(
Ω̂

(
ν(c)

))

+
∫ t

t0

h(t, s)
[

1 +
∫ s

t0

g(s,λ)λ

]
s

}]} 1
p

(3.5)

with

Υ̂
(
Ω̂

(
ν(c)

))
+

∫ t

t0

h(t, s)
[

1 +
∫ s

t0

g(s,λ)λ

]
s ∈ Dom

(
Υ̂ –1),

where Ω̂ , Υ̂ are increasing bijective function, and

(Ω̂ ◦ ν)(t) =
ν(t)

ω(ν
1
p (t))

,

(Υ̂ ◦ z)(t) =
z(t)

ω([Ω̂–1(z(t))]
1
p )

.

Proof Clearly, the solution u of the delay dynamic equation (3.1) with initial condition
(3.2) satisfies the equivalent delay dynamic integral equation

up(t) = C +
∫ t

t0

E
(

t, s,ω
(
u
(
τ (s)

))
,
∫ s

t0

F
(
t, ξ ,ω

(
u
(
τ (ξ )

)))
ξ

)
s

with initial condition (3.2). Using hypotheses (3.3) and (3.4), we get

∣∣up(t)
∣∣ =

∣∣∣∣c +
∫ t

t0

E
(

t, s,ω
(
u
(
τ (s)

))
,
∫ s

t0

F
(
t, ξ ,ω

(
u
(
τ (ξ )

)))
ξ

)
s

∣∣∣∣

≤ |c| +
∣∣∣∣
∫ t

t0

E
(

t, s,ω
(
u
(
τ (s)

))
,
∫ s

t0

F
(
t, ξ ,ω

(
u
(
τ (ξ )

)))
ξ

)
s

∣∣∣∣

≤ |c| +
∫ t

t0

∣∣∣∣E
(

t, s,ω
(
u
(
τ (s)

))
,
∫ s

t0

F
(
t, ξ ,ω

(
u
(
τ (ξ )

)))
ξ

)∣∣∣∣s

≤ |c| +
∫ t

t0

h(t, s)ω
(∣∣u(

τ (s)
)∣∣)

[
ω

(∣∣u(
τ (s)

)∣∣)

+
∫ s

t0

g(s,λ)ω
(∣∣u(

τ (λ)
)∣∣)λ

]
s (3.6)

with initial condition (3.2). Now a suitable application of Theorem 2.11 to (3.6) yields

u(t) ≤
{
Ω̂–1

[ ˆ̂
Υ –1

{
Υ̂

(
Ω

(
ν(c)

))

+
∫ t

t0

h(t, s)
[

1 +
∫ s

t0

g(s,λ)λ

]
s

}]} 1
p

.

This is the required estimate in (3.5). This completes the proof. �
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Theorem 3.2 Assume that
∣∣E(

t, s,ω(u1),γ1
)

– E
(
t, s,ω(u2),γ2

)∣∣
≤ h(t, s)

∣∣ω(u1) – ω(u2)
∣∣(∣∣ω(u1) – ω(u2)

∣∣ + |γ1 – γ2|
)
,

∣∣F(
t, s,ω(u1)

)
– F

(
t, s,ω(u2)

)∣∣ ≤ g(t, s)
∣∣ω(u1) – ω(u2)

∣∣,
∣∣ω(u1) – ω(u2)

∣∣ ≤ ∣∣up
1 – up

2
∣∣,

(3.7)

where h, g , ω1, and ω2 are defined as in Theorem 2.11. Then the delay dynamic equation
(3.1) with initial condition (3.2) has at most one solution.

Proof Let u1(t) and u2(t) be two solutions of (3.1) with initial condition (3.2). Then we
have

up
1(t) – up

2(t) =
∫ t

t0

E
(

t, s,ω
(
u1

(
τ (s)

))
,
∫ s

t0

F
(
t, ξ ,ω

(
u1

(
τ (ξ )

)))
ξ

)
s

–
∫ t

t0

E
(

t, s,ω
(
u2

(
τ (s)

))
,
∫ s

t0

F
(
t, ξ ,ω

(
u2

(
τ (ξ )

)))
ξ

)
s. (3.8)

Thus from (3.8), using hypotheses (3.7), we get

∣∣up
1(t) – up

2(t)
∣∣ ≤

∫ t

t0

h(t, s)
∣∣ω(

u1(τ )
)

– ω
(
u2(τ )

)∣∣
[∣∣ω(

u1(τ )
)

– ω
(
u2(τ )

)∣∣

+
∫ s

t0

g(s,λ)
∣∣ω(

u1(λ)
)

– ω
(
u2(λ)

)∣∣λ

]
s.

Applying Theorem 2.11, we have |u1(t) – u2(t)| ≡ 0. Therefore u1(t) = u2(t). Then the de-
lay dynamic equation (3.1) with initial condition (3.2) has at most one solution. This com-
pletes the proof. �
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