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#### Abstract

This paper deals with the effect of parameters on properties of positive solutions and asymptotic behavior of an unstirred chemostat model with the Beddington-DeAngelis (denote by B-D) functional response under the Robin boundary condition. Firstly, we establish some a priori estimates and a sufficient condition for the existence of positive solutions (see (Feng et al. in J. Inequal. Appl. 2016(1):294, 2016)). Secondly, we study the effect of the small parameter $k_{1}$ and sufficiently large $k_{2}$ in B-D functional response, which shows that the model has at least two positive solutions. Thirdly, we investigate the case of sufficiently large $k_{1}$. The results show that if $k_{1}$ is sufficiently large, then the positive solution of this model is determined by a limiting equation. Finally, we present an asymptotic behavior of solutions depending on time. The main methods used in this paper include the fixed point index theory, bifurcation theory, perturbation technique, comparison principle, and persistence theorem.
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## 1 Introduction

The chemostat is a very important resource-based model for the continuous culture of competition microorganisms and a standard model for the laboratory apparatus on bioreactor, which have been studied from various views such as population dynamics and species interactions [1-17]. For early works, we refer to [2-4]. The chemostat model of competition for a single-limit nutrient between plasmid-bearing and plasmid-free organisms was proposed by Stephanopoulos and Lapidus [13], who established some local results, whereas a global result was presented in [14]. The inhibition effects on plasmid populations were studied by Hsu and Waltman [15]. The chemostat model with impulsive input nutrient concentration was studied from different views in [18-22]. The above research of the chemostat model is related to the ODE model. Recently, the coexistence and stability of chemostat models were studied from the viewpoint of PDE (see Wu [5-7], Nie [8, 9, 16], Wang [17], and Zhang [23]), which can better simulate the unstirred chemostat model.

In this paper, we are concerned with the following unstirred chemostat model with the B-D functional response under homogeneous Robin boundary condition in a bounded domain $\Omega$ :

$$
\begin{cases}S_{t}=d \Delta S-\operatorname{auf}(S, u)-b v g(S, v), & x \in \Omega, t>0,  \tag{1}\\ u_{t}=d \Delta u+(1-q) \operatorname{auf}(S, u), & x \in \Omega, t>0, \\ v_{t}=d \Delta v+b v g(S, v)+q a u f(S, u) & x \in \Omega, t>0, \\ \frac{\partial S}{\partial n}+\gamma S=S^{0}, \quad \frac{\partial u}{\partial n}+\gamma u=0, & \frac{\partial v}{\partial n}+\gamma v=0, \\ S(0, x)=S_{0}(x) \geq 0, & x \in \Omega \Omega, t>0, \\ u(0, x)=u_{0}(x) \geq 0, \not \equiv 0, & x \in \Omega, \\ v(0, x)=v_{0}(x) \geq 0, \not \equiv 0, & x \in \Omega,\end{cases}
$$

where $R^{N}(N \geq 1)$ is a bounded domain with smooth boundary $\partial \Omega, a, b, m_{i}, k_{i}(i=1,2)$, and $r$ are positive constants, the biological background of which is described in [1], $S$ stands for the densities of the nutrient, $u$ and $v$ are the densities of the plasmid-bearing and plasmidfree organisms, respectively, and the parameter $q(0<q<1)$ stands for the fraction of plasmid-bearing organism converting into plasmid-free organism. Here $f(S, u)=\frac{S}{1+m_{1} S+k_{1} u}$ and $g(S, v)=\frac{S}{1+m_{2} S+k_{2} v}$ are the Beddington-DeAngelis (B-D) functions (see [11, 24]), supported by numerous laboratory experiments and observations and providing better description of predator feeding over a range of predator-prey abundances.

Note that Nie and Wu [16] studied the coexistence of an unstirred chemostat model with Beddington-DeAngelis functional response and inhibitor, but the parameters of $\mathrm{B}-\mathrm{D}$ functional response is different from (1), and two models are essentially different. Meanwhile, Wang et al. [17] also obtained the coexistence and stability of an unstirred chemostat model with the Beddington-DeAngelis function, but their model does not include the plasmid transformation of two competition species. However, this paper deals with plasmid-bearing and plasmid-free models in the unstirred chemostat with the $B-D$ functional response under a homogeneous Robin boundary condition.
In [1], the coexistence of an unstirred chemostat model (1) with B-D functional response is established by fixed point index theory, but in the present paper, we investigate the effect of parameters on the multiplicity and stability of positive solutions of equilibrium state model of (1); moreover, the asymptotic behavior of solutions of (1) is established, which further enrich the results for system (1). Now, we are concerned with the following elliptic system:

$$
\begin{cases}d \Delta S-\operatorname{auf}(S, u)-b v g(S, v)=0, & x \in \Omega,  \tag{2}\\ d \Delta u+(1-q) \operatorname{auf}(S, u)=0, & x \in \Omega, \\ d \Delta v+b v g(S, v)+q a u f(S, u)=0 & \\ \frac{\partial S}{\partial n}+r S=S^{0}, \quad \frac{\partial u}{\partial n}+r u=0, \quad \frac{\partial v}{\partial n}+r v=0, & x \in \partial \Omega .\end{cases}
$$

Let $z=S+u+v$. Then $S=z-u-v$ and $z$ satisfy

$$
\Delta z=0, \quad x \in \Omega, \quad \frac{\partial z}{\partial v}+r z=S^{0}, \quad x \in \partial \Omega .
$$

By [1] we directly obtain the equivalent system of (2) as follows:

$$
\begin{cases}d \Delta u+(1-q) a u f(z-u-v, u)=0, & x \in \Omega  \tag{3}\\ d \Delta v+b v g(z-u-v, v)+q a u f(z-u-v, u)=0, & x \in \Omega \\ \frac{\partial u}{\partial n}+r u=0, \quad \frac{\partial v}{\partial n}+r v=0, & x \in \partial \Omega\end{cases}
$$

where $f(z-u-v, u)=\frac{z-u-v}{1+m_{1}(z-u-v)+k_{1} u}$ and $g(z-u-v, v)=\frac{z-u-v}{1+m_{2}(z-u-v)+k_{2} v}$. By a method similar to [11], positive solutions of (3) must meet

$$
S(x)+u(x)+v(x)=z(x), \quad x \in \bar{\Omega} .
$$

The rest of this paper is organized as follows. In Sect. 2, some a priori estimates and a sufficient condition for the existence for positive solutions are established (see [1]). In Sect. 3, we study the effect of the small parameter $k_{1}$ and sufficiently large $k_{2}$ in $\mathrm{B}-\mathrm{D}$ functional response, which proves that the model has at least two positive solutions. In Sect. 4, we investigate the case of sufficiently large $k_{1}$. The results show that if $k_{1}$ is sufficiently large, then the positive solution of this model is determined by a limiting equation. In Sect. 5, we present an asymptotic behavior of solutions depending on the change of time by comparison principle and persistence theorem. Finally, we present a brief summary of this paper.

## 2 Preliminaries and lemmas

The goal of this section is to get a priori upper and lower positive bounds for positive solutions of (3) by using the maximum principle and give some important lemmas. By a method similar to [1], we denote the principal eigenvalue of the following problems by $\lambda_{1}$ and $\mu_{1}$, respectively:

$$
\begin{align*}
& \begin{cases}\Delta \phi+\lambda \phi f(z, 0)=0, & x \in \Omega \\
\frac{\partial \phi}{\partial n}+r \phi=0, & x \in \partial \Omega\end{cases}  \tag{4}\\
& \begin{cases}\Delta \psi+\mu \psi g(z, 0)=0, & x \in \Omega \\
\frac{\partial \psi}{\partial n}+r \psi=0, & x \in \partial \Omega\end{cases} \tag{5}
\end{align*}
$$

By $\phi_{1}(x)$ and $\psi_{1}(x)$ we denote the principal eigenfunction such that $\left\|\phi_{1}\right\|=\left\|\psi_{1}\right\|=1$.
For (3), setting $v=0$ or $u=0$, respectively, it is easy to get the following two single species equations:

$$
\begin{align*}
& \begin{cases}d \Delta u+a(1-q) u f_{1}(z-u, u)=0, & x \in \Omega, \\
\frac{\partial u}{\partial n}+r u=0, & x \in \partial \Omega,\end{cases}  \tag{6}\\
& \begin{cases}d \Delta v+b v g(z-v, v)=0, & x \in \Omega, \\
\frac{\partial v}{\partial n}+r v=0, & x \in \partial \Omega .\end{cases} \tag{7}
\end{align*}
$$

By [1], for (6), we can directly get the following conclusions.

Lemma 2.1 If $a \leq \frac{\lambda_{1} d}{1-q}$, then 0 is the unique and nonnegative solution of (6); and if $a>\frac{\lambda_{1} d}{1-q}$, then (6) has a unique positive solution, denoted by $\Theta$, satisfying the following properties:
(i) $0<\Theta<z$;
(ii) $\Theta$ is continuously differentiable for $a \in\left(\frac{\lambda_{1} d}{1-q},+\infty\right)$ and is pointwise increasing as a increases;
(iii) $\lim _{a \rightarrow \frac{\lambda_{1} d}{1-q}} \Theta=0$ uniformly for $x \in \bar{\Omega}$, and $\lim _{a \rightarrow \infty} \Theta=z(x)$ for almost every $x \in \Omega$;
(iv) Let $L_{(a, d)}=d \Delta+a(1-q)\left(f(z-\Theta, \Theta)-\Theta f_{1}^{\prime}(z-\Theta, \Theta)+\Theta f_{2}^{\prime}(z-\Theta, \Theta)\right)$ be the linearized operator of (6) at $\Theta$. Then $L_{(a, d)}$ is differentiable in $C_{B}^{2}(\bar{\Omega})=\left\{u \in C^{2}(\bar{\Omega}): \frac{\partial u}{\partial n}+r u=0\right\}$, and all eigenvalues of $L_{(a, d)}$ are strictly negative.

Remark 2.1 For (7), we have the same conclusion as in Lemma 2.1. Suppose that $b>d \mu_{1}$ and denote the unique positive solution by $\theta$. Let $L_{(b, d)}=d \Delta+b\left(g(z-\theta, \theta)-\theta g_{1}^{\prime}(z-\theta, \theta)+\right.$ $\left.\theta g_{2}^{\prime}(z-\theta, \theta)\right)$ be the linearized operator of (7) at $\theta$. Then all eigenvalues of $L_{(b, d)}$ are strictly negative.

Let $\hat{\lambda}_{1}$ be the principal eigenvalue of the equation

$$
\begin{cases}\Delta \phi+\hat{\lambda} \phi f(z-\theta, 0)=0, & x \in \Omega  \tag{8}\\ \frac{\partial \phi}{\partial n}+r \phi=0, & x \in \partial \Omega\end{cases}
$$

and denote the corresponding eigenfunction by $\hat{\phi}_{1}(x)$, which is uniquely determined by the normalization $\left\|\hat{\phi}_{1}\right\|=1$.

Next, we consider the boundary value problem

$$
\begin{cases}d \Delta v+b v g(z-v, v)+a q \Theta f(z-v, 0)=0, & x \in \Omega  \tag{9}\\ \frac{\partial v}{\partial n}+r v=0, & x \in \partial \Omega\end{cases}
$$

It is easy to get the following results by the method of [1], so we omit the proof.
Lemma 2.2 Suppose $a>\frac{\lambda_{1} d}{1-q}$. Then (9) has the unique positive solution $\hat{v}$, and $0<\hat{v}<z$. In particular, if $b>d \mu_{1}$, then $\theta<\hat{v}<z$.

Theorem 2.1 Suppose that $(u, v)$ is nonnegative solution of (3) and $u \neq 0, v \not \equiv 0$. Then (i) $0<u<\Theta<z, 0<v \leq \hat{v}<z, x \in \bar{\Omega}$; (ii) $u+v<z, x \in \bar{\Omega}$; (iii) $a>\frac{\lambda_{1} d}{1-q}$.

Next, we give the fixed point index of (3) by using the standard fixed point index theory in cone.

We first set up the fixed point index theory for later use. Let $E$ be a Banach space. A set $W \subset E$ is called a wedge if $W$ is a closed convex set and $\alpha W \subset W$ for all $\alpha \geq 0$. For $y \in W$, we define $W_{y}=\{x \in E: \exists r=r(x)>0$ s.t. $y+r x \in W\}$ and $S_{y}=\left\{x \in \bar{W}_{y}:-x \in \bar{W}_{y}\right\}$, and we always assume that $E=\overline{W-W}$. Let $T: W_{y} \rightarrow W_{y}$ be a compact linear operator on $E$. We say that $T$ has property $\alpha$ on $\bar{W}_{y}$ if there exist $t \in(0,1)$ and $\omega \in \bar{W}_{y} \backslash S_{y}$ such that $\omega-t T \omega \in S_{y}$.

Suppose that $F: W \rightarrow W$ is a compact operator and $y_{0} \in W$ is an isolated fixed point of $F$ such that $F y_{0}=y_{0}$. Let $L=F^{\prime}\left(y_{0}\right)$ be the Fréchet derivative at $y_{0}$. Then $L: \bar{W} \rightarrow \bar{W}$.

Proposition 2.1 (Dancer index theorem [25]) Assume that $I-L$ is invertible on E. Then we have:
(i) If $L$ has property $\alpha$ on $\bar{W}$, then $\operatorname{index}_{W}\left(F, y_{0}\right)=0$;
(ii) If $L$ does not have property $\alpha$ on $\bar{W}$, then $\operatorname{index}_{W}\left(F, y_{0}\right)=\operatorname{index}_{E}(L, \theta)=(-1)^{\sigma}$, where $\sigma$ is the sum of multiplicities of all eigenvalues of $L$ greater than one.

Proposition 2.2 ([25]) Assume that $F(\theta)=\theta$, and let $A_{0}=F^{\prime}(\theta)$ be the Fréchet derivative of $F$ at $\theta$ in $W$. If the eigenvalue problem

$$
\begin{equation*}
A_{0} h=\lambda h, \quad h \in W, \tag{10}
\end{equation*}
$$

has no eigenvalue equal to 1 , then $\theta$ is an isolated fixed point of $F$, and
(i) if (10) has no eigenvalue greater than 1 , then $\operatorname{index}_{W}(F, \theta)=1$, and
(ii) if (10) has an eigenvalue $\lambda>1$, then $\operatorname{index}_{W}(F, \theta)=0$.

Let $C_{0}(\bar{\Omega})=\left\{y \in C(\bar{\Omega}) \left\lvert\, \frac{\partial y}{\partial n}+r y=0\right.\right\}$ and $E=\left[C_{0}(\bar{\Omega})\right] \times\left[C_{0}(\bar{\Omega})\right]$. For a sufficiently large $P>0$ and $\tau \in[0,1]$, we consider the following equations:

$$
\left\{\begin{array}{rlrl}
(-d \Delta+\tau P) u= & \tau(P+a(1-q) f(z-u-v, u)) u, & & x \in \Omega,  \tag{11}\\
(-d \Delta+\tau P) v= & \tau(P v+b g(z-u-v, v) v & & \\
& +q a u f(z-u-v, u)), & & x \in \Omega \\
\frac{\partial u}{\partial n}+r u=0, \quad \frac{\partial v}{\partial n}+r v=0, & & x \in \partial \Omega .
\end{array}\right.
$$

For $(u, v)^{T} \in E$ and $\tau \in[0,1],(U, V)^{T} \in\left[C^{1+\alpha}(\bar{\Omega})\right] \times\left[C^{1+\alpha}(\bar{\Omega})\right]$ is the unique solution of the following linear problem:

$$
\begin{cases}(-d \Delta+\tau P) U=\tau(P+a(1-q) f(z-u-v, u)) u, & x \in \Omega \\ (-d \Delta+\tau P) V=\tau(P v+b g(z-u-v, v) v+q a u f(z-u-v, u)), & x \in \Omega \\ \frac{\partial U}{\partial n}+r U=0, \quad \frac{\partial V}{\partial n}+r V=0, & x \in \partial \Omega\end{cases}
$$

Define $F_{\tau}:[0,1] \times E \rightarrow E$ and $F_{\tau}(u, v)^{T}=(U, V)^{T}$. It follows from [13] that $F_{\tau}$ is compact. It is clear that $(u, v)^{T} \in E$ is a fixed point of $F_{\tau}$ if and only if $(u, v)^{T} \in E$ is a positive solution of (3). Let

$$
\left\{\begin{array}{l}
K_{0}=\left\{u \in C_{0}(\bar{\Omega}) \mid u(x) \geq 0, x \in \Omega\right\} \\
W=\{(u, v) \in E \mid u(x) \geq 0, v(x) \geq 0, x \in \Omega\}, \\
D=\left\{(u, v) \in W \mid 0 \leq u(x) \leq \Theta, 0 \leq v(x) \leq \max _{\bar{\Omega}} \hat{v}+1, x \in \Omega\right\}, \\
D^{\prime}=(\operatorname{int} D) \cap W
\end{array}\right.
$$

Then $W$ is a cone in $E$, and $D$ is bounded set in $W$. Let $F=F_{1}$. Then there exists $K>0$ such that $f(z-u-v, u) \geq f(z-u, u)-K v$.

Suppose that $P$ is sufficiently large such that, for all $(u, v) \in D$,

$$
P+a(1-q) f(z-u-v, u)>0, \quad P+b g(z-u-v, v)-a q u K>0 .
$$

Then $F: D \rightarrow W$ is continuously differentiable, and hence (3) has nonnegative solutions if only and if $F$ has a fixed point on $D$. According to the homotopy invariance of degree, we have $\operatorname{deg}_{W}\left(I-F_{\tau}, D^{\prime},(0,0)\right)=\operatorname{deg}_{W}\left(I-F, D^{\prime},(0,0)\right), \tau \in[0,1]$. It follows that the index numbers of $(0,0)$ and $(0, \theta)$ are well defined by using the fixed point theory as the following lemmas.

Lemma 2.3 ([1]) The index number of the operator $F$ at $(0,0)$ has the following properties:
(i) if $a \neq \frac{\lambda_{1} d}{1-q}, b>\mu_{1} d$, then $\operatorname{index}_{W}(F,(0,0))=0$;
(ii) Suppose that $b<\mu_{1} d$. If $a>\frac{\lambda_{1} d}{1-q}$, then $\operatorname{index}_{W}(F,(0,0))=0$; If $a<\frac{\lambda_{1} d}{1-q}$, then $\operatorname{index}_{W}(F,(0,0))=1$;
(iii) $\operatorname{index}_{W}\left(F, D^{\prime}\right)=1$.

Lemma 2.4 ([1]) Suppose $b>\mu_{1} d$. The index at the point $(0, \theta)$ has the following properties:
(i) If $a<\frac{\hat{\lambda}_{1} d}{1-q}$, then $\operatorname{index}_{W}(F,(0, \theta))=1$; if $a>\frac{\hat{\lambda}_{1} d}{1-q}$, then $\operatorname{index}_{W}(F,(0, \theta))=0$;
(ii) If $a=\frac{\hat{\lambda}_{1} d}{1-q}$, then either (3) has a positive solution, or $\operatorname{index}_{W}(F,(0, \theta))=1$.

Combining with the previous lemma, according to [1], we can show the following sufficient condition for the existence of nonnegative solutions to equation (3).

## Theorem 2.2

(i) If $a<\frac{\lambda_{1} d}{1-q}, b<\mu_{1} d$, then 0 is the only nonnegative solution of (3);
(ii) If $a>\frac{\lambda_{1} d}{1-q}, b<\mu_{1} d$, then (3) has at least one positive solution besides the zero solution;
(iii) If $a>\frac{\hat{\lambda}_{1} d}{1-q}, b>\mu_{1} d$, then (3) has at least one positive solution besides $(0,0)$ and $(0, \theta)$.

## 3 The effect of mutual interference between predators

In this section, we investigate the multiplicity and stability of positive solutions of system (3) under the effect of the parameters $k_{i}(i=1,2)$ by the standard perturbation theory.

According to Theorems 2.1 and 2.2, sufficient conditions for the existence of positive solutions of (3) are $b>\mu_{1} d$ and $a>\frac{\hat{\lambda}_{1} d}{1-q}$, and a necessary condition is $a>\frac{\lambda_{1} d}{1-q}$; moreover, $\frac{\lambda_{1} d}{1-q}<\frac{\hat{\lambda}_{1} d}{1-q}$. Next, we study the multiplicity and stability of positive solutions of (3) when $k_{1}$ is small enough and $k_{2}$ is sufficiently large with $q>\frac{1}{2}$.
In [26], taking $a$ as a bifurcation parameter and using the local bifurcation theory, we get that the positive solution $(u(s), v(s))$ bifurcates from the semitrivial solution $(0, \theta)$. According to Lemma 2.4.9 in [26], we will show that system (3) has at least one positive solution besides the bifurcation solution $(u(s), v(s))$ when $k_{1}$ is small enough and $k_{2}$ is sufficiently large with $q>\frac{1}{2}$. Then we can establish the following result.

Theorem 3.1 Suppose that $b>\mu_{1} d$ and $q>\frac{1}{2}$. If there exist sufficiently large $K_{2}>0$ and suitably large $D>0$ such that $k_{2}>K_{2}, d>D$, and small enough $k_{1}$, then the local bifurcation of the positive solution $(u(s), v(s))$ is nondegenerate and unstable for $a \in\left(\frac{\hat{\lambda}_{1} d}{1-q}-\varepsilon, \frac{\hat{\lambda}_{1} d}{1-q}\right)$ with $\varepsilon>0$; moreover, (3) has at least two positive solutions.

Proof Firstly, we prove that any positive solution bifurcated from $(0, \theta)$ is nondegenerate and unstable. To complete this, we need only show that there exists a sufficiently small $\varepsilon>0$
such that any positive solution $(u(s), v(s))$ of (3) is nondegenerate for $a \in\left(\frac{\hat{\lambda}_{1} d}{1-q}-\varepsilon, \frac{\hat{\lambda}_{1} d}{1-q}\right)$, and the corresponding linearized eigenvalue problem

$$
\begin{cases}d \Delta \xi+a(1-q) \xi h_{1}(u(s), v(s)) &  \tag{12}\\ \quad-a(1-q) u(s) f_{1}^{\prime}(z-u(s)-v(s), u(s)) \eta+\gamma \xi=0, & x \in \Omega \\ d \Delta \eta+b h_{2}(u(s), v(s)) \eta-q a u(s) f_{1}^{\prime}(z-u(s)-v(s), u(s)) \eta & \\ -b v(s) g_{1}^{\prime}(z-u(s)-v(s), v(s)) \xi+a q h_{1}(u(s), v(s)) \xi+\gamma \eta=0, & x \in \Omega\end{cases}
$$

where

$$
\begin{aligned}
h_{1}(u(s), v(s))= & f(z-u(s)-v(s), u(s)) \\
& -u(s) f_{1}^{\prime}(z-u(s)-v(s), u(s))+u(s) f_{2}^{\prime}(z-u(s)-v(s), u(s)) \\
h_{2}(u(s), v(s))= & g(z-u(s)-v(s), v(s)) \\
& -v(s) g_{1}^{\prime}(z-u(s)-v(s), v(s))+v(s) g_{2}^{\prime}(z-u(s)-v(s), v(s)),
\end{aligned}
$$

has a unique eigenvalue $\hat{\gamma}$ such that $\operatorname{Re}(\hat{\gamma})<0$ with multiplicity one. Set the sequences $\left\{s_{n}\right\}$ and $\left\{a_{n}\right\}$. Then $u(s)=u_{n}(s):=u_{n}, v(s)=v_{n}(s):=v_{n}$ are the positive solution of (3) with $k_{1}=k_{1, n}$ and $a=a_{n}$. Denote the corresponding eigenvalue by $\gamma=\gamma_{n}$. By the assumption we can suppose that, as $n \rightarrow \infty, \varepsilon_{n}>0$ and $\varepsilon_{n} \rightarrow 0, k_{1, n}>0$ and $k_{1, n} \rightarrow 0, a_{n} \in\left(\frac{\hat{\lambda}_{1} d}{1-q}-\varepsilon, \frac{\hat{\lambda}_{1} d}{1-q}\right)$. If $n \rightarrow \infty$, then $k_{1, n} \rightarrow 0, \gamma_{n} \rightarrow \gamma, a_{n} \rightarrow \frac{\hat{\lambda}_{1} d}{1-q}$, and $\left(u_{n}, v_{n}\right) \rightarrow(u(0), v(0))=(0, \theta)$. Hence, the linearized problem (12) converges to the following problem:

$$
\begin{cases}d \Delta \xi+a(1-q) \xi f(z-\theta, 0)+\gamma \xi=0, & x \in \Omega  \tag{13}\\ d \Delta \eta+L_{b} \eta-b \theta g_{1}^{\prime}(z-\theta, \theta) \xi+a q f(z-\theta, 0) \xi+\gamma \eta=0, & x \in \Omega\end{cases}
$$

where $L_{b}=b\left[g(z-\theta, \theta)-\theta g_{1}^{\prime}(z-\theta, \theta)+\theta g_{2}^{\prime}(z-\theta, \theta)\right]$. It is easy to see that 0 is a simple eigenvalue of (12) with the corresponding eigenfunction $(\xi, \eta)=\left(\hat{\phi}_{1}, \chi_{1}\right)$, where $\chi_{1}=$ $L_{(b, d)}^{-1}\left(\left(b \theta g_{1}^{\prime}(z-\theta, \theta)+a q f(z-\theta, 0)\right) \hat{\phi}_{1}\right)$. Moreover, all other eigenvalues are positive and stand apart from 0 . By the eigenvalue perturbation theory[25] we get that problem (12) has a unique eigenvalue $\gamma_{n} \rightarrow 0$ for large $n$ with multiplicity one, and real parts of all other eigenvalues are positive and stand apart from 0 . We may assume that $\left(\xi_{n}, \eta_{n}\right)$ is the corresponding eigenfunction to $\gamma_{n}$. Then $\left(\xi_{n}, \eta_{n}\right) \rightarrow\left(\hat{\phi}_{1}, \chi_{1}\right)$ as $n \rightarrow \infty$. We further show that $\operatorname{Re} \gamma_{n}<0$ for $n$ large enough. Multiplying the first equation of (12) with the sequence $n$ by $\hat{\phi}_{1}$ and integrating on $\Omega$, we have

$$
\begin{align*}
& -d \int_{\Omega} \hat{\phi}_{1} \Delta \xi_{n}-a_{n}(1-q) \int_{\Omega}\left[f\left(z-u_{n}-v_{n}, u_{n}\right)\right. \\
& \left.\quad-u_{n} f_{1}^{\prime}\left(z-u_{n}-v_{n}, u_{n}\right)+u_{n} f_{2}^{\prime}\left(z-u_{n}-v_{n}, u_{n}\right)\right] \xi_{n} \hat{\phi}_{1} \\
& \quad+a_{n}(1-q) \int_{\Omega} u(s) f_{1}^{\prime}(z-u(s)-v(s), u(s)) \eta_{n} \\
& =\int_{\Omega} \gamma_{n} \hat{\phi}_{1} \xi_{n} . \tag{14}
\end{align*}
$$

Taking $(a, u, v)=\left(a_{n}, u_{n}, v_{n}\right)$ in the first equation of (3), multiplying by $\xi_{n}$, and integrating on $\Omega$, we obtain

$$
\begin{equation*}
-d \int_{\Omega} \hat{\phi}_{1} \Delta \xi_{n}-a_{n}(1-q) \int_{\Omega} u_{n} f\left(z-u_{n}-v_{n}, u_{n}\right) \xi_{n} \tag{15}
\end{equation*}
$$

By (14)-(15), $u_{n}(s)=\left(s_{n} \hat{\phi}_{1}+O\left(s_{n}^{2}\right)\right), v_{n}(s)=\theta-s_{n} \chi_{1}+O\left(s_{n}^{2}\right)$ (see Theorem 2.4.1 in [26]). Simplifying and letting $n \rightarrow \infty$, we have

$$
\lim _{n \rightarrow \infty} \frac{\gamma_{n}}{s_{n}}=\frac{d \hat{\lambda}_{1} \int_{\Omega}\left[\left(\hat{\phi}_{1}-\chi_{1}\right) f_{1}^{\prime}(z-\theta, 0)-f_{2}^{\prime}(z-\theta, 0) \hat{\phi}_{1}\right] \hat{\phi}_{1}^{2} d x}{(1-q) \int_{\Omega} f(z-\theta, 0) \hat{\phi}_{1}^{2} d x}
$$

Since $\hat{\phi}_{1}, \chi_{1}$ satisfy the equations

$$
\left\{\begin{array}{l}
d \Delta \hat{\phi}_{1}+\hat{\lambda}_{1} d f(z-\theta, 0) \hat{\phi}_{1}=0, \\
d \Delta \chi_{1}+b\left[g(z-\theta, \theta)-\theta g_{1}^{\prime}(z-\theta, \theta)+\theta g_{2}^{\prime}(z-\theta, \theta)\right] \chi_{1} \\
\quad+q \frac{\hat{\lambda}_{1} d}{1-q} f(z-\theta, 0) \hat{\phi}_{1}-b \theta g_{1}^{\prime}(z-\theta) \hat{\phi}_{1}=0,
\end{array}\right.
$$

subtracting the first equation from the second equation, we obtain

$$
\begin{aligned}
& {\left[d \Delta\left(\chi_{1}-\hat{\phi}_{1}\right)+b\left[g(z-\theta, \theta)-\theta g_{1}^{\prime}(z-\theta, \theta)+\theta g_{2}^{\prime}(z-\theta, \theta)\right]\right]\left(\chi_{1}-\hat{\phi}_{1}\right)} \\
& \quad=-\left[b \left[g(z-\theta, \theta)-2 \theta g_{1}^{\prime}(z-\theta, \theta)+\theta .\right.\right.
\end{aligned}
$$

By Remark 2.1 we know that all eigenvalues of $L_{(b, d)}=d \Delta\left(\chi_{1}-\hat{\phi}_{1}\right)-b\left[g(z-\theta, \theta)+\theta g_{1}^{\prime}(z-\right.$ $\left.\theta, \theta)+\theta g_{2}^{\prime}(z-\theta, \theta)\right]$ are strictly negative, and thus $L_{(b, d)}$ is a reversible negative operator. Set

$$
\begin{aligned}
\hat{T} & =-\left\{b\left[g(z-\theta, \theta)-2 \theta g_{1}^{\prime}(z-\theta, \theta)+\theta g_{2}^{\prime}(z-\theta)\right]+\frac{(2 q-1) \lambda^{\prime} d}{1-q} f(z-\theta, 0)\right\} \hat{\phi}_{1} \\
& =-\left\{\frac{b\left[(z-\theta)\left(1+m_{2}(z-\theta)-2 \theta\left(1+k_{2} \theta\right)\right]\right.}{\left[1+m_{2}(z-\theta)+k_{2} \theta\right]^{2}}+\frac{(2 q-1) \hat{\lambda}_{1} d}{1-q} f(z-\theta, 0)\right\} \hat{\phi}_{1} .
\end{aligned}
$$

Then

$$
\chi_{1}-\hat{\phi}_{1}=L_{(b, d)}^{-1} \hat{T} .
$$

Obviously, as $q>\frac{1}{2}$, if there exist sufficiently large $K_{2}>0$ and suitable large $D>0$ such that $k_{2}>K_{2}$ and $d>D$, then $\hat{\phi}_{1}-\chi_{1}<0$, and if $k_{1}$ is small enough, then $f_{2}^{\prime}(z-\theta, 0) \hat{\phi}_{1}$ is sufficiently small, and hence $\gamma_{n}^{\prime}(0)<0$ as $n \gg 1$. Thus, if $k_{2}>K_{2}$ and $d>D$, then there exists sufficiently large $N$ such that $\operatorname{Re} \gamma_{n}<0$ for $n>N$.

Next, to prove that there exists at least two positive solutions, we may use apagoge and suppose that (3) has a unique positive solution ( $\tilde{u}, \tilde{v})$. Then it follows from local bifurcation theory that it must be a positive solution bifurcated from near $(0, \theta)$; moreover, $(\tilde{u}, \tilde{v})$ is nondegenerate, and the corresponding linearized eigenvalue problem has a unique eigenvalue $\tilde{\gamma}$ such that $\operatorname{Re} \tilde{\gamma}<0$ with multiplicity one. By all these facts it is easy to see that $I-F^{\prime}(\tilde{u}, \tilde{v})$ is invertible and $F^{\prime}(\tilde{u}, \tilde{v})$ does not have property $\alpha$ on $\bar{W}_{(\tilde{u}, \tilde{v})}$, and then
$\operatorname{index}_{W}(F,(\tilde{u}, \tilde{v}))=(-1)^{\sigma}$, where $\sigma$ is the sum of multiplicities of all the eigenvalues of $F^{\prime}(\tilde{u}, \tilde{v})$ that are greater than one; obviously, $\sigma=1$. Thus $\operatorname{index}_{W}(F,(\tilde{u}, \tilde{v}))=(-1)^{1}=-1$. Using Lemmas 2.3-2.4 and the additivity property of the fixed point index, we obtain

$$
1=\operatorname{index}_{W}\left(F, D^{\prime}\right)=\operatorname{index}_{W}(F,(0,0))+\operatorname{index}_{W}(F,(0, \theta))+\operatorname{index}_{W}(F,(\tilde{u}, \tilde{v}))=0
$$

which gives a contradiction, and the proof is completed.

Remark 3.1 Theorem 2.4.3 in [26] shows that, as $a>\frac{\hat{\lambda}_{1} d}{1-q}$, the bifurcation solution extends to $\infty$ by $a$. However, Theorem 3.1 indicates that, as $k_{1}$ is small enough and $k_{2}$ sufficiently large, $d$ is suitably large, and $q>\frac{1}{2}$, then $a=a(s) \in\left(\frac{\lambda_{1} d}{1-q}, \frac{\hat{\lambda}_{1} d}{1-q}\right)$. Then there exists $a^{*} \in\left(\frac{\lambda_{1} d}{1-q}, \frac{\hat{\lambda}_{1} d}{1-q}\right)$ such that (3) has at least two solutions for $a \in\left(a^{*}, \frac{\hat{\lambda}_{1} d}{1-q}\right)$.

## 4 The effect of $\boldsymbol{k}_{1}$ on uniqueness and stability

In this section, we consider the effect of $k_{1}$ on the existence, uniqueness, and stability of positive solutions of (3) as $k_{1} \rightarrow \infty$.

Firstly, we can get that any positive solution $(u, v)$ of (3) satisfies the following result: as $k_{1}$ is sufficiently large, $k_{1} u$ converges to the positive solution of the following problem:

$$
\begin{cases}\Delta w+a(1-q) w \hat{f}(z-\theta, w)=0, & x \in \Omega  \tag{16}\\ \frac{\partial w}{\partial n}+r w=0, & x \in \partial \Omega\end{cases}
$$

where $\hat{f}(z-\theta, w)=\frac{z-\theta}{1+m_{1}(z-\theta)+w}$, which implies that equation (16) almost determines all positive solutions of (3) when $k_{1}$ is sufficiently large.

Next, we investigate the uniqueness of positive solutions of (16).
Lemma 4.1 Problem (16) has one positive solution $w_{0}$ if and only if $a>\frac{d \hat{\lambda}_{1}}{1-q}$. In addition, the positive solution is unique and asymptotically stable.

Proof Let $w$ be a positive solution of (16). Then

$$
a(1-q)=d \lambda_{1}(\hat{f}(z-\theta, w))>d \lambda_{1}(\hat{f}(z-\theta, 0))=d \lambda_{1}(f(z-\theta, 0))=d \hat{\lambda}_{1} .
$$

It follows that $a>\frac{\hat{\lambda}_{1} d}{1-q}$. Conversely, if $a>\frac{\hat{\lambda}_{1} d}{1-q}$, then we may show that (16) has a unique positive solution. Firstly, we prove that there exists a constant $M>0$ such that all positive solutions $w$ of (16) satisfy $\|w\|_{C^{1}} \leq M$ when $a>\frac{\hat{\lambda}_{1} d}{1-q}$. Otherwise, if this proposition does not hold, then suppose that $a=a_{i}$ and $a_{i} \rightarrow a \geq \frac{d \hat{\lambda}_{1}}{1-q}$ as $i \rightarrow \infty$. It follows that $w_{i}$ is the positive solution of (16) and $\left\|w_{i}\right\|_{\infty} \rightarrow \infty, \hat{f}\left(z-\theta, w_{i}\right)=\frac{z-\theta}{1+m_{1}(z-\theta)+w_{i}} \stackrel{L^{2}}{\rightharpoonup} h_{1}$.

Let $\bar{w}_{i}=w_{i} /\left\|w_{i}\right\|_{\infty}$. Then

$$
\begin{cases}\Delta \bar{w}_{i}+a(1-q) \bar{w}_{i} \hat{f}\left(z-\theta, w_{i}\right)=0, & x \in \Omega \\ \frac{\partial \bar{w}_{i}}{\partial n}+r \bar{w}_{i}=0, & x \in \partial \Omega\end{cases}
$$

By using the standard elliptic regularization theory we have that $\bar{w}_{i} \xrightarrow{C^{1}} \bar{w} \geq 0, \not \equiv 0$, and $\bar{w}$ satisfies

$$
\begin{cases}\Delta \bar{w}+a(1-q) \bar{w} h_{1}=0, & x \in \Omega \\ \frac{\partial \bar{w}}{\partial n}+r \bar{w}=0, & x \in \partial \Omega\end{cases}
$$

Since $0 \leq h_{1} \leq \frac{1}{k_{1}}$, applying the strong extreme value theory and the Hopf lemma, we have $\bar{w}>0, x \in \bar{\Omega}$, and then $\hat{f}\left(z-\theta, w_{i}\right)=\frac{z-\theta}{1+m_{1}(z-\theta)+\bar{w}_{i}\left\|w_{i}\right\|_{\infty}} \stackrel{L^{2}}{\rightharpoonup} 0$; thereby $h_{1}=0$, and

$$
\begin{cases}\Delta \bar{w}=0, & x \in \Omega \\ \frac{\partial \bar{w}}{\partial n}+r \bar{w}=0, & x \in \partial \Omega\end{cases}
$$

Hence $\bar{w} \equiv 0$, which contracts to $\left\|\bar{w}_{i}\right\|_{\infty}=1$. Thus, we obtain a priori estimates of $w$.
In the following part, we establish the stability and uniqueness of positive solutions of (16). Set $\tilde{P}=\left\{w \in C^{1}(\Omega) \mid w \geq 0, \frac{\partial w}{\partial n}+r w=0\right\}$ and $\tilde{D}=\left\{w \in \tilde{P} \mid\left\|\bar{w}_{i}\right\|_{\infty} \leq M+1\right\}$. Define $B_{t}: \tilde{P} \rightarrow \tilde{P}$ by $B_{t}(w)=\left(-\Delta+M_{1}\right)^{-1}\left(t a(1-q) w \hat{f}(z-\theta, w)+M_{1} w\right)$, where $M_{1}$ is a positive constant such that $t a(1-q) \hat{f}(z-\theta, w)+M_{1}>0$ for all $w \in \tilde{D}, t \in[0,1]$. Then $B_{t}$ is a compact operator. Assume that $B=B_{1}$. Then $B: \tilde{P} \rightarrow \tilde{P}$ is continuous and differentiable; moreover, system (16) has a nonnegative solution if and only if the operator $B$ has one fixed point in $\tilde{D}$. Applying the method similar to that of Lemma 2.3.2 in [26], we have index $\tilde{x}_{\tilde{P}}(B, \tilde{D})=1$ and $\operatorname{index}_{\tilde{P}}(B, 0)=0$. Hence, there exists sufficiently small $\epsilon$ such that

$$
\operatorname{index}_{\tilde{P}}\left(B, \tilde{D} \backslash B_{\epsilon}\right)=\operatorname{index}_{\tilde{P}}(B, \tilde{D})-\operatorname{index}_{\tilde{P}}(B, 0)=1
$$

Thus, (16) has at least one positive solution when $a>\frac{d \hat{\lambda}_{1}}{1-q}$.
We investigate the following eigenvalue problem:

$$
\begin{cases}-\Delta \chi-a(1-q) \chi\left[\hat{f}(z-\theta, w)+w \hat{f}_{2}^{\prime}(z-\theta, w)\right]=\eta \chi, & x \in \Omega,  \tag{17}\\ \frac{\partial \chi}{\partial n}+r \chi=0, & x \in \partial \Omega\end{cases}
$$

where $w$ is a positive solution of (16). Applying the comparison principle of eigenvalues, we have

$$
\eta_{1}=d \lambda_{1}\left(-a(1-q) \chi\left[\hat{f}(z-\theta, w)+w \hat{f}_{2}^{\prime}(z-\theta, w)\right]\right)>d \lambda_{1}(-a(1-q) \chi \hat{f}(z-\theta, w))=0
$$

Therefore, (17) has no eigenvalues less than 0 when $a>\frac{d \hat{\lambda}_{1}}{1-q}$. So any positive solution of (16) is nondegenerate and asymptotically stable, and $\operatorname{index}_{\tilde{P}}(B, w)=(-1)^{0}=1$, which implies that (16) has at most finitely many positive solutions, which we denote by $\left\{w_{i}, 1 \leq i \leq l\right\}$. Using fixed point index theory, the number of positive solutions of equation (16) can be calculated as follows:

$$
k=\operatorname{index}_{\tilde{P}}(B, 0)+\sum_{i=1}^{l} \operatorname{index}_{\tilde{P}}\left(B, w_{i}\right)=\operatorname{index}_{\tilde{P}}(B, \tilde{D})=1
$$

and, as a result, equation (16) has a unique positive solution.

Theorem 4.1 Suppose that $b>d \mu_{1}$ is a fixed constant. For any small $\varepsilon>0$ and any $A>\frac{d \hat{\lambda}_{1}}{1-q}$, there exists sufficiently large $K_{1}=K_{1}(\varepsilon, A)>0$ such that any positive solution of $(3)$ satisfies $\|u\|_{c_{1}}+\|v-\theta\|_{c_{1}} \leq \varepsilon$ when $k_{1}>K_{1}$. In particular, if we choose a sufficiently large $K_{1}(\varepsilon, A)$ such that $k_{1}>K_{1}$ and $a \in\left(\frac{d \lambda_{1}}{1-q}, A\right]$, then $\left\|k_{1} u-w_{0}\right\|_{c_{1}} \leq \varepsilon$, where $w_{0}$ is the unique positive solution of (16).

Proof If the first part of the conclusion is false, then there are $A_{0}>\frac{d \hat{\lambda}_{1}}{1-q}, k_{1, i} \rightarrow \infty, a_{i} \in$ $\left(\frac{d \hat{\lambda}_{1}}{1-q}, A_{0}\right]$, such that the positive solution $\left(u_{i}, v_{i}\right)$ of (3) is bounded away the semitrivial $(0, \theta)$ with $a=a_{i}, k_{1}=k_{1, i}$. Since $0<u_{i}+v_{i}<z,\left\{-\Delta u_{i}\right\}$ and $\left\{-\Delta v_{i}\right\}$ of (3) are bounded on $L^{\infty}(\bar{\Omega})$. By the $L^{p}$ estimates and embedding theorem of elliptic equation, we may assume that $a_{i} \rightarrow a \in\left(\frac{d \hat{\lambda}_{1}}{1-q}, A_{0}\right], u_{i} \xrightarrow{C^{1}} u \geq 0, v_{i} \xrightarrow{C^{1}} v \geq 0$, where $u, v \in C_{B}^{1}(\bar{\Omega})$. Furthermore, $f\left(z-u_{i}-\right.$ $\left.v_{i}, u_{i}\right)=\frac{z-u_{i}-v_{i}}{1+m_{1}\left(z-u_{i}-v_{i}\right)+k_{1, i} u_{i}} \stackrel{L^{2}}{\rightharpoonup} h_{2}$ with $0 \leq h_{2} \leq 0$, and $u$ satisfies

$$
\begin{cases}d \Delta u+a(1-q) u h_{2}=0, & x \in \Omega, \\ \frac{\partial u}{\partial n}+r u=0, & x \in \partial \Omega .\end{cases}
$$

Suppose $u \equiv 0$. Then $v$ satisfies

$$
\begin{cases}d \Delta v+b v g(z-v, v)=0, & x \in \Omega \\ \frac{\partial v}{\partial n}+r v=0, & x \in \partial \Omega\end{cases}
$$

and $v \equiv 0$ or $v=\theta$ as $b>d \mu_{1}$. If $v \equiv 0$, let $\bar{v}_{i}=v_{i} /\left\|v_{i}\right\|_{\infty}$. Then

$$
\begin{cases}d \Delta \bar{v}_{i}+b \bar{v}_{i} g\left(z-v_{i}, v_{i}\right)=0, & x \in \Omega, \\ \frac{\partial \bar{v}_{i}}{\partial n}+r \bar{v}_{i}=0, & x \in \partial \Omega\end{cases}
$$

By the standard regularization theory we may assume that $\bar{v}_{i} \xrightarrow{C^{1}} \bar{v}$, and thus the limit equation of this equation is

$$
\begin{cases}d \Delta \bar{v}+b \bar{v} g(z, 0)=0, & x \in \Omega  \tag{18}\\ \frac{\partial \bar{v}}{\partial n}+r \bar{v}=0, & x \in \partial \Omega\end{cases}
$$

Multiplying (18) by $\psi_{1}$ and integrating on $\Omega$, we easily see that $\int_{\Omega}\left(b-d \mu_{1}\right) \psi_{1} \bar{v} g(z, 0)=0$. Since $b>d \mu_{1}, \psi_{1}>0$, and $g(z, 0)>0$, it follows that $\bar{v} \equiv 0$, which is a contradiction. Hence, $v=\theta,\left(u_{i}, v_{i}\right) \xrightarrow{C^{1}}(0, \theta)$, which contradicts to the assumption that the positive solution $\left(u_{i}, v_{i}\right)$ is depart from $(0, \theta)$.
Suppose $u \geq 0, \not \equiv 0$. By the strong maximum principle we get $u>0$, and thereby

$$
\begin{cases}d \Delta u=0, & x \in \Omega \\ \frac{\partial u}{\partial n}+r u=0, & x \in \partial \Omega\end{cases}
$$

We know that $u \equiv 0$, a contradiction.
Next, we prove the last part of the theorem. We only need to show that $k_{1, i} u_{i}$ is near some positive solution of (16) when $a=a_{i}$. We first show that $k_{1, i}\left\|u_{i}\right\|_{\infty}$ is uniformly bounded.

Otherwise, suppose that $k_{1, i}\left\|u_{i}\right\|_{\infty} \rightarrow \infty$ and let $\bar{u}_{i}=u_{i} /\left\|u_{i}\right\|_{\infty}$. Then

$$
\begin{cases}d \Delta \bar{u}_{i}+a_{i}(1-q) \bar{u}_{i} f\left(z-u_{i}-v_{i}, u_{i}\right)=0, & x \in \Omega,  \tag{19}\\ \frac{\partial \bar{u}_{i}}{\partial n}+r \bar{u}_{i}=0, & x \in \partial \Omega .\end{cases}
$$

Applying the standard regularization theory, we may assume that $\bar{u}_{i} \xrightarrow{C^{1}} \bar{u} \geq 0, \not \equiv 0$ in the $C_{B}^{1}, f\left(z-u_{i}-v_{i}, u_{i}\right) \stackrel{L^{2}}{\rightharpoonup} h_{2}$, and $a_{i} \rightarrow a \in\left(\frac{d \hat{\lambda}_{1}}{1-q}, A_{0}\right]$.

Taking the limit on both sides of (19), we get that $\bar{u}$ is a weak solution satisfying the following equation:

$$
\begin{cases}d \Delta \bar{u}+a(1-q) \bar{u} h_{2}=0, & x \in \Omega \\ \frac{\partial \bar{u}}{\partial n}+r \bar{u}=0, & x \in \partial \Omega\end{cases}
$$

By the maximum principle and Hopf lemma we have $\bar{u}>0(x \in \Omega)$. Hence, since $f\left(z-u_{i}-\right.$ $\left.v_{i}, u_{i}\right)=\frac{z-u_{i}-v_{i}}{1+m_{1}\left(z-u_{i}-v_{i}\right)+k_{1, i} \bar{u}_{i}\left\|u_{i}\right\|_{\infty}} \stackrel{L^{2}}{\rightharpoonup} h_{2}=0$ as $i \rightarrow \infty$, it is easy to see that $\bar{u} \equiv 0(x \in \Omega)$, a contradiction. Thus $k_{1, i}\left\|u_{i}\right\|_{\infty}$ is uniformly bounded.
Let $w_{i}=k_{1, i} u_{i}$, Then $w_{i}$ satisfies

$$
\begin{cases}d \Delta w_{i}+a_{i}(1-q) w_{i} \hat{f}\left(z-u_{i}-v_{i}, w_{i}\right)=0, & x \in \Omega  \tag{20}\\ \frac{\partial w_{i}}{\partial n}+r w_{i}=0, & x \in \partial \Omega\end{cases}
$$

Since $\left\|w_{i}\right\|_{\infty}$ is bounded, applying the standard regularization theory and the Sobolev embedding theorem, we can obtain that $w_{i} \xrightarrow{C^{1}} w$. Letting $i \rightarrow \infty$, the limit equation of (20) is (16), that is, $w$ is a nonnegative solution of (20). When $a=\frac{d \hat{\lambda}_{1}}{1-q}, w_{i}=k_{1, i} u_{i} \rightarrow w \equiv 0$. If $a_{i} \rightarrow \frac{d \hat{\lambda}_{1}}{1-q}$, then any positive solution of (16) converges to 0 when $a=a_{i}$. Hence, $w_{i}=k_{1, i} u_{i}$ must be near to some positive solution (16) as $a=a_{i}$.
We only need to prove that $w$ is a positive solution of (16) when $a>\frac{d \hat{\lambda}_{1}}{1-q}$. If $w$ is not always a positive solution, then it follows from the maximum principle that $w \equiv 0$. Let $\bar{w}_{i}=w_{i} /\left\|w_{i}\right\|_{\infty}$. Then

$$
\begin{cases}d \Delta \bar{w}_{i}+a_{i}(1-q) \bar{w} \cdot \hat{f}\left(z-u_{i}-v_{i}, w_{i}\right)=0, & x \in \Omega  \tag{21}\\ \frac{\partial \bar{w}_{i}}{\partial n}+r \bar{w}_{i}=0, & x \in \partial \Omega\end{cases}
$$

Suppose $\bar{w}_{i} \xrightarrow{C^{1}} \bar{w}$. By taking the limit of (21) we have

$$
\begin{cases}d \Delta \bar{w}+a_{i}(1-q) \bar{w} \hat{f}(z-\theta, 0)=0, & x \in \Omega \\ \frac{\partial \bar{w}}{\partial n}+r \bar{w}=0, & x \in \partial \Omega\end{cases}
$$

Since $\bar{w} \geq 0, \not \equiv 0$, it follows from the maximum principle that $\bar{w}>0$, and thus $a=\frac{d \hat{\lambda}_{1}}{1-q}$, which deduces a contradiction. Hence $w>0$, that is, $k_{1, i} u_{i}$ converges to the unique positive solution $w_{0}$ of (16).

Finally, we consider the existence and stability of positive solutions of (3) when parameter $k_{1}$ is large enough.

Theorem 4.2 Suppose that $b>d \mu_{1}$. For any small $\varepsilon>0$ and some $A \geq \frac{\hat{\lambda}_{1} d}{1-q}$, there exists sufficiently large $K_{1}=K_{1}(\varepsilon, A)$ such that $k_{1}>K_{1}$. Then we have:
(i) If $a \in\left[\frac{\lambda_{1} d}{1-q}+\varepsilon, \frac{\hat{\lambda}_{1} d}{1-q}\right)$, then (3) has no positive solutions;
(ii) If $a \in\left[\frac{\hat{\lambda}_{1} d}{1-q}, A\right]$, then (3) has the unique positive solution, and it is asymptotically stable.

Proof (i) Suppose that the conclusion is false. Then there exist $\varepsilon_{0}>0, k_{1, i} \rightarrow \infty$, and $a_{i} \rightarrow a \in\left[\frac{d \lambda_{1}}{1-q}+\varepsilon_{0}, \frac{d \hat{\lambda}_{1}}{1-q}\right)$ such that $\left(u_{i}, v_{i}\right)$ is a positive solution of (3) as $\left(a, k_{1}\right)=\left(a_{i}, k_{1, i}\right)$. It follows from Lemma 4.1 that $k_{1, i}\left\|u_{i}\right\|_{\infty}$ is uniformly bounded, Let $w_{i}=k_{1, i} u_{i}$, then $w_{i}$ satisfies equation (21). By the standard regularized theory and the Sobolev embedding theorem we may suppose that $w_{i} \xrightarrow{C^{1}} w$. Hence, $w$ is a nonnegative solution of (16). Since $a \in\left[\frac{d \lambda_{1}}{1-q}+\varepsilon_{0}, \frac{d \hat{\lambda}_{1}}{1-q}\right)$, combining with Theorem 4.1, we get $w \equiv 0$. Applying a similar method as in the case $a>\frac{d \hat{\lambda}_{1}}{1-q}$ in Theorem 4.1, it is easy to get a contradiction.
(ii) Firstly, we prove that any positive solution of (3) is nondegenerate and linearly stable for condition (ii). Assuming that (u,v) is a positive solution of (3), let $\hat{u}=k_{1} u, m=\frac{1}{k_{1}}$. Then $(u, v)$ is a positive solution of (3) if only and if $\left(k_{1} u, v\right)$ is a solution of the following problem:

$$
\begin{cases}d \Delta \hat{u}+(1-q) a \hat{u} f(z-m \hat{u}-v, \hat{u})=0, & x \in \Omega  \tag{22}\\ d \Delta v+b v g(z-m \hat{u}-v, v)+q \operatorname{am\hat {u}} f(z-m \hat{u}-v, \hat{u})=0, & x \in \Omega \\ \frac{\partial \hat{u}}{\partial n}+r \hat{u}=0, \quad \frac{\partial v}{\partial n}+r v=0, & x \in \partial \Omega\end{cases}
$$

Next, we only need to prove the nondegeneracy and stability of (22). We suppose that the conclusion is false. Then there are $\varepsilon_{0}>0, A_{0}>\frac{d \hat{\lambda}_{1}}{1-q}, a_{i} \rightarrow a \in\left[\frac{d \hat{\lambda}_{1}}{1-q}, A_{0}\right), k_{1, i} \rightarrow \infty, \operatorname{Re} \eta_{i} \leq 0$, and smooth $\left(\omega_{i}, \chi_{i}\right)$ with $\left\|\omega_{i}\right\|_{2}^{2}+\left\|\chi_{i}\right\|_{2}^{2}=1$ such that

$$
\begin{cases}d \Delta \omega_{i}+a(1-q) \omega_{i} h_{1}\left(m_{i} \hat{u}_{i}, v_{i}\right) &  \tag{23}\\ -a(1-q) \hat{u}_{i} f_{1}^{\prime}\left(z-m_{i} \hat{u}_{i}-v_{i}, \hat{u}_{i}\right) \chi_{i}+\eta_{i} \omega_{i}=0, & x \in \Omega \\ d \Delta \chi_{i}+b h_{2}\left(m_{i} \hat{u}_{i}, v_{i}\right) \chi_{i}-q a m_{i} \hat{u}_{i} f_{1}^{\prime}\left(z-m_{i} \hat{u}_{i}-v_{i}, \hat{u}_{i}\right) \chi_{i} & \\ -b m_{i} v_{i} g_{1}^{\prime}\left(z-m_{i} \hat{u}_{i}-v_{i}, v_{i}\right) \omega_{i}+a q m_{i} h_{1}\left(m_{i} \hat{u}_{i}, v_{i}\right) \omega_{i}+\eta_{i} \chi_{i}=0, & x \in \Omega \\ \frac{\partial \omega_{i}}{\partial n}+r \omega_{i}=0, \quad \frac{\partial \chi_{i}}{\partial n}+r \chi_{i}=0, & x \in \partial \Omega\end{cases}
$$

where

$$
\begin{aligned}
& h_{1}\left(m_{i} \hat{u}_{i}, v_{i}\right)=f\left(z-m_{i} \hat{u}_{i}-v_{i}, \hat{u}_{i}\right)-m_{i} \hat{u}_{i} f_{1}^{\prime}\left(z-m_{i} \hat{u}_{i}-v_{i}, \hat{u}_{i}\right)+\hat{u}_{i} f_{2}^{\prime}\left(z-m_{i} \hat{u}_{i}-v_{i}, \hat{u}_{i}\right), \\
& h_{2}\left(m_{i} \hat{u}_{i}, v_{i}\right)=g\left(z-m_{i} \hat{u}_{i}-v_{i}, v_{i}\right)-v_{i} g_{1}^{\prime}\left(z-m_{i} \hat{u}_{i}-v_{i}, v_{i}\right)+v_{i} g_{2}^{\prime}\left(z-m_{i} \hat{u}_{i}-v_{i}, v_{i}\right),
\end{aligned}
$$

with a positive solution $\left(\hat{u}_{i}, v_{i}\right)$ of (22) and $(a, m)=\left(a_{i}, \frac{1}{k_{1, i}}\right)$. Multiplying by $\bar{w}_{i}$ and $\hat{\chi}_{i}$ two equations of (23) and integrating over $\Omega$, respectively, it follows from Green's formula that

$$
\begin{aligned}
d \int_{\Omega}\left|\nabla \omega_{i}\right|^{2}= & -r d \int_{\partial \Omega}\left|\omega_{i}\right|^{2}+\int_{\Omega} a(1-q) \omega_{i} h_{1}\left(m_{i} \hat{u}_{i}, v_{i}\right)\left|\omega_{i}\right|^{2} \\
& -\int_{\Omega} a(1-q) \hat{u}_{i} f_{1}^{\prime}\left(z-m_{i} \hat{u}_{i}-v_{i}, \hat{u}_{i}\right) \bar{\omega}_{i} \chi_{i}+\int_{\Omega} \eta_{i}\left|\omega_{i}\right|^{2}
\end{aligned}
$$

$$
\begin{aligned}
d \int_{\Omega}\left|\nabla \chi_{i}\right|^{2}= & -r d \int_{\partial \Omega}\left|\chi_{i}\right|^{2}+\int_{\Omega}\left[b h_{2}\left(m_{i} \hat{u}_{i}, v_{i}\right)-q a m_{i} \hat{u}_{i} f_{1}^{\prime}\left(z-m_{i} \hat{u}_{i}-v_{i}, \hat{u}_{i}\right)\right]\left|\chi_{i}\right|^{2} \\
& -\int_{\Omega}\left[b v_{i} g_{1}^{\prime}\left(z-m_{i} \hat{u}_{i}-v_{i}, v_{i}\right)-a q h_{1}\left(m_{i} \hat{u}_{i}, v_{i}\right)\right] m_{i} \omega_{i} \bar{\chi}_{i}+\int_{\Omega} \eta_{i}\left|\chi_{i}\right|^{2} .
\end{aligned}
$$

Adding these two identities, we get

$$
\begin{aligned}
\eta_{i}= & d \int_{\Omega}\left|\nabla \omega_{i}\right|^{2}+d r \int_{\partial \Omega}\left|\omega_{i}\right|^{2}-\int_{\Omega} a(1-q) h_{1}\left(m_{i} \hat{u}_{i}, v_{i}\right)\left|\omega_{i}\right|^{2} \\
& +\int_{\Omega} a(1-q) \hat{u}_{i} f_{1}^{\prime}\left(z-m_{i} \hat{u}_{i}-v_{i}, \hat{u}_{i}\right) \bar{\omega}_{i} \chi_{i}+d \int_{\Omega}\left|\nabla \chi_{i}\right|^{2}+d r \int_{\partial \Omega}\left|\chi_{i}\right|^{2} \\
& -\int_{\Omega}\left[b h_{2}\left(m_{i} \hat{u}_{i}, v_{i}\right)-q a m_{i} \hat{u}_{i} f_{1}^{\prime}\left(z-m_{i} \hat{u}_{i}-v_{i}, \hat{u}_{i}\right)\right]\left|\chi_{i}\right|^{2} \\
& +\int_{\Omega}\left[b v_{i} g_{1}^{\prime}\left(z-m_{i} \hat{u}_{i}-v_{i}, v_{i}\right)-a q h_{1}\left(m_{i} \hat{u}_{i}, v_{i}\right)\right] m_{i} \omega_{i} \bar{\chi}_{i} .
\end{aligned}
$$

Thanks to the boundedness of $\hat{u}_{i}, v_{i}, a_{i}, m_{i}$, we can easily get that the imaginary part of the right-hand side of this identity is bounded, and thus $\operatorname{Im} \eta_{i}$ is bounded. On the other hand, it is easy to see that $\operatorname{Re} \eta_{i}$ is also bounded. Hence $\eta_{i}$ is bounded with $\operatorname{Re} \eta_{i} \leq 0$. Applying $L^{p}$ estimates, we know that $\left\|\omega_{i}\right\|_{W^{2,2}}$ and $\left\|\chi_{i}\right\|_{W^{2,2}}$ are bounded. We may suppose that $\omega_{i} \xrightarrow{H_{0}^{1}} \omega$ and $\chi_{i} \xrightarrow{H_{0}^{1}} \chi$. Since $m_{i} \hat{u}_{i} \rightarrow 0, \hat{u}_{i} \rightarrow w_{0}$, and $v_{i} \rightarrow \theta$ as $i \rightarrow \infty$, taking the limits of two sides of (23), we know that $\omega$ and $\chi$ weakly satisfy the following equations:

$$
\begin{cases}d \Delta \omega+a(1-q) \omega H_{1}-a(1-q) w_{0} f_{1}^{\prime}\left(z-\theta, w_{0}\right) \chi+\eta \omega=0, & x \in \Omega  \tag{24}\\ d \Delta \chi+b \chi H_{2}+\eta \chi=0, & x \in \Omega \\ \frac{\partial \omega}{\partial n}+r \omega=0, \quad \frac{\partial \chi}{\partial n}+r \chi=0, & x \in \partial \Omega\end{cases}
$$

where

$$
\begin{aligned}
& H_{1}=f\left(z-\theta, w_{0}\right)+w_{0} f_{2}^{\prime}\left(z-\theta, w_{0}\right), \\
& H_{2}=g(z-\theta, \theta)-\theta g_{1}^{\prime}(z-\theta, \theta)+\theta g_{2}^{\prime}(z-\theta, \theta) .
\end{aligned}
$$

If $\chi \equiv 0$, then $\omega$ satisfies

$$
\begin{cases}d \Delta w+a(1-q) w\left[f\left(z-\theta, w_{0}\right)+w_{0} f_{2}^{\prime}\left(z-\theta, w_{0}\right)\right]+\eta w=0, & x \in \Omega \\ \frac{\partial w}{\partial n}+r w=0, & x \in \partial \Omega\end{cases}
$$

This system implies that $\eta$ is real and $\eta>0$, which is a contradiction to $\operatorname{Re} \eta_{i} \leq 0$.
If $\chi \not \equiv 0$, then thanks to $g_{1}^{\prime}(z-\theta, \theta)>0, g_{2}^{\prime}(z-\theta, \theta)<0$, and $\eta \leq 0$, we have

$$
d \Delta \chi+b \chi\left[g(z-\theta, \theta)-\theta g_{1}^{\prime}(z-\theta, \theta)+\theta g_{2}^{\prime}(z-\theta, \theta)\right]+\eta \chi=0, \quad x \in \Omega .
$$

From Remark 2.1 we know that all eigenvalues of $L_{(b, d)}$ are strictly negative, and then $\eta>0$, which contradicts the assumption.
We further prove the existence of a positive solution of (3) with $b>d \mu_{1}$. Because all positive solutions of (3) are nondegenerate, by a simple compactness argument we get
that there are at most finitely many positive solutions. For some positive solution $(u, v)$, it is easy to see that $\operatorname{index}_{W}(F,(u, v))=1$ by the nondegeneracy and stability of $(u, v)$ and Proposition 2.1 in [26]. For $a \in\left[\frac{\hat{\lambda}_{1} d}{1-q}+\varepsilon, A\right]$, by Theorem 2.2, (3) has at least one positive solution. Let the finitely many positive solutions of (3) be $\left\{\left(u_{i}, v_{i}\right): 1 \leq i \leq l\right\}, l \geq 1$. Applying Lemmas 2.3-2.4 and the additivity of the fixed point index, we obtain

$$
1=\operatorname{index}_{W}\left(F, D^{\prime}\right)=0+\sum_{i=1}^{l} \operatorname{index}_{W}\left(F,\left(u_{i}, v_{i}\right)\right)=l,
$$

which proves the uniqueness of positive solutions of (3).
Finally, we investigate the case $a=\frac{\hat{\lambda}_{1} d}{1-q}$. By the regular bifurcation theory, taking $a$ as a bifurcation parameter, we can construct a positive solution branch from the semitrivial nonnegative solution branch $\left\{\left(\frac{\hat{\lambda}_{1} d}{1-q}, 0, \theta\right), a \in R^{+}\right\}$. The positive bifurcation solution cave (see Theorem 2.4.1 in [26]) is

$$
\Gamma_{m}=\left\{(a(s), u(s), v(s))=\left(a(s), s\left(\hat{\phi}_{1}+\phi(s), \theta-s\left(\chi_{1}+\psi(s)\right)\right)\right), 0<s \ll 1\right\},
$$

where $a(0)=\frac{\hat{\lambda}_{1} d}{1-q}, \phi(0)=0, \psi(0)=0$, and

$$
\chi_{1}=-L_{b}^{-1}\left[b m \theta g_{1}^{\prime}(z-\theta, \theta)-\operatorname{aqmf}(z-\theta, 0) \hat{\phi}_{1}\right] .
$$

Substituting the positive solution into the first equation of (3), dividing by $s$, and differentiating on $s$, we can get the derivative on both sides of the equation at $s=0$, and hence

$$
a^{\prime}(0)(1-q) \int_{\Omega} f(z-\theta, 0) \hat{\phi}_{1}^{2} d x=d \hat{\lambda}_{1} \int_{\Omega}\left[\left(m \hat{\phi}_{1}-\chi_{1}\right) f_{1}^{\prime}(z-\theta, 0)-f_{2}^{\prime}(z-\theta, 0) \hat{\phi}_{1}\right] \hat{\phi}_{1}^{2} d x .
$$

Letting $k_{1} \rightarrow \infty$, that is, $m \rightarrow 0$, we get

$$
a^{\prime}(0)=-\frac{d \hat{\lambda}_{1}}{1-q} \frac{\int_{\Omega}\left(f_{2}^{\prime}(z-\theta, 0) \hat{\phi}_{1}\right) \hat{\phi}_{1}^{2} d x}{\int_{\Omega} f(z-\theta, 0) \hat{\phi}_{1}^{2} d x}>0 .
$$

Since $\chi_{1} \rightarrow 0$ and $f_{2}^{\prime}(z-\theta, 0)<0$, it is easy to see that the positive solution bifurcation branch lies in the right. According to Theorem 2.4.3 in [26] and [5], we can prove that $\Gamma_{m}$ can be extended to the global bifurcation solution along the parameter $a>\frac{d \hat{\lambda}_{1}}{1-q}$, and it tends to infinity. Hence, as $a \in\left(\frac{d \hat{\lambda}_{1}}{1-q}+\varepsilon, A\right]$ and $k_{1} \rightarrow \infty$, the positive solution of (3) is uniquely determined on $\Gamma_{m}$, and no positive solution curve can cover $a=\frac{d \hat{\lambda}}{1-q}$. Thus there is no positive solution of (3) when $a=\frac{d \hat{\lambda}_{1}}{1-q}$. The proof of Theorem 4.2 is complete.

## 5 Asymptotic behavior of solutions

The goal of this section is to present some asymptotic behavior of solutions of (1) depending on the change of time by comparison principle and persistence theorem.

Lemma 5.1 System (1) has nonnegative bounded solutions $S(t, x), u(t, x), v(t, x)$, and for some $\alpha$,

$$
\|S(t, \cdot)+u(t, \cdot)+v(t, \cdot)-z\|_{\infty}=O\left(e^{-\alpha t}\right) \quad(t \rightarrow \infty)
$$

where $z=z(x)=S^{0}\left(\frac{1+r}{r}-x\right)$.

Proof By Theorem 14.2 in [27] we can get the local existence of solutions. The nonnegativity of solutions can be proved by the comparison principle of parabolic equations.
Let $w(x, t)=S(t, x)+u(t, x)+v(t, x)-z(x)$. Since $z(x)$ satisfies

$$
\begin{cases}d \Delta z=0, & x \in \Omega \\ \frac{\partial z}{\partial n}+r z=S^{0}, & x \in \partial \Omega\end{cases}
$$

it follows that $w(t, x)$ satisfies

$$
\begin{cases}w_{t}=d \Delta w, & x \in \Omega  \tag{25}\\ \frac{\partial w}{\partial n}+r w=0, & x \in \partial \Omega \\ w(0, x)=S(0, x)+u(0, x)+v(0, x)-z(x), & x \in \Omega\end{cases}
$$

where $w(t, x)=\phi(x) Y(t, x) e^{-\alpha t}(\alpha>0)$ with the principal eigenfunction $\phi(x)$ of the following problem:

$$
\begin{cases}d \Delta \phi+\lambda \phi=0, & x \in \Omega \\ \frac{\partial \phi}{\partial n}+r \phi=0, & x \in \partial \Omega\end{cases}
$$

If $\eta_{0}$ is the principal eigenvalue, then $\phi(x)>0(x \in \Omega)$.
Substituting $w(t, x)$ into equation (25), we get

$$
\begin{cases}d \Delta Y-Y_{t}+2 d \frac{\nabla \phi}{\phi} \nabla Y+\left(-\eta_{0}+\alpha\right) Y=0, & x \in \Omega,  \tag{26}\\ \frac{\partial Y}{\partial n}=0, & x \in \partial \Omega\end{cases}
$$

Suppose $\alpha$ satisfies $0<\alpha<\eta_{0}$. Applying the maximum principle, we get that the maximum value of $Y(T, x)$ cannot be taken on the interior and the border of the region, and hence $Y(t, x) \leq \max _{z \in \bar{\Omega}} Y(0, x)$. Similarly, for (26), replacing $Y$ by $-Y$, we have $Y(t, x) \geq$ $-\min _{z \in \bar{\Omega}} Y(0, x)$. Thus, there exists $\hat{C}>0$ such that $|Y(t, x)| \leq \hat{C}$, so that $Y(t, x)$ is bounded, and the proof is complete.

From Lemma 5.1 and from $z(x)=S(t, x)+u(t, x)+v(t, x)$ we get that $u$ and $v$ satisfy the following problem:

$$
\begin{cases}u_{t}=d \Delta u+(1-q) a u f(z-u-v, u), & x \in \Omega, t>0,  \tag{27}\\ v_{t}=d \Delta v+\operatorname{bvg}(z-u-v, v)+\operatorname{qauf}(z-u-v, u), & x \in \Omega, t>0, \\ \frac{\partial u}{\partial n}+r u=0, \quad \frac{\partial v}{\partial n}+r v=0, & x \in \partial \Omega, t>0, \\ u(0, x)=u_{0}(x) \geq 0, \not \equiv 0, & x \in \Omega, \\ v(0, x)=v_{0}(x) \geq 0, \not \equiv 0, & x \in \Omega,\end{cases}
$$

where $z(x)=S(x)+u(x)+v(x)$, and $(S(x), u(x), v(x))$ is the equilibrium solution of (1). By the skills in $[27,28]$ we can deduce that (27) has a solution $(u(x), v(x))$ in a small neighborhood. Observing that $u_{0}(x) \geq 0, \not \equiv 0, v_{0}(x) \geq 0, \not \equiv 0$, by the comparison principle of parabolic equations we get $u(t, x)>0, v(t, x)>0, x \in \Omega, t>0$.

Obviously, $v(t, x) \equiv 0$ implies $u(t, x) \equiv 0$. Therefore, system (27) has no single species on $u$. If the initial value of (27) $u_{0}(x) \equiv 0$, then by the maximum principle we know $u(T, x) \equiv 0$. Then $v$ satisfies the system

$$
\begin{cases}v_{t}=d \Delta v+b v g(z-v, v), & x \in \Omega, t>0  \tag{28}\\ \frac{\partial v}{\partial n}+r v=0, & x \in \partial \Omega, t>0 \\ v(0, x)=v_{0}(x) \geq 0, \not \equiv 0, & x \in \Omega\end{cases}
$$

By Theorems 3.1-3.2 and the partial lemmas of [12] there are some conclusions about the persistence and extinction of the single species $v$.

Theorem 5.1 Suppose $v(t, x)$ is a solution of (28). If $b<\mu_{1} d$, then $\lim _{t \rightarrow \infty} v(t, x)=0$; if $b>\mu_{1} d$, then $\lim _{t \rightarrow \infty} \sup \|v(t, \cdot)\|_{\infty}>0$

Theorem 5.2 Suppose $v(t, x)$ is a solution of (28). If $b>\mu_{1} d$, then there exists a unique positive solution $\theta$ of the equilibrium equation on (28), and $\lim _{t \rightarrow \infty} v(t, x)=\theta$.

Based on the single species conclusion, we investigate the asymptotic behavior of the solution of system (1). Similarly to Theorem 5.2, we obtain the following lemma.

Lemma 5.2 Suppose $u(t, x)$ is a solution of the following equation:

$$
\begin{cases}u_{t}=d \Delta u+a(1-q) u f(z-u, u), & x \in \Omega, t>0 \\ \frac{\partial u}{\partial n}+r u=0, & x \in \partial \Omega, t>0, \\ u(0, x)=u_{0}(x) \geq 0, \not \equiv 0, & x \in \Omega .\end{cases}
$$

Then, as $a<\frac{\lambda_{1} d}{1-q}, \lim _{t \rightarrow \infty} u(t, x)=0$, and as $a>\frac{\lambda_{1} d}{1-q}, \lim _{t \rightarrow \infty} u(t, x)=\Theta$.

Consider the following problem:

$$
\begin{cases}v_{t}=d \Delta v+b v g(z-v, v)+a q \varsigma z f(z-v, 0), & x \in \Omega, t>0,  \tag{29}\\ \frac{\partial v}{\partial n}+r v=0, & x \in \partial \Omega, t>0, \\ v(0, x)=v_{0}(x) \geq 0, \not \equiv 0, & x \in \Omega .\end{cases}
$$

## Lemma 5.3

(i) If $b>\mu_{1} d$, then there exists a unique solution $\theta^{\varsigma}$ for the equilibrium equation of (29);
(ii) Suppose that $v^{\varsigma}(t, x)$ is a positive solution of (29) and $\theta$ is a unique positive solution of (7).
If $b<\mu_{1} d$, then $\lim _{t \rightarrow \infty, \varsigma \rightarrow 0} v^{5}(t, x)=0$;
If $b>\mu_{1} d$, then $\lim _{t \rightarrow \infty, \varsigma \rightarrow 0} v^{\varsigma}(t, x)=\theta$.

Proof (i) If $b>\mu_{1} d$, by a method similar to the proof on Lemma 2.2 of [7] it is easy to get the existence and uniqueness of $\theta^{5}$, and $0<\theta^{5}<z$.
(ii) If $b<\mu_{1} d$, then by Lemma 5.1, for any given $\varepsilon>0$, there exists $t_{0}>0$ such that $S(t, x) \leq$ $z(x)+\varepsilon$. For all $t \geq t_{0}, x \in \bar{\Omega}$, suppose that $V^{\varsigma}(t, x)$ is a solution of the following problem:

$$
\begin{cases}V_{t}^{\varsigma}=d \Delta V^{\varsigma}+b V^{\varsigma} g(z+\varepsilon, 0)+a q \varsigma z f(z+\varepsilon, 0), & x \in \Omega, t>0 \\ \frac{\partial V^{\varsigma}}{\partial n}+r V^{\varsigma}=0, & x \in \partial \Omega, t>0, \\ V^{\varsigma}\left(t_{0}, x\right)>v^{\varsigma}\left(t_{0}, x\right), & x \in \Omega\end{cases}
$$

Next, we prove that $V^{\varsigma}(t, x)>v^{\varsigma}(t, x), t \geq t_{0}, x \in \bar{\Omega}$. Let $w(t, x)=v^{\varsigma}(t, x)-V^{\varsigma}(t, x)$. Then

$$
\begin{cases}\begin{array}{ll}
d \Delta w-w_{t}= & b V^{\varsigma} g(z+\varepsilon, 0)-b v^{\varsigma} g\left(z-v^{\varsigma}, v^{\varsigma}\right) \\
& +a q \varsigma z\left(f(z+\varepsilon, 0)-f\left(z-v^{\varsigma}, 0\right)\right),
\end{array} & x \in \Omega, \\
\frac{\partial w}{\partial n}+r w=0, & x \in \partial \Omega, \\
w\left(t_{0}, x\right)<0, & x \in \Omega .\end{cases}
$$

Then we only need to prove that $w(t, x)<0, t \geq t_{0}, x \in \bar{\Omega}$. Assume that the conclusion does not hold. Then, let $t_{1}$ be the first moment such that there exists $x_{1}$ such that $w\left(t_{1}, x_{1}\right)=0$, and thus, for $x \in \Omega$ and $t_{0}<t \leq t_{1}$, we have

$$
d \Delta w-w_{t} \geq 0
$$

By the maximum principle the nonnegative maximum of $w$ lies on $C_{1}=\left\{t_{0} \leq t \leq t_{1}, x \in\right.$ $\partial \Omega\}$ or $C_{2}=\left\{t=t_{0}, x \in \Omega\right\}$. Because of the initial condition $w\left(t_{0}, x\right)<0$, we remove the case of $C_{2}$. The case of $C_{1}$ implies $\frac{\partial w}{\partial n}>0$. However, $\frac{\partial w}{\partial n}=-r w \leq 0, x \in \partial \Omega$, a contradiction.
Let $V^{\varsigma}=Y^{5}(t, x) \psi e^{-\alpha\left(t-t_{0}\right)}$, where $\psi$ is the principal eigenfunction of the following problem:

$$
\begin{cases}d \Delta \psi+\mu g(z, 0) \psi=0, & x \in \Omega \\ \frac{\partial \psi}{\partial n}+r \psi=0, & x \in \partial \Omega\end{cases}
$$

If $\mu_{1}$ is the corresponding principal eigenvalue, then

$$
\begin{cases}d \Delta Y^{\varsigma}-Y_{t}^{\varsigma}+2 d \frac{\nabla \psi}{\psi} \nabla Y^{\varsigma}+\frac{1}{\psi} C(x) Y^{\varsigma}+a q \varsigma z f(z+\varepsilon, 0) e^{\alpha\left(t-t_{0}\right)}=0, & x \in \Omega \\ \frac{\partial Y^{\varsigma}}{\partial n}=0, & x \in \partial \Omega\end{cases}
$$

where

$$
\begin{aligned}
C(x) & =d \Delta \psi+\alpha \psi+b g(z+\varepsilon, 0) \psi=-d \mu_{1} g(z, 0) \psi+\alpha \psi+b g(z+\varepsilon, 0) \psi \\
& =\alpha \psi+(b g(z+\varepsilon, 0) \psi-b g(z, 0) \psi)+\left(b g(z, 0) \psi-d \mu_{1} g(z, 0) \psi\right)
\end{aligned}
$$

Because $b<\mu_{1} d$ and $\varepsilon, \alpha$ are sufficiently small, $C(x)$ is less than zero, and if $\varsigma$ is small enough, then

$$
d \Delta Y^{\varsigma}-Y_{t}^{\varsigma}+2 d \frac{\nabla \psi}{\psi} \nabla Y^{\varsigma}>0
$$

By the maximum principle we have $Y^{5}(t, x) \leq Y^{5}\left(t_{0}, x\right)=\sup _{x \in \bar{\Omega}}\left(\frac{V^{5}\left(t_{0}, x\right)}{\psi}\right)$, and it follows that there exists $K>0$ such that $v^{5}(t, x) \leq V^{\varsigma}(t, x) \leq K e^{-\alpha\left(t-t_{0}\right)}$.
If $b>\mu_{1} d$, by Lemma 3.3 in [12] we can obtain that $\lim _{t \rightarrow \infty} \sup \left\|\nu^{5}(t, \cdot)\right\|_{\infty}>0$. Next, we construct th Lyapunov function

$$
L(\psi)=\int_{\Omega}\left[\frac{d}{2}(\nabla \psi)^{2}-\hbar(x, \psi(x))\right] d x+B(\psi)
$$

where

$$
\begin{aligned}
& \hbar(x, v)=\int_{\Omega} f(x, s) d s, \quad f(x, v)=b g(z-v, v) v+a q \varsigma z f(z-v, 0) \\
& B(\psi)=\int_{\partial \Omega} \frac{d r}{2} \psi^{2} d s .
\end{aligned}
$$

Then

$$
\frac{\partial L\left(v^{5}(t, x)\right)}{\partial t}=-\int_{\Omega}\left(v_{t}^{5}\right)^{2} d x \leq 0
$$

Since $v^{5}(t, x)$ is close to the invariant set which satisfies $\frac{\partial L(\nu \varsigma(t, x))}{\partial t}=0$, observe that $\frac{\partial L\left(v^{5}(t, x)\right)}{\partial t}=0$ if and only if $v^{5}(t, x)=0$, that is, the set of equilibrium states of equation (28).

Combining Lemma 5.2, equation (29), and the uniqueness of the positive equilibrium solution $\theta^{\varsigma}$, we obtain $\lim _{t \rightarrow \infty} \nu^{\varsigma}(t, x)=\theta^{\varsigma}$.
In the remaining part, we prove that $\lim _{\varsigma \rightarrow 0} \theta^{\varsigma}=\theta$. Since $0<\theta^{\varsigma}<z$, there exists a constant $K>0$, independent of $\varsigma$, such that, for any $p \geq 1$,

$$
\left\|\theta^{\varsigma}\right\|_{2, p} \leq K^{\prime}\left(\left\|\theta^{\varsigma}\right\|_{p}+\left\|b g\left(z-\theta^{\varsigma}, \theta^{\varsigma}\right) \theta^{\varsigma}+\operatorname{aq\varsigma } z f\left(z-\theta^{\varsigma}, 0\right)\right\|_{p}\right) \leq K
$$

By the Sobolev imbedding theorem we have $\theta^{\varsigma} \rightarrow \theta^{0}, \varsigma \rightarrow 0$, and $0<\theta^{0}<z$, so that $\theta^{0}$ weakly satisfies the following equation:

$$
\begin{cases}d \Delta \theta^{0}+b \theta^{0} g\left(z-\theta^{0}, \theta^{0}\right)=0, & x \in \Omega \\ \frac{\partial \theta^{0}}{\partial n}+r \theta^{0}=0, & x \in \partial \Omega\end{cases}
$$

By the regularization theory of elliptic equations we get $\theta^{0} \in C^{2}$. Hence, by the uniqueness of $\theta$ we get that $\theta^{0}=\theta$, and the proof is complete.

Similarly to Lemma 5.3, we can establish the following lemmas.

Lemma 5.4 Suppose $\nu^{\varsigma}(t, x)$ is a solution of the following problem:

$$
\begin{cases}v_{t}=d \Delta v+b v g(z-\varsigma z-v, v), & x \in \Omega, t>0, \\ \frac{\partial v}{\partial n}+r v=0, & x \in \partial \Omega, t>0, \\ v(0, x)=v_{0}(x) \geq 0, & x \in \Omega .\end{cases}
$$

If $b>\mu_{1} d$, then $\lim _{t \rightarrow \infty, \varsigma \rightarrow 0} v^{5}(t, x)=\theta$.

Lemma 5.5 Suppose that $a<\frac{\lambda_{1} d}{1-q}$ and that $u(t, x), v(t, x)$ are solutions of (27).
(1) If $b<\mu_{1} d$, then $\lim _{t \rightarrow \infty} u(t, x)=0$ and $\lim _{t \rightarrow \infty} v(t, x)=0$;
(2) If $b>\mu_{1} d$, then $\lim _{t \rightarrow \infty} u(t, x)=0$ and $\lim _{t \rightarrow \infty} v(t, x)=\theta$.

Proof Since $a<\frac{\lambda_{1} d}{1-q}$, it is easy to see that

$$
u_{t}=d \Delta u+a(1-q) f(z-u-v, u) u<d \Delta u+a(1-q) f(z-u, u) u .
$$

Suppose $U(t, x)$ is a solution of the following problem:

$$
\begin{cases}U_{t}=d \Delta U+a(1-q) f_{1}(z-U, U) U, & x \in \Omega, t>0 \\ \frac{\partial U}{\partial n}+r U=0, & x \in \partial \Omega, t>0 \\ U\left(t_{0}, x\right)>u\left(t_{0}, x\right), & x \in \Omega\end{cases}
$$

By the comparison principle we get $0<u<U$. By Lemma 5.4, if $a<\frac{\lambda_{1} d}{1-q}$, then $\lim _{t \rightarrow \infty} U(t$, $x)=0$. Thus $\lim _{t \rightarrow \infty} u(t, x)=0$.
Thus, $-\varsigma z<u<\varsigma z$, where $\varsigma$ is a sufficiently small number, and it follows that

$$
\begin{aligned}
v_{t} & =d \Delta v+b g(z-u-v, v) v+a q f(z-u-v, u) u \\
& \leq d \Delta v+b g(z-v, v) v+a q \varsigma z f(z-v, 0)
\end{aligned}
$$

and

$$
v_{t}=d \Delta v+b g(z-u-v, v) v+a q f(z-u-v, u) u \geq d \Delta v+b g(z-\varsigma z-v, v) v
$$

Suppose $\bar{v}(t, x), \underline{v}(t, x)$ are two solutions of the following two equations, respectively:

$$
\begin{align*}
& \begin{cases}\bar{v}_{t}=d \Delta \bar{v}+b g(z-\bar{v}, \bar{v}) \bar{v}+a q \varsigma z f(z-\bar{v}, 0), & x \in \Omega, t>0, \\
\frac{\partial \bar{v}}{\partial n}+r \bar{v}=0, & x \in \partial \Omega, t>0, \\
\bar{v}\left(t_{0}, x\right)>v\left(t_{0}, x\right), & x \in \Omega,\end{cases}  \tag{30}\\
& \begin{cases}\underline{v}_{t}=d \Delta \underline{v}+b g(z-\varsigma z-\underline{v}, \underline{v}) \underline{v}, & x \in \Omega, t>0, \\
\frac{\partial \underline{v}}{\partial n}+r \underline{v}=0, & x \in \partial \Omega, t>0, \\
\underline{v}\left(t_{0}, x\right)<v\left(t_{0}, x\right), & x \in \Omega .\end{cases} \tag{31}
\end{align*}
$$

For (30) and (31), by the comparison principle we obtain $0<v(t, x)<\bar{v}(t, x), \underline{v}(t, x)<v(t, x)<$ $\bar{v}(t, x)$. By Lemmas 5.3-5.4 we can deduce the conclusion as follows. If $b<\mu_{1} d$, then $\lim _{t \rightarrow \infty, \varsigma \rightarrow 0} \bar{v}(t, x)=0$, and therefore $\lim _{t \rightarrow \infty} v(t, x)=0$. If $b>\mu_{1} d$, then $\lim _{t \rightarrow \infty, \varsigma \rightarrow 0} \bar{v}(t, x)=$ $\theta$ and $\lim _{t \rightarrow \infty, 5 \rightarrow 0} \underline{v}(t, x)=\theta$, and thus $\lim _{t \rightarrow \infty} v(t, x)=\theta$. Thus, the lemma is proved.

Based on Lemmas 5.2-5.5, we can obtain the asymptotic behavior of solutions of system (1) as follows.

Theorem 5.3 Suppose that $a<\frac{\lambda_{1} d}{1-q}$ and that $S(t, x), u(t, x), v(t, x)$ is the positive solution of (1). Then the following results hold:
(i) If $b<\mu_{1} d$, then $\lim _{t \rightarrow \infty}(S(t, x), u(t, x), v(t, x))=(z(x), 0,0)$;
(ii) If $b>\mu_{1} d$, then $\lim _{t \rightarrow \infty}(S(t, x), u(t, x), v(t, x))=(z(x)-\theta, 0, \theta)$.

Finally, we establish the uniform persistence of system (27), which suggests that two species can coexist.

Theorem 5.4 Suppose $a>\frac{\lambda_{1} d}{1-q}$ and $b<d \mu_{1}$. Then there exists $\tilde{\varrho}>0$, and for any solution of (27), there exists $\bar{t}_{0}>0$ (depending on the initial conditions) such that $\min _{x \in \bar{\Omega}} u(t, x)>\tilde{\varrho}$ as $t>\bar{t}_{0}$. Hence, the semidynamical system produced by (27) is strongly consistent continuous.

Theorem 5.5 Suppose $a>\frac{\hat{\lambda}_{1} d}{1-q}$ and $b>d \mu_{1}$. Then there exists $\varrho>0$, and for any solution of (27), there exists $t_{0}>0$ (depending on the initial conditions) such that $\min _{x \in \bar{\Omega}} u(t, x)>\varrho$ as $t>t_{0}$. Hence, the semidynamical system produced by (27) is strongly consistent continuous.

Proof Applying the persistence theorem in $[29,30]$ to prove Theorems 5.4-5.5, because the proof process is similar, we only prove Theorem 5.5. Suppose that the state space of semidynamic systems produced by (1) is defined as $Y=C^{+}(\bar{\Omega}) \times C^{+}(\bar{\Omega})=X_{1} \cup X_{2}$, where $X_{1}=\left\{(u, v) \in Y: \exists x_{0} \in \Omega\right.$ s.t. $\left.u\left(x_{0}\right)>0\right\}$ and $X_{2}=\{(u, v) \in Y: u \equiv 0\}$. It is easy to see that $X_{1} \subset Y$ is open invariant set, the equilibrium state $(0,0),(0, \theta) \in X_{2}$, and $X_{2}$ is also an invariant set. By Theorem 5.3 we know that $v(t, x) \rightarrow \theta(t \rightarrow \infty)$ as $b>\mu_{1} d$, so $(0, \theta)$ attracts $(0, v)(v \geq, \not \equiv 0)$. Hence the $\omega$-set of orbitals starting at $X_{2}$ is defined by $\Omega_{2}=\{(0,0),(0, \theta)\}$. Let $M_{1}=\{(0,0)\}$ and $M_{2}=\{(0, \theta)\}$. Then $M=\left\{\left(M_{1}, M_{2}\right)\right\}=\{(0,0),(0, \theta)\}$, Obviously, $M_{1}$ can connect to $M_{2}$, but $M_{2}$ cannot connect to $M_{1}$. So $M$ is an acyclic isolated covering $\Omega_{2}$. Next, we only prove that $M_{i}(i=1,2)$ is weakly exclusive to $X_{1}$ and $M$ is isolated.

Suppose $M_{2}$ is not weakly exclusive to $X_{1}$. Then there exists $\left(u_{0}, v_{0}\right) \in X_{1}$ such that

$$
(u(t, x), v(t, x)) \rightarrow(0, \theta)
$$

uniformly on $\bar{\Omega}$ as $t \rightarrow \infty$. Since $a>\frac{\hat{\lambda}_{1} d}{1-q}$, along with the continuity of the principal eigenvalue, we know that there exists $\epsilon>0$ such that the principal eigenvalue $\hat{\lambda}_{1}^{\epsilon}$ of the following problem satisfies $a>\frac{\hat{\lambda}_{1}^{\epsilon} d}{1-q}$ :

$$
\begin{cases}\Delta \phi+\phi \hat{\lambda}_{1}^{\epsilon} f((1-\epsilon) z-\theta, 0)=0, & x \in \Omega, t>0 \\ \frac{\partial \phi}{\partial n}+r \phi=0, & x \in \partial \Omega, t>0\end{cases}
$$

On the other hand, $\lim _{t \rightarrow \infty}(u(t, x), v(t, x))=(0, \theta)$, and thus there exists $t_{0}$ such that $0<$ $v(t, x)<\theta+\epsilon z$ for $x \in \bar{\Omega}$ as $t \geq t_{0}$. Hence

$$
u_{t} \geq d \Delta u+a(1-q) f((1-\epsilon) z-u-\theta, u) u
$$

Applying the comparison principle, we have $u(t, x)>h(t, x)$ as $t \geq t_{0}$, where $h(t, x)$ satisfies

$$
\begin{cases}h_{t}=d \Delta h+a(1-q) h f((1-\epsilon) z-h-\theta, h), & x \in \Omega, t>t_{0},  \tag{32}\\ \frac{\partial h}{\partial n}+r h=0, & x \in \partial \Omega, t>t_{0}, \\ h\left(t_{0}, x\right)=\min \{u(t, x),(1-\epsilon) z\}, & x \in \Omega .\end{cases}
$$

Obviously, if $a>\frac{\hat{\lambda}^{\epsilon} d}{1-q}$, then (32) has a unique positive equilibrium solution $h^{\epsilon}(x)$, and $\lim _{t \rightarrow \infty} h(t, x)=h^{\epsilon}(x)$. By $L^{p}$ estimate and the Sobolev embedding theorem we get that $h^{\epsilon}(x) \rightarrow h^{0}(x)$ as $\epsilon \rightarrow 0$ on $C^{1}$, where $h^{0}(x)$ is a unique positive solution of the following problem:

$$
d \Delta h^{0}+a(1-q) h^{0} f\left(z-h^{0}-\theta, h^{0}\right)=0, \quad \frac{\partial h^{0}}{\partial n}+r h^{0}=0 .
$$

Then there exists $T>t_{0}>0$ such that $u(t, x)>\frac{1}{2} h^{0}$ as $t \geq T$, a contradiction. Thus, $M_{2}$ is a weak exclusion, and it is an isolated invariant set in $Y$. For the invariant set $M_{1}$, since $a>\frac{\hat{\lambda}_{1} d}{1-q}>\frac{\lambda_{1} d}{1-q}$, we can similarly prove that $M_{1}$ is a weak exclusion, and it is an isolated invariant set in $Y$. By Theorem 4.6 in [30], $u$ is uniformly persistent, and for (27), $v$ is also uniformly persistent. Therefore, the semidynamical system is restricted to $X_{1}$ and has a compact invariant attractor $B$ (see Theorem 3.2 in [29]); $B$ attracts the bounded set of $X_{1}$ the distance of which from $X_{2}$ is greater than zero, Particularly, $B$ attracts the point of $X_{1}$. Because the arbitrary orbital of the $X_{1}$ is uniformly attracted to $B$, we only prove that $\varrho>0$ for all $(u, v) \in B$, according to $\min _{x \in \bar{\Omega}} u(x)>\varrho$. Either the sequence, $\left(u_{i}, v_{i}\right) \in B, x_{i} \in \bar{\Omega}$, such that $u_{i}\left(x_{i}\right) \rightarrow 0$. We suppose that the subsequence $\left(u_{i}, v_{i}\right) \rightarrow(u, v) \in B, x_{i} \rightarrow x \in \bar{\Omega}$, and $u(x)=0$. However, $B$ is invariant, and we have $u>0(x \in \bar{\Omega})$, a contradiction.

## 6 Conclusion

This paper deals with plasmid-bearing and plasmid-free models in the unstirred chemostat with the Beddington-DeAngelis functional response. Applying the fixed point theory, bifurcation theory, and the perturbation technique, we obtained the following result: Firstly, some a priori estimates and a sufficient condition for the existence for positive solutions are established. Secondly, we study the effect of the small parameter $k_{1}$ and sufficiently large $k_{2}$ in Beddington-DeAngelis functional response, and we find that the model has at least two positive solutions (Theorem 3.1). Thirdly, we investigate the case of $k_{1}$. The results show that if $k_{1}$ is sufficiently large, then the positive solution of this model is determined by a limiting equation (Lemma 4.1 and Theorems 4.1-4.2). Finally, in Sect. 5, we present some asymptotic behavior of solutions depending on the change of time by the comparison principle and persistence theorem (Theorems 5.3-5.5).
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