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Abstract
In this article, we will consider the a class of interval general bidirectional associative
memory (BAM) neural networks with multiple delays. Based on the fundamental
solution matrix of coefficients, inequality technique and Lyapunov method, we derive
a series of sufficient conditions to ensure the existence and exponential stability of
anti-periodic solutions of the neural networks with multiple delays. Our findings are
new and complement some previously known studies.

MSC: 34C25; 34K13; 34K25

Keywords: bidirectional associative memory neural networks; anti-periodic solution;
exponential stability; delay

1 Introduction
As is well known, neural networks have been effectively applied in numerous disciplines
such as pattern recognition, classification, associative memory, optimization, signal and
image processing, parallel computation, nonlinear optimization problems, and so on (see
[–]). Thus there is a lot of work focusing on the dynamical nature of various neural net-
works, such as stability, periodic solution, almost periodic solution, bifurcation, and chaos.
A great deal of interesting findings of neural networks have been reported (see [–]). In
, Ding and Huang [] investigated the following interval general bidirectional asso-
ciative memory (BAM) neural networks with multiple delays:

{ xi(t)
dt = –aixi(t) +

∑m
j= sjifj[xj(t), yj(t – τji)] + ci,

yj(t)
dt = –bjyj(t) +

∑m
i= tijgi[xi(t – δij), yi(t)] + dj,

(.)

where i, j = , , . . . , m, xi and yj stand for the activations of the ith and jth neurons, respec-
tively; fj(·, ·) and gi(·, ·) denote the activation functions of the jth and ith units, respectively;
ai and bj are constants; the time delays τji and δij are nonnegative constants; sji and tij de-
note the connection weights, which stand for the strengths of connectivity between cells
j and i; and ci and dj denote the ith and jth components of an external input source intro-
duced from outside the network to cell i and cell j, respectively. Using fixed point theory,
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the authors discussed the existence and uniqueness of the equilibrium point for (.). By
constructing a suitable Lyapunov functions, the authors got some sufficient conditions to
ensure the global robust exponential stability of (.). In many situations, the coefficients of
neural networks often fluctuate in time and it is cockamamie to analyze the existence and
stability of periodic solutions for continuous systems and discrete systems, respectively,
Zhang and Liu [] investigated the following interval general bidirectional associative
memory (BAM) neural networks with multiple delays on time scales:

{
x�

i (t) = –ai(t)xi(t) +
∑m

j= sji(t)fj[xj(t), yj(t – τji)] + ci(t),
y�

j (t) = –bj(t)yj(t) +
∑m

i=(t)tijgi[xi(t – δij), yi(t)] + dj(t).
(.)

With the help of the continuation theorem of coincidence degree theory and construct-
ing some suitable Lyapunov functionals, the authors discussed the existence and global
exponential stability of periodic solutions for system (.).

Lots of researchers think that anti-periodic solutions can describe the dynamical na-
ture of nonlinear differential systems effectively [–], for example, the signal trans-
mission process of neural networks can be described as an anti-periodic phenomenon.
Then the discussion of the anti-periodic solutions of neural networks has important the-
oretical value and tremendous potential for applications. Therefore it is meaningful to
discuss the existence and stability of anti-periodic solutions of neural networks. In re-
cent decades, there have been many articles that deal with this content. For instance, Li
et al. [] discussed the anti-periodic solution of generalized neural networks with im-
pulses and delays on time scales, Abdurahman and Jiang [] established some sufficient
conditions on the existence and stability of the anti-periodic solution for delayed Cohen-
Grossberg neural networks with impulses, Ou [] considered the anti-periodic solutions
for high-order Hopfield neural networks, Peng and Huang [] made a detailed analysis on
the anti-periodic solutions of shunting inhibitory cellular neural networks with distributed
delays. For details, see [–]. Inspired by the idea and work above, we will investigate the
anti-periodic solutions of the following interval general bidirectional associative memory
(BAM) neural networks with multiple delays:

{ xi(t)
dt = –aixi(t) +

∑m
j= sji(t)fj[xj(t), yj(t – τji)] + ci(t),

yj(t)
dt = –bjyj(t) +

∑m
i= tij(t)gi[xi(t – δij), yi(t)] + dj(t),

(.)

where i, j = , , . . . , m. The main object of this article is to discuss the existence and expo-
nential stability of anti-periodic solution for system (.). By applying the fundamental so-
lution matrix, the Lyapunov function, and constructing fundamental function sequences
based on the solution of networks, we obtain a set of sufficient criteria which ensure the
existence and global exponential stability of anti-periodic solutions of system (.). The
obtained results complement the work of [–].

The rest of this paper is organized as follows. In Section , we introduce necessary no-
tations and results. In Section , we obtain some sufficient criteria on the existence and
global exponential stability of anti-periodic solution of the networks. In Section , the the-
oretical predictions are verified by an example and computer simulations. The paper ends
with a brief conclusion in Section .
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2 Preliminary results
In this section, we first introduce some notations and lemmas. Denote

s̄ji = sup
t∈R

∣∣sji(t)
∣∣, t̄ij = sup

t∈R

∣∣tij(t)
∣∣, c̄i = sup

t∈R

∣∣ci(t)
∣∣, d̄j = sup

t∈R

∣∣dj(t)
∣∣.

For any vector U = (u, u, . . . , um)T and matrix M = (mij)m×m, define the following norm:

‖U‖ =

( m∑
i=

u
i

) 


, ‖M‖ =

( m∑
i,j=

m
ij

) 


.

Let

ϕ(s) =
(
ϕ(s),ϕ(s), . . . ,ϕm(s)

)T , ϕi(s) ∈ C
(
[–δ, ], R

)
, i = , , . . . , m,

ψ(s) =
(
ψ(s),ψ(s), . . . ,ψm(s)

)T , ψi(s) ∈ C
(
[–τ , ], R

)
, i = , , . . . , m,

where τ = max≤i,j≤m{τij}, δ = max≤i,j≤m{δji}. Define

‖ϕ‖ = sup
–δ≤s≤

( m∑
i=

∣∣ϕi(s)
∣∣

) 


, ‖ψ‖ = sup
–τ≤s≤

( m∑
i=

∣∣ψi(s)
∣∣

) 


.

The initial conditions of (.) are given by

{
xi(s) = ϕi(s), –σ ≤ s ≤ ,
yi(s) = ψi(s), –τ ≤ s ≤ .

(.)

Let x(t) = (x(t), x(t), . . . , xm(t))T , y(t) = (y(t), y(t), . . . , ym(t))T be the solution of system
(.) with initial conditions (.). We say the solution x(t) = (x(t), x(t), . . . , xm(t))T is T-
anti-periodic on Rm if xi(t + T) = –xi(t) (i = , , . . . , m) for all t ∈ R, where T is a positive
constant.

Throughout this paper, we assume that the following conditions hold.
(H) fi, gi ∈ C(R, R), i, j = , , . . . , m, there exist constants αif > , αig > , βif > , and

βig >  such that

{
|fi(ui, uj) – fi(ūi, ūj)| ≤ αif |ui – ūi| + βif |uj – ūj|, |fi(u, v)| ≤ Fi, i �= j,
|gi(ui, uj) – gi(ūi, ūj)| ≤ αig |ui – ūi| + βig |uj – ūj|, |gi(u, v)| ≤ Gi, i �= j

for all ui, uj, ūi, ūj, u, v ∈ R.
(H) For all t, u, v ∈ R,

⎧⎪⎨
⎪⎩

sji(t + T)fj(u, v) = –sji(t)fj(–u, –v),
tij(t + T)gi(u, v) = –tij(t)gi(–u, –v),
ci(t + T) = –ci(t), dj(t + T) = –dj(t),

where i, j = , , . . . , m and T is a positive constant.
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Definition . The solution (x∗(t), y∗(t))T of model (.) is said to globally exponentially
stable if there exist constants β >  and M >  such that

m∑
i=

∣∣xi(t) – x∗
i (t)

∣∣ +
m∑
j=

∣∣yj(t) – y∗
j (t)

∣∣ ≤ Me–βt∥∥ϕ – ϕ∗∥∥

for each solution (x(t), y(t))T of model (.).

Lemma . Let

A =

(
–ai 
 –bj

)
, α = min

≤i,j≤m
{ai, bi},

then

‖ exp At‖ ≤ √
e–αt , ∀t ≥ .

Proof Note that

A =

(
–ai 
 –bj

)
,

then

exp At =

(
e–ait 

 e–bjt

)
,

in view of the definition of matrix norm, we have

‖ exp At‖ =
(
e–at + e–at) 

 ≤ √
e–αt . �

Lemma . Suppose that

(H)

⎧⎨
⎩–ai +

∑m
j= s̄ji(α

εj
jf + α

(–εj)
jf + β

εj
jf ) +

∑m
j= t̄ijα

(–ξi)
ig < ,

–bj +
∑m

i= t̄ij(αξi
ig + β

ςi
ig + β

(–ςi)
ig ) +

∑m
i= s̄jiβ

(–εj)
jf < ,

where  ≤ εj, εj, ξi,ςi <  (i, j = , , . . . , m) are any constants. Then there exists β >  such
that

β – ai +
m∑
j=

s̄ji
(
α

εj
jf + α

(–εj)
jf + β

εj
jf

)
+

m∑
j=

t̄ijα
(–ξi)
ig eβδij ≤ ,

β – bj +
m∑

i=

t̄ij
(
α

ξi
ig + β

ςi
ig + β

(–ςi)
ig

)
+

m∑
i=

s̄jiβ
(–εj)
jf eβτji ≤ .

Proof Let

�i(β) = β – ai +
m∑
j=

s̄ji
(
α

εj
jf + α

(–εj)
jf + β

εj
jf

)
+

m∑
j=

t̄ijα
(–ξi)
ig eβδij ,
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�j(β) = β – bj +
m∑

i=

t̄ij
(
α

ξi
ig + β

ςi
ig + β

(–ςi)
ig

)
+

m∑
i=

s̄jiβ
(–εj)
jf eβτji .

Clearly, �i(β), �j(β) (i, j = , , . . . , m) are continuously differential functions. One has

{ d�i(β)
dβ

=  +
∑m

j= t̄ijα
(–ξi)
ig δijeβδij > , limβ→+∞ �i(β) = +∞, �i() < ,

d�j(β)
dβ

=  +
∑m

i= s̄jiβ
(–εj)
jf τjieβτji > , limβ→+∞ �j(β) = +∞, �j() < .

According to the intermediate value theorem, we can conclude that there exist constants
β∗

i > , β∗
j >  such that

�i
(
β∗

i
)

= , �j
(
β∗

j
)

= , i, j = , , . . . , m.

Let β = min{β,β, . . . ,βm,β∗
 ,β∗

 , . . . ,β∗
m}, then it follows that β >  and

�i(β) ≤ , �j(β) ≤ , i, j = , , . . . , m.

The proof of Lemma . is complete. �

Lemma . Suppose that (H) holds true. Then for any solution (x(t), y(t))T of model (.),
there exists a constant

γ =
√


(‖ϕ‖ + ‖ψ‖) +

√


α

[ m∑
j=

(s̄jiFj + c̄i) +
m∑

i=

(t̄ijGi + d̄j)

]

such that

∣∣xi(t)
∣∣ ≤ γ ,

∣∣yj(t)
∣∣ ≤ γ , i, j = , , . . . , n,∀t > .

Proof Let

zij(t) =

(
xi(t)
yj(t)

)
,

A =

(
–ai 
 –bj

)
, Bij(t) =

(
ci(t)
dj(t)

)
,

Fij
(
xi(t), yj(t)

)
=

(∑m
j= sji(t)fj[xj(t), yj(t – τji)]∑m
i= tij(t)gi[xi(t – δij), yi(t)]

)
,

then the model (.) takes the following form:

z′
ij(t) ≤ Azij(t) + Fij

(
xi(t), yj(t)

)
+ Bij(t). (.)

By (.), we get

zij(t) ≤ eAtzij() +
∫ t


eA(t–s)[Fij

(
xi(s), yj(s)

)
+ Bij(s)

]
ds.
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In view of Lemma ., we have

∥∥zij(t)
∥∥ ≤ √

e–αt∥∥zij()
∥∥ +

√

∫ t


eα(t–s)[∥∥Fij

(
xi(s), yj(s)

)∥∥ +
∣∣Bij(s)

∣∣]ds

≤ √

(‖ϕ‖ + ‖ψ‖) +

√


α

(
 – e–αt)[ m∑

j=

(s̄jiFj + c̄i) +
m∑

i=

(t̄ijGi + d̄j)

]

≤ √

(‖ϕ‖ + ‖ψ‖) +

√


α

[ m∑
j=

(s̄jiFj + c̄i) +
m∑

i=

(t̄ijGi + d̄j)

]
.

Let

γ =
√


(‖ϕ‖ + ‖ψ‖) +

√


α

[ m∑
j=

(s̄jiFj + c̄i) +
m∑

i=

(t̄ijGi + d̄j)

]
. (.)

Then it follows that |xi(t)| ≤ γ , |yj(t)| ≤ γ for all t > . This completes the proof of
Lemma .. �

3 Main results
In this section, we state our main findings for model (.).

Theorem . Suppose that (H)-(H) are satisfied. Then any solution (x∗(t), y∗(t))T of
model (.) is globally exponentially stable.

Proof Let ui(t) = xi(t) – x∗
i (t), vj(t) = yj(t) – y∗

j (t), i, j = , , . . . , m. By model (.), we have

{ ui(t)
dt = –aiui(t) +

∑m
j= sji(t)[fj(xj(t), yj(t – τji)) – fj(x∗

j (t), y∗
j (t – τji))],

vj(t)
dt = –bjvj(t) +

∑m
i= tij(t)[gi(xi(t – δij), yi(t)) – gi(x∗

i (t – δij), y∗
i (t))],

(.)

which leads to⎧⎨
⎩




du
i (t)

dt = –aiu
i (t) + ui(t)

∑m
j= sji(t)[fj(xj(t), yj(t – τji)) – fj(x∗

j (t), y∗
j (t – τji))],




dv
j (t)
dt = –bjv

j (t) + vj(t)
∑m

i= tij(t)[gi(xi(t – δij), yi(t)) – gi(x∗
i (t – δij), y∗

i (t))].
(.)

Then⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

du
i (t)

dt ≤ –aiu
 (t) +

∑m
j= s̄ji[α

εj
jf u

i (t) + α
(–εj)
jf u

j (t)]

+
∑m

j= s̄ji[β
εj
jf u

i (t) + β
(–εj)
jf v

j (t – τji)],
dv

j (t)
dt ≤ –bjv

j (t) +
∑m

i= t̄ij[αξi
ig v

j (t) + α
(–ξi)
ig u

i (t – δij)]
+

∑m
i= t̄ij[βςi

ig v
j (t) + β

(–ςi)
ig v

i (t)],

(.)

where  ≤ εj, εj, ξi,ςi < , i, j = , , . . . , m. Now we define a Lyapunov function as follows:

V (t) = eβt

[ m∑
i=

u
i (t) +

m∑
j=

v
j (t)

]
+

m∑
i=

m∑
j=

s̄jiβ
(–εj)
jf

∫ t

t–τji

eβ(s+τji)v
j (s) ds

+
m∑
j=

m∑
i=

t̄ijα
(–ξi)
ig

∫ t

t–δji

eβ(s+δij)u
i (s) ds, (.)
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where β is defined by Lemma .. Differentiating V (t) along solutions to model (.), to-
gether with (.), we have

dV (t)
dt

≤ βeβt

[ m∑
i=

u
i (t) +

m∑
j=

v
j (t)

]

+ eβt
m∑

i=

{
–aiu

 (t) +
m∑
j=

s̄ji
[
α

εj
jf u

i (t) + α
(–εj)
jf u

j (t)
]

+
m∑
j=

s̄ji
[
β

εj
jf u

i (t) + β
(–εj)
jf v

j (t – τji)
]}

+ eβt
m∑
j=

{
–bjv

j (t) +
m∑

i=

t̄ij
[
α

ξi
ig v

j (t) + α
(–ξi)
ig u

i (t – δij)
]

+
m∑

i=

t̄ij
[
β

ςi
ig v

j (t) + β
(–ςi)
ig v

i (t)
]}

+
m∑

i=

m∑
j=

s̄jiβ
(–εj)
jf

[
eβ(t+τji)v

j (t) – eβtv
j (t – τji)

]

+
m∑
j=

m∑
i=

t̄ijα
(–ξi)
ig

[
eβ(t+δij)u

i (t) – eβtu
i (t – δij)

]

≤ eβt
m∑

i=

[
β – ai +

m∑
j=

s̄ji
(
α

εj
jf + α

(εj)
jf + β

εj
jf

)
+

m∑
j=

t̄ijα
(–ξi)
ig eβδij

]
u

i (t)

+ eβt
m∑
j=

[
β – bj +

m∑
i=

t̄ij
(
α

ξi
ig + β

–ςi)
ig + β

(–ςi)
ig

)
+

m∑
i=

s̄jiβ
(–εj)
jf eβτji

]

× v
j (t). (.)

In view of Lemma ., we have dV (t)
dt ≤ , which implies that V (t) ≤ V () for all t > . Thus

eβt

[ m∑
i=

u
i (t) +

m∑
j=

v
j (t)

]
≤

m∑
i=

u
i () +

m∑
j=

v
j ()

+
m∑

i=

m∑
j=

s̄jiβ
(–εj)
jf

∫ 

–τ

eβ(s+τ )v
j (s) ds

+
m∑
j=

m∑
i=

t̄ijα
(–ξi)
ig

∫ 

–δ

eβ(s+δ)u
i (s) ds

≤ ∥∥ϕ – ϕ∗∥∥ +
∥∥ψ – ψ∗∥∥

+
m∑

i=

max
≤j≤m

(
s̄jiβ

(–εj)
jf

) 
β

eβτ
∥∥ψ – ψ∗∥∥

+
m∑
j=

max
≤i≤m

(
t̄ijα

(–ξi)
ig

) 
β

eβδ
∥∥ϕ – ϕ∗∥∥
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=

[
 +

m∑
j=

max
≤i≤m

(
t̄ijα

(–ξi)
ig

) 
β

eβδ

]∥∥ϕ – ϕ∗∥∥

+

[
 +

m∑
i=

max
≤j≤m

(
s̄jiβ

(–εj)
jf

) 
β

eβτ

]∥∥ψ – ψ∗∥∥. (.)

Let

M = max

{
 +

m∑
j=

max
≤i≤m

(
t̄ijα

(–ξi)
ig

) 
β

eβδ ,  +
m∑

i=

max
≤j≤m

(
s̄jiβ

(–εj)
jf

) 
β

eβτ

}
> . (.)

By (.), one has

m∑
i=

u
i (t) +

m∑
j=

v
j (t) ≤ Me–βt(∥∥ϕ – ϕ∗∥∥ +

∥∥ψ – ψ∗∥∥)

for all t > . Then

m∑
i=

∣∣xi(t) – x∗
i (t)

∣∣ +
m∑
j=

∣∣yj(t) – y∗
j (t)

∣∣ ≤ Me–βt∥∥ϕ – ϕ∗∥∥

for all t > . Thus the solution (x∗(t), y∗(t))T of model (.) is globally exponentially sta-
ble. �

Theorem . Suppose that (H)-(H) hold. Then model (.) has exactly one T-anti-
periodic solution which is globally stable.

Proof By model (.) and (H), for each k ∈ N , we get

d
dt

[
(–)k+xi

(
t + (k + )T

)]

= (–)k+

[
aixi

(
t + (k + )T

)
+

m∑
j=

sji
(
t + (k + )T

)

× fj
[
xj

(
t + (k + )T

)
, yj

(
t + (k + )T – τji

)]
+ ci

(
t + (k + )T

)]

= ai(–)k+xi
(
t + (k + )T

)
+

m∑
j=

sji(t)fj
[
(–)k+xj

(
t + (k + )T

)
,

(–)k+yj
(
t + (k + )T – τji

)]
+ ci(t). (.)

In a similar way, we have

d
dt

[
(–)k+yj

(
t + (k + )T

)]

= –bj(–)k+yj
(
+(k + )T

)
+

m∑
i=

tij(t)gi
[
(–)k+xi

(
t + (k + )T – δij

)
,

(–)k+yi
(
t + (k + )T

)]
+ dj(t). (.)
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Let

x̄(t) =
(
(–)k+x

(
t + (k + )T

)
, (–)k+x

(
t + (k + )T

)
, . . . , (–)k+xm

(
t + (k + )T

))T ,

ȳ(t) =
(
(–)k+y

(
t + (k + )T

)
, (–)k+y

(
t + (k + )T

)
, . . . , (–)k+ym

(
t + (k + )T

))T .

Clearly, for any k ∈ N , (x̄T (t), ȳT (t))T is also the solution of model (.). If the initial func-
tions ϕi(s), ψj(s) (i, j = , , . . . , m) are bounded, it follows from Theorem . that there exists
a constant γ >  such that

∣∣(–)k+xi
(
t + (k + )T

)
– (–)kxi(t + kT)

∣∣
≤ Me–β(t+kT) sup

–δ≤s≤

m∑
i=

∣∣xi(t + T) + xi(s)
∣∣

≤ γ e–β(t+kT), (.)

where t + kT > , i = , , . . . , m. For any k ∈ N we have

(–)k+xi
(
t + (k + )T

)
= xi(t) +

k∑
j=

[
(–)j+xi

(
t + (j + )T

)
– (–)jxi(t + jT)

]
. (.)

Then

(–)k+xi
(
t + (k + )T

) ≤ ∣∣xi(t)
∣∣ +

k∑
j=

∣∣(–)j+xi
(
t + (j + )T

)
– (–)jxi(t + jT)

∣∣. (.)

In view of Lemma ., we know that the solutions of system (.) are bounded. In view of
(.) and (.), we can easily see that {(–)k+xi(t + (k + )T)} uniformly converges to a
continuous function x∗(t) = (x∗

 (t), x∗
(t), . . . , x∗

m(t))T on any compact set of R. In a similar
way, we can easily prove that {(–)k+yj(t + (k + )T)} uniformly converges to a continuous
function y∗(t) = (y∗

 (t), y∗
(t), . . . , y∗

m(t))T on any compact set of R. Now we will show that
(x∗(t), y∗(t))T is a T-anti-periodic solution of (.). Since

x∗(t + T) = lim
k→∞

(–)kx(t + T + kT)

= – lim
(k+)→∞

(–)k+x
(
t + (k + )T

)
= –x∗(t). (.)

Thus x∗(t) is the T-anti-periodic solution. Similarly, y∗(t) is also the T-anti-periodic solu-
tion. Thus we know that (x(t), y∗(t))T is the solution of model (.). In fact, together with
the continuity of the right side of model (.), letting k → ∞, we can easily get

⎧⎨
⎩

x∗
i (t)
dt = –aix∗

i (t) +
∑m

j= sji(t)fj[x∗
j (t), y∗

j (t – τji)] + ci(t),
y∗

j (t)
dt = –bjy∗

j (t) +
∑m

i= tij(t)gi[x∗
i (t – δij), y∗

i (t)] + dj(t).
(.)

Therefore, (x∗(t), y∗(t))T is the T-periodic solution of (.). Finally, by applying Theo-
rem ., it is easy to check that (x∗(t), y∗(t))T is globally exponentially stable. The proof
of Theorem . is completed. �
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Remark . In [, –], the authors investigated the existence and exponential sta-
bility of anti-periodic solutions for some neural networks by applying the differential in-
equality techniques, the continuation theorem of coincidence degree theory, the contrac-
tion mapping principle, and the Lyapunov functional method, respectively. All the results
in [, –] cannot applicable to model (.) to obtain the existence and exponential
stability of the anti-periodic solutions. In [], the authors studied the existence and expo-
nential stability of anti-periodic solutions of neural networks by the fundamental solution
matrix of coefficients, the inequality technique, and the Lyapunov method. But the activa-
tion functions of neural networks are single variable functions. In this paper, the activation
functions of neural networks model (.) are two-variable functions. All the results in []
cannot applicable to model (.) to obtain the existence and exponential stability of the
anti-periodic solutions. This implies that the results of this paper are essentially new and
complement previously known results in [–].

4 An example
In this section, to illustrate the feasibility of our theoretical findings obtained in previous
sections, we give an example. Consider the following interval general bidirectional asso-
ciative memory (BAM) neural networks with multiple delays:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

x(t)
dt = –ax(t) +

∑
j= sj(t)fj[xj(t), yj(t – τj)] + c(t),

x(t)
dt = –ax(t) +

∑
j= sj(t)fj[xj(t), yj(t – τj)] + c(t),

y(t)
dt = –by(t) +

∑
i= ti(t)gi[xi(t – δi), yi(t)] + d(t),

y(t)
dt = –by(t) +

∑
i= ti(t)gi[xi(t – δi), yi(t)] + d(t),

(.)

where a = , a = , b = , b = ., s(t) = . + . sin t, s(t) = . + . cos t, s(t) =
. + . sin t, s(t) = . + . cos t, t(t) = . + . sin t, t(t) = . + . cos t, t(t) =
. + . cos t, t(t) = . + . cos t, c(t) = . + . cos t, c(t) = . + . cos t, d(t) =
.+. sin t, d(t) = .+. sin t, τ = ., τ = ., τ = ., τ = ., δ = ., δ = .,
δ = ., δ = .. Set fj(xj, yj) = |xj(t)| + |yj(t – τji(t))|, gi(xi, yi) = |xi(t – δij(t))| + |yi(t)|,
i, j = , . Then αf = αf = βf = βf = αg = αg = βg = βg = , s̄ = ., s̄ = ., s̄ = .,
s̄ = ., t̄ = ., t̄ = ., t̄ = ., t̄ = .. It is easy to verify that

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

–a +
∑

j= s̄j(αεj
jf + α

(–εj)
jf + β

εj
jf ) +

∑
j= t̄jα

(–ξ)
ig = – < ,

–a +
∑

j= s̄j(αεj
jf + α

(–εj)
jf + β

εj
jf ) +

∑
j= t̄jα

(–ξ)
g = –. < ,

–b +
∑

i= t̄i(αξi
ig + β

ςi
ig + β

(–ςi)
ig ) +

∑
i= s̄iβ

(–ε)
f = –. < ,

–b +
∑

i= t̄i(αξi
ig + β

ςi
ig + β

(–ςi)
ig ) +

∑
i= s̄iβ

(–ε)
f = –. < .

(.)

Then all the conditions (H)-(H) hold. Thus model (.) has exactly one π-anti-periodic
solution which is globally exponentially stable.

5 Conclusions
In this article, a class of interval general bidirectional associative memory (BAM) neural
networks with multiple delays have been dealt with. Applying the matrix theory and the
inequality technique, a series of sufficient criteria to guarantee the existence and global
exponential stability of anti-periodic solutions for the interval general bidirectional asso-
ciative memory (BAM) neural networks with multiple delays have been established. The
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derived criteria are easily to check in practice. Finally, an example with its numerical sim-
ulations is carried out to illustrative the effectiveness of our findings. The obtained results
in this article complement the studies of [–].
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