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Abstract
In this work, we consider two inverse problems for systems of nonlinear differential
and differential-difference evolution equations. We propose a new technique for the
solution of such inverse problems. We reduce the problem to a system of functional
equations by using the given data and then we obtain the solution by the method of
Kuczma (Functional Equations in a Single Variable, 1968).
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1 Introduction
Systems of nonlinear evolution equations are the mathematical models that are used to
describe many complex phenomena arising in science and engineering. In the last few
decades, considerable progress has been made in this theory. We refer to some recent
books [–] for a complete survey of both the theory and its applications. However, most
of these works have been focused on direct problems and there have been few results on
inverse problems for systems of nonlinear evolution equations. Some inverse problems
for kinetic and other evolution equations are discussed in [].

In this paper, we first consider the system of nonlinear evolution equations

∂wj

∂t
= Ajwj(x, t) + fj(x)Bjwj(x, t) + gj(w, w, . . . , wn), j = , , . . . , n, ()

in the domain � = {(x, t) : (x, t) ∈ D × [a, b]}, where D = {x : |x| < τ } is an open domain in
the Euclidean space R

n of variable x = (x, x, . . . , xn), n ≥ ; a, b are fixed constants; Aj, Bj

are some known finite differential operators with sufficiently differentiable coefficients and
act only on the variable x.

The principal result of this work is to reduce inverse problems for systems () and ()
to a system of functional equations by using only four data of previous history. It is worth
remembering here the classical work in mathematical modeling where the data of previous
history were used. For example, using the laws of Kepler, Isaac Newton formulated the
potential of gravitation and using the laws of Faraday and Ampère, James Clerk Maxwell
obtained the differential equations for the electromagnetic field. More recently, Jay Wright
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Forrester who is known as the founder of system dynamics for the world economy used
the experimental data of the years -.

2 Main results
We consider the following inverse problem:

Problem  Find the continuous functions fj(x), gj(z) that satisfy system () and the data

wj(x, t)|t=a = ϕja(x),
∂wj

∂t
(x, t)

∣
∣
∣
∣
t=a

= ψja(x),

wj(x, t)|t=b = ϕjb(x),
∂wj

∂t
(x, t)

∣
∣
∣
∣
t=b

= ψjb(x),
()

where j = , , . . . , n; x ∈ D ⊂R
n; z ∈R

n.
Let us define the vector-functions ϕa(x), ϕb(x), ψa(x), ψb(x) by the equalities

ϕa(x) =
(

ϕa(x),ϕa(x), . . . ,ϕna(x)
)

, ϕb(x) =
(

ϕb(x),ϕb(x), . . . ,ϕnb(x)
)

,

ψa(x) =
(

ψa(x),ψa(x), . . . ,ψna(x)
)

, ψb(x) =
(

ψb(x),ψb(x), . . . ,ψnb(x)
)

.
()

We assume that ϕa(x), ϕb(x) ∈ D for x ∈ D and the mapping y = ϕa(x), x ∈ D, ϕa(x) ∈ D has
an inverse mapping x = ϕ–

a (y). We introduce the vector-function λ(x) and the functionals
Rj(x), Sj(x) as follows:

λ(x) = ϕ–
a

(

ϕb(x)
)

, Rj(x) =
Bjϕja(y)|y=λ(x)

Bjϕjb(x)
,

Sj(x) =
Ajϕja(y)|y=λ(x) – Ajϕjb(x) + ψjb(x) – ψja(λ(x))

Bjϕjb(x)
,

where Bjϕjb(x) �= , j = , , . . . , n.

In this paper, we always assume that the solutions wj(x, t), j = , , . . . , n, of equations in ()
exist and the data in () are given such that the vector-function λ(x) and the functions Rj(x),
Sj(x) are at least continuous on D. We also note that the dimension n of space R

n must be
equal to the number of equations in system () and differentials for x in the operators Aj,
Bj, j = , , . . . , n.

Theorem  If there exist constants qj ∈ (, ) and αj >  such that

∣
∣Rj(x)

∣
∣ ≤ qj,

∣
∣Sj(x)

∣
∣ ≤ αj, j = , , . . . n, x ∈ D,

then the solution of Problem  is given by the following formulas:

fj(x) =
∞

∑

k=

k–
∏

s=

Rj
(

λ[s](x)
)

Sj
(

λ[k](x)
)

, ()

gj(z) = ψja
(

ϕ–
a (z)

)

– Ajϕja(y)|y=ϕ–
a (z) – fj

(

ϕ–
a (z)

)

Bjϕja(y)|y=ϕ–
a (z), ()

where λ[k](x) = λ(λ(· · · (λ(x)) · · · ))
︸ ︷︷ ︸

k

, λ[k+](x) = λ(λ[k](x)), k = , , , . . . , and λ[](x) = x.
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Proof We set t = a and t = b in (), respectively, then by (), () we obtain

ψja(x) = Ajϕja(x) + fj(x)Bjϕja(x) + gj
(

ϕa(x)
)

, ()

ψjb(x) = Ajϕjb(x) + fj(x)Bjϕjb(x) + gj
(

ϕb(x)
)

, j = , , . . . , n. ()

In (), let us replace x by λ(x) = ϕ–
a (ϕb(x)) to have

ψja
(

λ(x)
)

= Ajϕja(y)|y=λ(x) + fj
(

λ(x)
)

Bjϕja(y)|y=λ(x) + gj
(

ϕb(x)
)

. ()

By (), () we have

ψja
(

λ(x)
)

– ψjb(x) = Ajϕja(y)|y=λ(x) + fj
(

λ(x)
)

Bjϕja(y)|y=λ(x)

– Ajϕjb(x) – fj(x)Bjϕjb(x),

in which the functions gj(ϕb(x)) are not included. The last equality is a functional equation
of the form

fj(x) = Rj(x)fj
(

λ(x)
)

+ Sj(x) ()

for fj(x).
Numerous examples and results of the theory and applications of functional equations

can be found in [, ]. In order to find fj(x) in the functional equation (), the following
formula is presented in []:

fj(x) =
∞

∑

k=

k–
∏

s=

Rj
(

λ[s](x)
)

Sj
(

λ[k](x)
)

.

It is worth noting that if Rj(x), Sj(x) and λ(x) are continuous functions in the last equality,
then so is fj(x), []. Moreover, if y = ϕ–

a (z), then the function gj(z) can be calculated from
() as follows:

gj(z) = ψja
(

ϕ–
a (z)

)

– Ajϕja(y)|y=ϕ–
a (z)

– fj
(

ϕ–
a (z)

)

Bjϕja(y)|y=ϕ–
a (z),

which completes the proof of the theorem. �

Remark  We note that formula () can be written as

fj(x) = Sj(x) +
∞

∑

k=

k–
∏

s=

Rj
(

λ[s](x)
)

Sj
(

λ[k](x)
)

. ()

In fact, from the functional equation () we have the following relations:

Rj(x)fj
(

λ(x)
)

= Rj(x)Rj
(

λ(x)
)

fj
(

λ[](x)
)

+ Rj(x)Sj
(

λ(x)
)

,

· · ·
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k–
∏

s=

Rj
(

λ[s](x)
)

fj
(

λ[k](x)
)

=
k–
∏

s=

Rj
(

λ[s](x)
)

Rj
(

λ[k](x)
)

fj
(

λ[k+](x)
)

+
k–
∏

s=

Rj
(

λ[s](x)
)

Sj
(

λ[k](x)
)

, k ≥ , ()

· · ·

If we add () and () we obtain formula (). Moreover, the series in () is convergent
because from () by the hypothesis of Theorem  we have the majorizing series

αj + qjαj + q
j αj + · · · = αj

(

 + qj + q
j + · · · ) = αj


 – qj

.

Example  If we take n = , a = , b = T , j = , A(x) = ∂

∂x , B(x) = ( ∂
∂x ), wj(x, t) = w(x, t),

fj(x) = f (x), gj(z) = g(z) in (), then we obtain the equation

∂w
∂t

=
∂w
∂x + f (x)

(
∂w
∂x

)

+ g
(

w(x, t)
)

,  ≤ x ≤ τ ,  ≤ t ≤ T , ()

with the data

w(x, t)|t= = ϕ(x),
∂w
∂t

(x, t)
∣
∣
∣
∣
t=

= ψ(x),

w(x, t)|t=T = ϕT (x),
∂w
∂t

(x, t)
∣
∣
∣
∣
t=T

= ψT (x),
()

where  ≤ |ϕ(x)| ≤ τ ,  ≤ |ϕT (x)| ≤ τ .
In that case the inverse problem is to determine the functions f (x) and g(z) which satisfy

relations ()-().
Then by ()-() we can have a system of equations

ψ(x) = ϕ′′
(x) + f (x)

(

ϕ′
(x)

) + g
(

ϕ(x)
)

, ()

ψT (x) = ϕ′′
T (x) + f (x)

(

ϕ′
T (x)

) + g
(

ϕT (x)
)

()

for the functions f (x) and g(z). By replacing the variable x by λ(x) = ϕ–
 (ϕT (x)) in () and

taking into account () we have

ψT (x) – ψ
(

λ(x)
)

= ϕ′′
T (x) + f (x)

(

ϕ′
T (x)

) – f
(

λ(x)
)(

ϕ′
(y)

)|y=λ(x) – ϕ′′
(y)|y=λ(x).

The last equality is a functional equation for f (x) of the form

f (x) = R(x)f
(

λ(x)
)

+ S(x), ()

where

R(x) =
(ϕ′

(y))|y=λ(x)

(ϕ′
T (x)) , S(x) =

ϕ′′
(y)|y=λ(x) – ϕ′′

T (x) + ψT (x) – ψ(λ(x))
(ϕ′

T (x)) .

Here we note that the functions R(x) and S(x) are determined only by the given data.
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Thus, if |R(x)| ≤ q < , |S(x)| ≤ α,  ≤ x ≤ τ , then we obtain the following formulas:

f (x) =
∞

∑

k=

k–
∏

s=

R
(

λ[s](x)
)

S
(

λ[k](x)
)

, ()

g(z) = ψ
(

ϕ–
 (z)

)

– ϕ′′
(y)|y=ϕ–

 (z) – f
(

ϕ–
 (z)

)(

ϕ′
(y)

)|y=ϕ–
 (z). ()

Remark  If S(x) =  in (), then it is clear that we have f (x) =  and equation () is
called the Kolmogorov-Petrovskii-Piskunov equation, which plays a fundamental role in
a great number of models of reaction-diffusion processes in biology, chemistry, genetics,
and so on.

Remark  Let us assume that S(x) =  and R(x) = c in (), where c >  is a constant. Then
we obtain one of the most important iterative functional equations

sf (x) = f
(

λ(x)
)

, s =

c

, ()

which is referred to as the Schröder equation [].

The following example is related with the case R(x) = .

Example  We consider the inverse problem of finding the functions f (x) and g(w) from
the relations

∂w(x, t)
∂t

= k
∂w
∂x + f (x)

(
∂w
∂x

)s

+ g(w),  ≤ x ≤ τ ,  ≤ t ≤ ,

w|t= =

π

arctan x +



,
∂w
∂t

∣
∣
∣
∣
t=

=

π

γ

 + x ,

w|t= =

π

arctan(γ + x) +



,
∂w
∂t

∣
∣
∣
∣
t=

=

π

γ

 + (γ + x) ,

where k > , s > . Here we have

λ(x) = γ + x, R(x) = , S(x) = .

Then the functional equation is f (x) = f (x+γ ) and it has many solutions because we obtain

g(z) =
γ

π
sin πz

(

 –
k
γ

sin πz
)

– f
(

ϕ–
 (z)

)

Bϕ(y)|y=ϕ–
 (z).

If f (x) =  then g(z) = γ

π
sin πz( – k

γ
sin πz). Namely, one of the solutions of the problem

is

w(x, t) =

π

arctan(γ t + x) +



, f (x) = ,

g(z) =
γ

π
sin πz

(

 –
k
γ

sin πz
)

.
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Lemma  If the function λ(x) is given in the special form

λ(x) =
x

( + ‖x‖α) 
α

,

where x ∈ E, λ(x) ∈ E, E is a Banach space, α >  is a fixed number, then we have

λ[k](x) =
x

( + k‖x‖α) 
α

, k ≥ .

Proof The lemma can be proved by a straightforward induction; that is, we assume

λ[k](x) =
x

( + k‖x‖α) 
α

and prove that

λ[k+](x) =
x

( + (k + )‖x‖α) 
α

.

Thus, we can write

λ[k+](x) = λ
(

λ[k](x)
)

=
λ[k](x)

( + ‖λ[k](x)‖α) 
α

=

x
(+k‖x‖α )


α

( + ( ‖x‖
(+k‖x‖α )


α

)α) 
α

=

x
(+k‖x‖α )


α

(+(k+)‖x‖α )

α

(+k‖x‖α )

α

=
x

( + (k + )‖x‖α) 
α

. �

Corollary  If the relation

ϕT (x) = ϕ

(
x

( + |x|α) 
α

)

holds, then we have

λ(x) = ϕ–


(

ϕT (x)
)

=
x

( + |x|α) 
α

and solution () can be written as

f (x) =
∞

∑

k=

k–
∏

s=

R
(

x
( + s|x|α) 

α

)

S
(

x
( + k|x|α) 

α

)

.
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3 Inverse problem for a system of differential-difference equations
As for the second problem of this paper, we will consider the system of differential-
difference equations

wj(x, t + h) = Ajwj(x, t) + fj(x)Bjwj(x, t) + gj
(

w(x, t), . . . , wn(x, t)
)

()

with the following data:

wj|t=a = ϕja(x), wj(x, a + h) = ψja(x),

wj|t=b = ϕjb(x), wj(x, b + h) = ψjb(x),
()

where j = , , . . . , n; h is a constant, the operators Aj, Bj act only on the variable x, |x| ≤ τ ,
a ≤ t ≤ b and w = (w, w, . . . , wn).

System () is important in modeling various social and economical problems. In par-
ticular, they arise in mathematical description of a fluctuating population of organisms, in
control systems, and in economic studies of business cycles [–].

Problem  Determine the continuous functions fj(x) and gj(w) from system ()-().

The result which we have obtained for Problem  is as follows.

Theorem  If there exist constants qj ∈ (, ) and αj >  such that

∣
∣Rj(x)

∣
∣ ≤ qj,

∣
∣Sj(x)

∣
∣ ≤ αj, j = , , . . . , n, x ∈ D,

then the solution of the inverse problem ()-() is given by the following formulas:

fj(x) =
∞

∑

k=

k–
∏

s=

Rj
(

λ[s](x)
)

Sj
(

λ[k](x)
)

,

gj(z) = ψja
(

ϕ–
a (z)

)

– Ajϕja(y)|y=ϕ–
a (z) – fj

(

ϕ–
a (z)

)

Bjϕja(y)|y=ϕ–
a (z).

Theorem  can be proved in the same way as in the proof of Theorem .
We note that two important issues occur in studying the both inverse problems for equa-

tions () and (). The first one is to investigate the related functional equation and the
second one is to find the inverse mapping x = ϕ–

a (y) on the domain |x| ≤ τ , |y| ≤ τ .

Example  Finally, let us consider the problem of determination of the functions f (x) and
g(w) from the differential-difference equation

w(x, t + h) =
∂w
∂x + f (x)

(
∂w
∂x

)

+ g(w),  ≤ x ≤ τ ,  ≤ t ≤ T , ()

and the data

w(x, ) = ϕ(x), w(x, h) = ψ(x),

w(x, T) = ϕT (x), w(x, T + h) = ψT (x),
()

where  ≤ |ϕ(x)| ≤ τ ,  ≤ |ϕT (x)| ≤ τ .
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Problem ()-() can be reduced to a functional equation which is exactly the same as
() in Example . Hence the solution can be obtained by ()-().

4 Conclusion
In this paper, we have studied two inverse problems for systems of nonlinear differential
and differential-difference evolution equations. First, we reduced the problems to some
systems of functional equations by using the given data and then we obtained the solutions
by the tools in []. We note that the proposed method can provide a new perspective for the
theoretical and numerical study of inverse problems for such a kind of nonlinear systems.
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