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Abstract
In this paper, a stochastic cooperative predator-prey system with
Beddington-DeAngelis functional response is proposed. By constructing Lyapunov
functions, we demonstrate the existence of global positive solution, which is
stochastically bounded and permanent. In addition, under some specific conditions,
the solution of this stochastic system is globally asymptotically stable, which means
that the properties of the solution will not be changed when the stochastic
perturbation is small. Finally, the influence of the stochastic perturbation is
demonstrated by simulation.
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1 Introduction
As an important branch of ecology science, population ecology has become a system-
atic discipline where mathematics is thoroughly applied. The relationship between preda-
tor and prey is one of the basic relationships among species. Many significant functional
responses are constructed to model various situations. Most of the functional response
are prey-dependent, which fail to model the interference among predators. In fact, when
predators have to search, share, and compete for food, the functional response should be
predator dependent; such a scenario occurs more frequently in nature and laboratory (see
[] and references therein).

In predator-prey systems, there are three classical predator-dependent functional re-
sponses: the Hassell-Varley, Beddington-DeAngelis, and Crowley-Martin responses (see
[] and references therein). By comparing statistical evidence from  predator-prey sys-
tems, Skalski and Gilliam claimed that the above three predator-dependent functional
responses provided a better description of a predator feeding over a range of predator-
prey abundances []. Amongst the Beddington-DeAngelis type functional responses some
cases fitted better []. Beddington and DeAngelis et al. in  first introduced the
Beddington-DeAngelis type predator-prey model (see [] and references therein), which is

⎧
⎨

⎩

dx
dt = x(r – ax – ay

+βx+γ y ),
dy
dt = y(–r + ax

+βx+γ y ),
()
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where x = x(t) and y = y(t) represent prey and predator densities, respectively; r stands
for the average growth rate of prey, r is the death rate of predator, and a is the preda-
tor density-dependence rate. ri, aij, β , and γ are positive constants for i, j = , . Be-
cause of its practical significance, many scholars have studied the system in recent years
[–].

In the study of predator-prey systems, the cooperation element is always neglected. Nev-
ertheless, the cooperative system is a sometimes rudimentary and sometimes important
ecological system in mathematical biology [, ]. To describe the mutual cooperation
between two species, May [] proposed the following equations:

⎧
⎨

⎩

dx
dt = rx( – x

a+by – cx),
dy
dt = ry( – y

a+by – cy),
()

where ri represents the growth rate, and ci = 
Ki

(Ki is the carrying capacity). ri, ai, bi, and
ci are positive constants for i, j = , .

For each predator, various species of prey coexist in nature, so the multiple species
predator-prey system simulates the actual situation better. However, this has been ne-
glected in many existing studies [, ]. In this paper, we investigate the following cooper-
ative predator-prey system of one predator feeding on two prey species with Beddington-
DeAngelis functional response:

⎧
⎪⎪⎨

⎪⎪⎩

dx = x(a – bx – hx
f+gy – cz

+αx+βz ) dt,

dy = y(a – by – hy
f+gx – cz

+αy+βz ) dt,

dz = z(a – bz + dx
+αx+βz + dy

+αy+βz ) dt,

()

where the species x, y are the preys of z; x and y are cooperative species. ai stands for the
average growth rate, and bi is the density-dependence rate. All the parameters in system
() are positive constants.

In reality, a population system is inevitably affected by environmental perturbation. May
[] have claimed that owing to the environmental perturbation, the birth rates in the sys-
tem should be stochastic. At the same time, the natural growth of many species vary with
t, e.g. owing to the seasonality. However, environmental fluctuations have been neglected
in many existing studies. References [, , ] consider the effect of environmental noise.
We introduce stochastic perturbation into the intrinsic growth rate. The intrinsic growth
rate can be written as an average growth rate with some small random perturbed terms. In
general, by the central limit theorem, the small terms follow some normal distributions,
thus we can approximate the error term by a white noise σiḂi(t), where σ 

i is the inten-
sity of the noise and Ḃi(t) is a standard white noise. Bi(t) is a Brownian motion defined
on a complete probability space (�, F , P). The growth rates a, a, and a are disturbed to
a +σḂ(t), a +σḂ(t), a +σḂ(t), respectively. Finally we obtain the following stochas-
tic system:

⎧
⎪⎪⎨

⎪⎪⎩

dx = x(a – bx – hx
f+gy – cz

+αx+βz ) dt + σx dB(t),

dy = y(a – by – hy
f+gx – cz

+αy+βz ) dt + σy dB(t),

dz = z(a – bz + dx
+αx+βz + dy

+αy+βz ) dt + σz dB(t),

()
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where bz denotes the density dependence of the predator population. All the parameters
in system () are positive constants.

In this paper, we will study the stochastic predator-prey system of one predator feeding
on two prey species with Beddington-DeAngelis functional response. The rest of this pa-
per is organized as follows. Section , we show the existence of global positive solution.
Section , the stochastic boundedness of solution is studied. In Section , we prove that
the system is stochastically permanent. In Section , we investigated the global attractivity
of system (). Finally, in Section , we present numerical simulation to verify our analytical
results.

2 Global positive solutions
In model (), as x(t), y(t), z(t) represent predator and prey densities, the solutions of model
() should be non-negative. In order for a stochastic differential equation to have a unique
global solution for any given initial value, the coefficients of the equation are generally re-
quired to satisfy the linear growth condition and the local Lipschitz condition (see []),
whereas the coefficients of () neither comply with the linear growth condition nor with
the local Lipschitz condition. In the following sections, we will construct Lyapunov func-
tions to demonstrate the existence and uniqueness of positive solutions.

Lemma  For any initial value x > , y > , z > , system () has a unique positive local
solution (x(t), y(t), z(t)) for t ∈ [, τe) almost surely (a.s.), where τe is the explosion time.

Proof Consider the following equations:

⎧
⎪⎪⎨

⎪⎪⎩

du = (a – σ

 – beu – heu

f+gev – cew

+αeu+βew ) dt + σ dB(t),

dv = (a – σ

 – bev – hev

f+geu – cew

+αev+βew ) dt + σ dB(t),

dw = (a – σ

 – bew + deu

+αeu+βew + dev

+αev+βew ) dt + σ dB(t),

()

on t ≥  with initial value u() = ln x, v() = ln y, w() = ln z. The coefficients of ()
satisfy the local Lipschitz condition, so there is a unique local solution (u(t), v(t), z(t)) on
t ∈ [, τe). By Itô’s formula, we can see that x(t) = eu(t), y(t) = ev(t), z(t) = ew(t) is the unique
positive local solution to () with initial value x > , y > , z > . �

Theorem  Consider system (), for any given initial value (x, y, z) ∈ R
+, there is a

unique solution (x(t), y(t), z(t)) for t ≥  and the solution will remain in R
+ with proba-

bility .

Proof Based on Lemma , we only need to show the τe = ∞. Let m >  be sufficiently
large for x, y, z lying within the interval [ 

m
, m]. For each integer m > m, define the

stopping times

τm = inf

{

t ∈ [, τe] : min
{

x(t), y(t), z(t)
} ≤ 

m
or max

{
x(t), y(t), z(t)

} ≥ m
}

. ()

Clearly, τm is increasing as m → ∞. Set τ∞ = limm→∞ τm, whence τ∞ ≤ τm. If we can prove
τ∞ = ∞, then τe = ∞ and (x, y, z) ∈ R

+ a.s. for all t ≥ . If this statement is false, there is
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a pair of constants T >  and ε ∈ (, ) such that P{τ∞ ≤ T} > ε. So there exists an integer
m ≥ m such that

P{τm ≤ T} ≥ ε, m ≥ m. ()

Define V (x, y, z) = (x –  – ln x) + (y –  – ln y) + (z –  – ln z). Since u –  – ln u ≥  for all
u ≥ , we see that V (x, y, z) is non-negative. Applying Itô’s formula, we have

dV = (x – )
(

a – bx –
hx

f + gy
–

cz
 + αx + βz

)

dt +
σ 




dt

+ (y – )
(

a – by –
hy

f + gx
–

cz
 + αy + βz

)

dt +
σ 




dt

+ (z – )
(

a – bz +
dx

 + αx + βz
+

dy
 + αy + βz

)

dt +
σ 




dt

+ σ(x – ) dB(t) + σ(y – ) dB(t) + σ(z – ) dB(t), ()

then

LV = (x – )
(

a – bx –
hx

f + gy
–

cz
 + αx + βz

)

+ (y – )
(

a – by –
hy

f + gx
–

cz
 + αy + βz

)

+ (z – )
(

a – bz +
dx

 + αx + βz
+

dy
 + αy + βz

)

+
σ 

 + σ 
 + σ 




≤ x(a – bx) + y(a – by) + z
(

a – bz +
dx

 + αx + βz
+

dy
 + αy + βz

)

+
σ 

 + σ 
 + σ 




≤ x(a – bx) + y(a – by) + z
(

a – bz +
d

α
+

d

α

)

+
σ 

 + σ 
 + σ 




≤ K , ()

where K is a positive number. Consequently,

dV ≤ K dt + (x – )σ dB(t) + (y – )σ dB(t) + (z – )σ dB(t). ()

Integrating both sides of the inequality from  to τm ∧ T and then taking the expectations,
we get

EV
(
x(τm ∧ T), y(τm ∧ T), z(τm ∧ T)

) ≤ V (x, y, z) + KT . ()

Set �m = {τm ≤ T} for m ≥ m, then we get P(�m) ≥ ε by (). For every ω ∈ �m, there is
at least one of x(τm,ω), y(τm,ω), z(τm,ω), which equals either m or 

m , therefore V (x(τm ∧
T), y(τm ∧ T), z(τm ∧ T)) is no less than m –  – ln m or 

m –  – ln 
m . Consequently, we have

V
(
x(τm ∧ T), y(τm ∧ T), z(τm ∧ T)

) ≥ (m –  – ln m) ∧
(


m

–  – ln

m

)

. ()
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It follows from () that

V (x, y, z) + KT ≥ E
[
I�m V

(
x(τm ∧ T), y(τm ∧ T), z(τm ∧ T)

)]

≥ ε(m –  – ln m) ∧
(


m

–  – ln

m

)

, ()

where I�m is the indicator function of �m. Letting m → ∞, it results in the contradiction
that ∞ > V (x, y, z) + KT = ∞, thus we draw a conclusion that τ∞ = ∞ a.s. �

Theorem  only tells us the solution of model () will remain in R
+ with probability .

Next, we will discuss how the solution varies in R
+ more detail.

3 Stochastic boundedness
Definition  (see [] and references therein) The solution (x(t), y(t), z(t)) of system () is
said to be stochastically ultimately bounded, if for any ε ∈ (, ), there is a positive constant
δ = δ(ε). Such that for any initial value (x, y, z) ∈ R

+, the solution (x(t), y(t), z(t)) of system
() has the property that

lim sup
t→∞

P
{∣
∣x(t), y(t), z(t)

∣
∣ =

√
x(t) + y(t) + z(t) > δ

}
< ε. ()

Assumption  For any initial value (x, y, z) ∈ R
+, there exists p ≥  such that

x <
a + p–

 σ 


b
, ()

y <
a + p–

 σ 


b
, ()

z <
a + d

α
+ d

α
+ p–

 σ 


b
. ()

Lemma  If Assumption  holds, let (x(t), y(t), z(t)) be a solution to system () with initial
value (x, y, z) ∈ R

+. Then, for all p > ,

E
[
xp(t)

] ≤ K(p), ()

E
[
yp(t)

] ≤ K(p), ()

E
[
zp(t)

] ≤ K(p), ()

where

K(p) :=
(a + p–

 σ 


b

)p

, ()

K(p) :=
(a + p–

 σ 


b

)p

, ()

K(p) :=
(a + d

α
+ d

α
+ p–

 σ 


b

)p

. ()
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Proof Define V = xp for x ∈ R+ and p > . By Itô’s formula, we have

dV = pxp– dx +



p(p – )xp–(dx)

= pxp–
[

x
(

a – bx –
hx

f + gy
–

cz
 + αx + βz

)

dt + σx dB(t)
]

+



p(p – )xpσ 
 dt

= pxp
{[

a – bx –
hx

f + gy
–

cz
 + αx + βz

+



(p – )σ 


]

dt + σ dB(t)
}

. ()

Integrating both sides of the equality from  to t and then taking the expectations, we get

E
[
xp(t)

]
– E

[
xp()

]

=
∫ t


pE

{

xp
[

a – bx –
hx

f + gy
–

cz
 + αx + βz

+



(p – )σ 


]}

ds; ()

thus

dE[xp(t)]
dt

= pE
{

xp
[

a – bx –
hx

f + gy
–

cz
 + αx + βz

+



(p – )σ 


]}

≤ pE
[

axp – bxp+ +



(p – )σ 
 xp

]

= p
{[

a +



(p – )σ 


]

E
[
xp(t)

]
– bE

[
xp+(t)

]
}

= pE
[
xp(t)

]
{

a +



(p – )σ 
 – bE

[
xp(t)

] 
p

}

. ()

Let X(t) = E[xp(t)], then

dX(t)
dt

= pX(t)
{

a +



(p – )σ 
 – bX


p (t)

}

. ()

By Assumption , we know  < bX

p () = bx() < a + p–

 σ 
 . Applying the standard com-

parison argument,

E
[
xp(t)

] 
p <

a + p–
 σ 



b
; ()

thus

E
[
xp(t)

] ≤ K(p) =
(a + p–

 σ 


b

)p

. ()

Similarly, we can prove that

E
[
yp(t)

] ≤
(a + p–

 σ 


b

)p

, ()
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E
[
zp(t)

] ≤
(a + d

α
+ d

α
+ p–

 σ 


b

)p

. ()
�

Theorem  Assume that Assumption  holds, the solutions of system () with initial value
(x, y, z) ∈ R

+ are stochastically ultimately bounded.

Proof If (x(t), y(t), z(t)) ∈ R
+, its norm here is denoted by

∣
∣x(t), y(t), z(t)

∣
∣ =

√
x(t) + y(t) + z(t).

Then |x(t), y(t), z(t)|p = 
p
 (|xp(t)|+ |yp(t)|+ |zp(t)|). By Lemma , E[|x(t), y(t), z(t)|p] ≤ L(p),

t > . L(p) is dependent on (x, y, z) ∈ R
+ and defined by L(p) = 

p
 [K(p) + K(p) + K(p)].

By Chebyshev’s inequality, the above result is straightforward. �

4 Stochastic permanence
Definition  (see [] and references therein) The solution (x(t), y(t), z(t)) of system () is
said to be stochastically permanent, if for any ε ∈ (, ), there is a positive constant δ = δ(ε)
and χ = χ (ε), such that for any initial value (x, y, z) ∈ R

+, system () has the properties
that

lim inf
t→∞ P

{∣
∣x(t), y(t), z(t)

∣
∣ ≥ δ

} ≥  – ε, ()

lim inf
t→∞ P

{∣
∣x(t), y(t), z(t)

∣
∣ ≤ χ

} ≥  – ε. ()

Assumption 




max
{
σ 

 ,σ 
 ,σ 


}

< min

{

a, a, a +
c

α
+

c

α

}

. ()

Theorem  If Assumption  holds, for any initial value (x, y, z) ∈ R
+, the solution

(x(t), y(t), z(t)) satisfies lim supt→∞ E[ 
|x(t),y(t),z(t)|θ ] ≤ H , where θ is an arbitrary positive con-

stant satisfying

θ + 


max
{
σ 

 ,σ 
 ,σ 


}

< min

{

a, a, a +
c

α
+

c

α

}

, ()

where k is an arbitrary positive constant satisfying

k +
θ (θ + )


max

{
σ 

 ,σ 
 ,σ 


}

< θ min

{

a, a, a +
c

α
+

c

α

}

. ()

Proof Define U(x, y, z) = x + y + z. Applying Itô’s formula, we have

dU(x, y, z) = x
(

a – bx –
hx

f + gy
–

cz
 + αx + βz

)

dt + σx dB(t)

+ y
(

a – by –
hy

f + gx
–

cz
 + αy + βz

)

dt + σy dB(t)

+ z
(

a – bz +
dx

 + αx + βz
+

dy
 + αy + βz

)

dt + σz dB(t). ()
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Define V (x, y, z) = 
U(x,y,z) . Using Itô’s formula, we obtain

dV (x, y, z) = –V 
[

x
(

a – bx –
hx

f + gy
–

cz
 + αx + βz

)

+ y
(

a – by –
hy

f + gx
–

cz
 + αy + βz

)

+ z
(

a – bz +
dx

 + αx + βz
+

dy
 + αy + βz

)]

dt

+ V (σ 
 x + σ 

 y + σ 
 z)dt

– V (σx dB(t) + σy dB(t) + σz dB(t)
)
, ()

where

LV = –V 
[

x
(

a – bx –
hx

f + gy
–

cz
 + αx + βz

)

+ y
(

a – by –
hy

f + gx
–

cz
 + αy + βz

)

+ z
(

a – bz +
dx

 + αx + βz
+

dy
 + αy + βz

)]

+ V (σ 
 x + σ 

 y + σ 
 z). ()

Under Assumption , choosing a positive constant θ such that it satisfies (), then by Itô’s
formula, we have

d( + V )θ = θ ( + V )θ– dV +


θ (θ – )( + V )θ–(dV )

=
{

θ ( + V )θ–LV +


θ (θ – )( + V )θ–V (σ 

 x + σ 
 y + σ 

 z)
}

dt

– θV ( + V )θ–(σx dB(t) + σy dB(t) + σz dB(t)
)
. ()

Thus

L( + V )θ = θ ( + V )θ–LV +


θ (θ – )( + V )θ–V (σ 

 x + σ 
 y + σ 

 z). ()

Then choosing a positive constant k such that it satisfies (). By Itô’s formula, we get

dekt( + V )θ = ektd( + V )θ + kekt( + V )θ dt

= ektL( + V )θ dt + kekt( + V )θ dt

– ektθV ( + V )θ–[σx dB(t) + σy dB(t) + σz dB(t)
]
,

Lekt( + V )θ

= ekt( + V )θ–
{

k( + V ) +


θ (θ – )V (σ 

 x + σ 
 y + σ 

 z)

+ θ ( + V )V (σ 
 x + σ 

 y + σ 
 z)
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– θ ( + V )V 
[

x
(

a – bx –
hx

f + gy
–

cz
 + αx + βz

)

+ y
(

a – by –
hy

f + gx
–

cz
 + αy + βz

)

+ z
(

a – bz +
dx

 + αx + βz
+

dy
 + αy + βz

)]}

≤ ekt( + V )θ–
{

k( + V ) +


θ (θ + )V  max

{
σ 

 ,σ 
 ,σ 


}(

x + y + z)

+ θ ( + V )V  max
{
σ 

 ,σ 
 ,σ 


}(

x + y + z)

– θ ( + V )V 
[

x
(

a – bx –
hx
f

–
cz
αx

)

+ y
(

a – by –
hy
f

–
cz
αy

)

+ z(a – bz)
]}

≤ ekt( + V )θ–
{

k( + V ) +


θ (θ + )V  max

{
σ 

 ,σ 
 ,σ 


}(

x + y + z)

+ θ ( + V )V  max
{
σ 

 ,σ 
 ,σ 


}(

x + y + z)

– θ ( + V )V 
[

ax + ay +
[

a –
c

α
–

c

α

]

z

–
(

b +
h

f

)

x –
(

b +
h

f

)

y – bz
]}

≤ ekt( + V )θ–
{

k( + V ) +


θ (θ + )V  max

{
σ 

 ,σ 
 ,σ 


} 

V 

+ θ ( + V )V  max
{
σ 

 ,σ 
 ,σ 


} 

V  – θ ( + V )V 
[

min

{

a, a, a –
c

α
–

c

α

}

V

– max

{

b +
h

f
, b +

h

f
, b

}


V 

]}

≤ ekt( + V )θ–
{[

k + θ max

{

b +
h

f
, b +

h

f
, b

}]

+
[

k + θ max
{
σ 

 ,σ 
 ,σ 


}

– θ min

{

a, a, a –
c

α
–

c

α

}

+ θ max

{

b +
h

f
, b +

h

f
, b

}]

V

+
[

k +


θ (θ + ) max

{
σ 

 ,σ 
 ,σ 


}

– θ min

{

a, a, a –
c

α
–

c

α

}]

V 
}

, ()

where

V (σ 
 x + σ 

 y + σ 
 z) ≤ V  max

{
σ 

 ,σ 
 ,σ 


}

, ()

ax + ay +
(

a –
c

α
–

c

α

)

z ≥ min

{

a, a, a –
c

α
–

c

α

}

V

. ()

Hence, we get Lekt( + V )θ ≤ Kekt . Then

dekt( + V )θ ≤ Kekt dt – θektV ( + V )θ–[σx dB(t) + σy dB(t) + σz dB(t)
]
. ()
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Integrating both sides of the inequality from  to t and then taking the expectations, we
can see that

Eekt( + V )θ ≤ (
 + V ()

)θ +
K

k
ekt =

(
 + V ()

)θ + Kekt , ()

where K = K
k , so

lim sup
t→∞

E
[
V (t)

]θ ≤ lim sup
t→∞

E
[
 + V (t)

]θ ≤ K. ()

Since (x + y + z)θ ≤ θ (x + y + z) θ
 = θ |x + y + z|θ and V (x, y, z) = 

x+y+z ,


|x + y + z|θ ≤ θ 

(x + y + z)θ
= θ V θ (t). ()

Clearly,

lim sup
t→∞

E
[


|x + y + z|θ

]

≤ θ lim sup
t→∞

E
[
V θ (t)

] ≤ θ K = K, ()

which is the desired assertion. �

Theorem  Under Assumption , system () is stochastically permanent.

Proof By Theorem , we know that lim supt→∞ E|x + y + z|p ≤ L(p). Let χ = ( L(p)
ε

)

p , for all

ε > . By Chebyshev’s inequality, we can obtain the required assertion. �

5 Global asymptotic stability
Definition  (see [] and references therein) Let (x(t), y(t), z(t)) be a positive solution of
system (). If we say that (x(t), y(t), z(t)) is globally asymptotically stable in expectation,
it means that any other solution (x(t), y(t), z(t)) of system () has t ≥  and that we have
initial value (x, y, z) ∈ R

+. That is,

P
{

lim
t→∞ E

[∣
∣
(
x(t), y(t), z(t)

)
–

(
x(t), y(t), z(t)

)∣
∣
]

= 
}

= . ()

Lemma  [] Suppose that an n-dimensional stochastic process X(t) on t ≥  satisfies the
condition

E
∣
∣X(t) – X(s)

∣
∣α ≤ c|t – s|+β ,  ≤ s, t < ∞, ()

for some positive constants α, β , and c. There exists a continuous modification X̃(t) of X(t)
which has the property that for every ϑ ∈ (, β

α
) there is a positive random variable h(ω)

such that

P
{

ω : sup
<|t–s|<h(ω),≤s,t<∞

X̃(t,ω) – X̃(s,ω)
|t – s|ϑ ≤ 

 – –ϑ

}

= . ()

In other words, almost every sample path of X̃(t) is locally but uniformly Hölder continuous
with exponent ϑ .
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Lemma  Let (x(t), y(t), z(t)) be a positive solution of system () on t ≥  with initial value
(x, y, z) ∈ R

+. Then almost every sample path of (x(t), y(t), z(t)) is uniformly continuous
on t ≥ .

Proof The first equation of system () is equivalent to the following stochastic integral
equation:

x(t) = x() +
∫ t


x(s)

(

a – bx(s) –
hx(s)

f + gy(s)
–

cz(s)
 + αx(s) + βz(s)

)

ds

+
∫ t


σx(s) dB(s). ()

We estimate

E
∣
∣
∣
∣x

(

a – bx –
hx

f + gy
–

cz
 + αx + βz

)∣
∣
∣
∣

p

≤ 


E|x|p +



E
∣
∣
∣
∣a – bx –

hx
f + gy

–
cz

 + αx + βz

∣
∣
∣
∣

p

≤ 


E|x|p +



E
∣
∣
∣
∣a + bx +

hx
f

+
c

β

∣
∣
∣
∣

p

≤ 


E|x|p +
p–



{

ap
 +

(

b +
h

f

)p

E|x|p +
(

c

β

)p}

≤ 


K(p) +
p–



{

ap
 +

(

b +
h

f

)p

K(p) +
(

c

β

)p}

=: K(p). ()

In addition, applying the moment inequality for stochastic integrals [], we have, for  <
t ≤ t < ∞ and p > ,

E
[∣
∣
∣
∣

∫ t

t

σx(s) dB(s)
∣
∣
∣
∣

p]

≤ (
σ 


)p

[
p(p – )



] p


(t – t)
p–



∫ t

t

E
∣
∣x(s)

∣
∣p ds

≤ (
σ 


)p

[
p(p – )



] p


(t – t)
p
 K(p). ()

Let t – t ≤  and 
p + 

q = , we obtain

E
∣
∣x(t) – x(t)

∣
∣p

= E
∣
∣
∣
∣

∫ t

t

x(s)
(

a – bx(s) –
hx(s)

f + gy(s)
–

cz(s)
 + αx(s) + βz(s)

)

ds +
∫ t

t

σx(s) dB(s)
∣
∣
∣
∣

p

≤ p–E
∣
∣
∣
∣

∫ t

t

x(s)
(

a – bx(s) –
hx(s)

f + gy(s)
–

cz(s)
 + αx(s) + βz(s)

)

ds
∣
∣
∣
∣

p

+ p–E
[∣
∣
∣
∣

∫ t

t

σx(s) dB(s)
∣
∣
∣
∣

p]

≤ p–(t – t)
p
q

∫ t

t

E
∣
∣
∣
∣x(s)

(

a – bx(s) –
hx(s)

f + gy(s)
–

cz(s)
 + αx(s) + βz(s)

)∣
∣
∣
∣

p

ds
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+ p–(σ 

)p

[
p(p – )



] p


(t – t)
p
 K(p)

≤ p–(t – t)pK(p) + p–(t – t)
p

(
σ 


)p

[
p(p – )



] p


K(p)

≤ p–(t – t)
p


{

 +
[

p(p – )


] p

}

max
{

K(p),
(
σ 


)pK(p)

}

≤ p–(t – t)
p


{

 +
[

p(p – )


] p

}

K(p), ()

where K(p) = max{K(p), (σ 
 )pK(p)}. Then according to Lemma , we know that almost

every sample path of x(t) is locally but uniformly Hölder continuous with exponent ϑ for
every ϑ ∈ (, p–

p ). Therefore almost every sample path of x(t) is uniformly continuous on
t ≥ . In the same way, we can demonstrate that almost every sample path of y(t), z(t) is
uniformly continuous on t ≥ . �

Lemma  [] Let f be a non-negative function defined on R+ such that f is integrable on
R+ and is uniformly continuous on t ≥ . Then limt→∞ f (t) = .

Theorem  If

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

A = b – h – h
f

– cα
β

– d – hg[a+ p–
 σ

 ]
bf 


> ,

B = b – h – h
f

– cα
β

– d – hg[a+ p–
 σ

 ]
bf 


> ,

C = b – c – c – βd
α

– βd
α

> ,

()

then system () is globally attractive.

Proof Define W (t) = | ln x(t) – ln x(t)| + | ln y(t) – ln y(t)| + | ln z(t) – ln z(t)|. We can
prove W (t) is continuous positive function on t ≥ . By a direct calculation of the right
differential d+W (t) of W (t), and then applying Itô’s formula, we get

d+W (t) = sgn(x – x)
{[

dx

x
–

(dx)

x


]

–
[

dx

x
–

(dx)

x


]}

+ sgn(y – y)
{[

dy

y
–

(dy)

y


]

–
[

dy

y
–

(dy)

y


]}

+ sgn(z – z)
{[

dz

z
–

(dz)

z


]

–
[

dz

z
–

(dz)

z


]}

= sgn(x – x)
{

–b(x – x) –
(

hx

f + gy
–

hx

f + gy

)

–
(

cz

 + αx + βz
–

cz

 + αx + βz

)}

dt

+ sgn(y – y)
{

–b(y – y) –
(

hy

f + gx
–

hy

f + gx

)

–
(

cz

 + αy + βz
–

cz

 + αy + βz

)}

dt



Liu and Wei Advances in Difference Equations  (2016) 2016:21 Page 13 of 18

+ sgn(z – z)
{

–b(z – z) +
(

dx

 + αx + βz
–

dx

 + αx + βz

)

+
(

dy

 + αy + βz
–

dy

 + αy + βz

)}

dt. ()

Integrating both sides of the equality from  to t and then taking expectations

E
[
W (t) – W ()

]

= E
{∫ t



[

sgn
(
x(s) – x(s)

)
{

–b
(
x(s) – x(s)

)
–

(
hx(s)

f + gy(s)
–

hx(s)
f + gy(s)

)

–
(

cz(s)
 + αx(s) + βz(s)

–
cz(s)

 + αx(s) + βz(s)

)}

+ sgn
(
y(s) – y(s)

)
{

–b
(
y(s) – y(s)

)
–

(
hy(s)

f + gx(s)
–

hy(s)
f + gx(s)

)

–
(

cz(s)
 + αy(s) + βz(s)

–
cz(s)

 + αy(s) + βz(s)

)}

+ sgn
(
z(s) – z(s)

)
{

–b
(
z(s) – z(s)

)

+
(

dx(s)
 + αx(s) + βz(s)

–
dx(s)

 + αx(s) + βz(s)

)

+
(

dy(s)
 + αy(s) + βz(s)

–
dy(s)

 + αy(s) + βz(s)

)}

ds
]}

. ()

So

dE[W (t)]
dt

= E
[

sgn
(
x(t) – x(t)

)
{

–b
(
x(t) – x(t)

)
–

(
hx(t)

f + gy(t)
–

hx(t)
f + gy(t)

)

–
(

cz(t)
 + αx(t) + βz(t)

–
cz(t)

 + αx(t) + βz(t)

)}

+ sgn
(
y(t) – y(t)

)
{

–b
(
y(t) – y(t)

)
–

(
hy(t)

f + gx(t)
–

hy(t)
f + gx(t)

)

–
(

cz(t)
 + αy(t) + βz(t)

–
cz(t)

 + αy(t) + βz(t)

)}

+ sgn
(
z(t) – z(t)

)
{

–b
(
z(t) – z(t)

)

+
(

dx(t)
 + αx(t) + βz(t)

–
dx(t)

 + αx(t) + βz(t)

)

+
(

dy(t)
 + αy(t) + βz(t)

–
dy(t)

 + αy(t) + βz(t)

)}]

≤ –bE
∣
∣x(t) – x(t)

∣
∣ + E

∣
∣
∣
∣

hx(t)
f + gy(t)

–
hx(t)

f + gy(t)

∣
∣
∣
∣

+ E
∣
∣
∣
∣

cz(t)
 + αx(t) + βz(t)

–
cz(t)

 + αx(t) + βz(t)

∣
∣
∣
∣

– bE
∣
∣y(t) – y(t)

∣
∣ – E

∣
∣
∣
∣

hy(t)
f + gx(t)

–
hy(t)

f + gx(t)

∣
∣
∣
∣
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– E
∣
∣
∣
∣

cz(t)
 + αy(t) + βz(t)

–
cz(t)

 + αy(t) + βz(t)

∣
∣
∣
∣

– bE
∣
∣z(t) – z(t)

∣
∣ + E

∣
∣
∣
∣

dx(t)
 + αx(t) + βz(t)

–
dx(t)

 + αx(t) + βz(t)

∣
∣
∣
∣

+ E
∣
∣
∣
∣

dy(t)
 + αy(t) + βz(t)

–
dy(t)

 + αy(t) + βz(t)

∣
∣
∣
∣

≤ –bE
∣
∣x(t) – x(t)

∣
∣ + h

(

 +

f

)

E
∣
∣x(t) – x(t)

∣
∣

+
hg

f 


E
∣
∣x(t)

∣
∣E

∣
∣y(t) – y(t)

∣
∣ + cE

∣
∣z(t) – z(t)

∣
∣

+
cα

β
E
∣
∣x(t) – x(t)

∣
∣ – bE

∣
∣y(t) – y(t)

∣
∣

+ h

(

 +

f

)

E
∣
∣y(t) – y(t)

∣
∣ +

hg

f 


E
∣
∣y(t)

∣
∣E

∣
∣x(t) – x(t)

∣
∣

+ cE
∣
∣z(t) – z(t)

∣
∣ +

cα

β
E
∣
∣y(t) – y(t)

∣
∣

– bE
∣
∣z(t) – z(t)

∣
∣ + dE

∣
∣x(t) – x(t)

∣
∣

+
βd

α
E
∣
∣z(t) – z(t)

∣
∣ + dE

∣
∣y(t) – y(t)

∣
∣ +

βd

α
E
∣
∣z(t) – z(t)

∣
∣, ()

dE[W (t)]
dt

= –
[

b – h –
h

f
–

cα

β
– d –

hg

f 


E
∣
∣y(t)

∣
∣

]

E
∣
∣x(t) – x(t)

∣
∣

–
[

b – h –
h

f
–

cα

β
– d –

hg

f 


E
∣
∣x(t)

∣
∣

]

E
∣
∣y(t) – y(t)

∣
∣

–
[

b – c – c –
βd

α
–

βd

α

]

E
∣
∣z(t) – z(t)

∣
∣. ()

By Lemma ,

E
∣
∣x(t)

∣
∣ = E

∣
∣x

 (t)
∣
∣


 =

{
E
[
x

 (t)
]} 

 ≤ a + p–
 σ 



b
, ()

E
∣
∣y(t)

∣
∣ = E

∣
∣y

 (t)
∣
∣


 =

{
E
[
y

 (t)
]} 

 ≤ a + p–
 σ 



b
, ()

E
∣
∣z(t)

∣
∣ = E

∣
∣z

 (t)
∣
∣


 =

{
E
[
z

 (t)
]} 

 ≤ a + d
α

+ d
α

+ p–
 σ 



b
. ()

Thus

dE[W (t)]
dt

≤ –
[

b – h –
h

f
–

cα

β
– d –

hg(a + p–
 σ 

 )
bf 



]

E
∣
∣x(t) – x(t)

∣
∣

–
[

b – h –
h

f
–

cα

β
– d –

hg(a + p–
 σ 

 )
bf 



]

E
∣
∣y(t) – y(t)

∣
∣

–
[

b – c – c –
βd

α
–

βd

α

]

E
∣
∣z(t) – z(t)

∣
∣

≤ –AE
∣
∣x(t) – x(t)

∣
∣ – BE

∣
∣y(t) – y(t)

∣
∣ – CE

∣
∣z(t) – z(t)

∣
∣, ()
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where

A = b – h –
h

f
–

cα

β
– d –

hg(a + p–
 σ 

 )
bf 


, ()

B = b – h –
h

f
–

cα

β
– d –

hg(a + p–
 σ 

 )
bf 


, ()

C = b – c – c –
βd

α
–

βd

α
. ()

Integrating both sides, we get

E
[
W (t)

] ≤ E
[
W ()

]

–
∫ t



[
AE

∣
∣x(s) – x(s)

∣
∣ + BE

∣
∣y(s) – y(s)

∣
∣ + CE

∣
∣z(s) – z(s)

∣
∣
]

ds. ()

Consequently,

W (t)+
∫ t



[
AE

∣
∣x(s)–x(s)

∣
∣+BE

∣
∣y(s)–y(s)

∣
∣+CE

∣
∣z(s)–z(s)

∣
∣
]

ds ≤ W () < ∞. ()

Recall that W (t) ≥  and A > , B > , C > , yielding

∣
∣x(t) – x(t)

∣
∣ ∈ L[, +∞),

∣
∣y(t) – y(t)

∣
∣ ∈ L[, +∞),

∣
∣z(t) – z(t)

∣
∣ ∈ L[, +∞).

()

Then from Lemmas  and , we get the desired assertion. �

6 Numerical simulations
In this section, to substantiate the analytical results; the dynamics of system () with and
without environmental noises are illustrated by the Milstein method [].

Consider the discrete equations:

xk+ = xk + xk

(

a – bxk –
hxk

f + gyk
–

czk

 + αxk + βzk

)

�t

+ σxkξk
√

�t +


σ 

 xk
(
ξ 

k – 
)
�t,

yk+ = yk + yk

(

a – byk –
hyk

f + gxk
–

czk

 + αxk + βzk

)

�t

+ σykηk
√

�t +


σ 

 yk
(
η

k – 
)
�t,

zk+ = zk + zk

(

a – bzk +
dxk

 + αxk + βzk
+

dyk

 + αxk + βzk

)

�t

+ σzkζk
√

�t +


σ 

 zk
(
ζ 

k – 
)
�t,

()

where ξk , ηk , and ζk are Gaussian random variables that follow N(, ).
In Figure , we choose the initial value (x, y, z) = (., ., .) and all the parameters

satisfying the conditions of Theorem , the system () is stochastically permanent.
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Figure 1 Solutions of system (4) for (x0, y0, z0) = (0.5,
0.5, 0.5), a1 = 2, a2 = 1, a3 = 1.5, b1 = 2, b2 = 2, b3 = 3,
c1 = 0.2, c2 = 0.1, d1 = 1, d2 = 1, α1 = 1, β1 = 0.5,
α2 = 0.6, β2 = 0.8, h1 = 0.5, h2 = 0.8, f1 = 1, f2 = 0.3,
g1 = 0.5, g2 = 1, σ1 = 0.05, σ2 = 0.05, σ2 = 0.05.

Figure 2 Solutions of system (4) for (x0, y0, z0) = (0.5, 0.5, 0.4), a1 = 2, a2 = 2, a3 = 1, b1 = 2.5, b2 = 2.5,
b3 = 2.6, c1 = 0.1, c2 = 0.15, d1 = 0.8, d2 = 0.8, α1 = 1, β1 = 0.8, α2 = 1, β2 = 0.8, h1 = 0.25, h2 = 0.3,
f1 = 1, f2 = 0.8, g1 = 0.5, g2 = 0.6, σ1 = 0.05, σ2 = 0.05, σ2 = 0.05.

Figure 3 Solutions of system (4) for (x0, y0, z0) = (1.5, 1.2, 1.0), a1 = 1.1, a2 = 1.1, a3 = 1, b1 = 0.8,
b2 = 0.9, b3 = 1.1, c1 = 0.02, c2 = 0.01, d1 = 1.2, d2 = 1, α1 = 0.8, β1 = 0.5, α2 = 0.7, β2 = 0.5, h1 = 0.5,
h2 = 0.3, f1 = 1, f2 = 0.5, g1 = 0.5, g2 = 0.6, σ1 = 1.8, σ2 = 1.8, σ2 = 2.
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In Figure , we choose the initial value (x, y, z) = (., ., .) and all the parameters
satisfying conditions of Theorem . Using Matlab, we see that, under a small perturbation,
the solution of system () is fluctuating in a small neighborhood, at this time, the stochastic
system is getting more similar to the deterministic.

In Figure , suffering sufficiently large white noise, system () gets extinct, while none
of the species in the deterministic system die out.

7 Conclusion
In this paper, we studied a stochastic cooperative predator-prey system with Beddington-
DeAngelis functional response. We first demonstrate the existence and uniqueness of
global positive solution. We then investigate that the solution is stochastically bounded
and permanent. Under some specific conditions, the solution of this stochastic system is
globally asymptotically stable, which is useful to estimate the risk of extinction of species
in the system. Some interesting topics deserve further study. For example, we can try to
study three or more trophic levels, which simulates the actual situation better. Moreover,
we can consider the extinction of system ().
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