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Abstract

This paper is devoted to the possibility of mean-square numerical approximations to
random periodic solutions of dissipative stochastic differential equations. The
existence and expression of random periodic solutions are established. We also prove
that the random periodic solutions are mean-square uniformly asymptotically stable,
which ensures the numerical approximations are feasible. The convergence of the
numerical approximations by the random Romberg algorithm is also proved to be
mean-square. A numerical example is presented to show the effectiveness of the
proposed method.
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1 Introduction

Stochastic differential equations (SDEs) have an important position in theory and appli-
cation, for more details we refer the reader to [1] and [2]. In recent years, there has an
increasing interest in random periodic solutions of SDEs. Random periodic solutions de-
scribe many physical phenomena and play an important role in aeronautics, electronics,
biology, and so on [3, 4]. The existence of random periodic solutions was established by
Feng et al. [5]. However, random periodic solutions have not been explicitly constructed as
yet. Therefore, numerical approximations to random periodic solutions are an important
method for studying their dynamic behavior. There are, however, few numerical studies in
this field. The main difficulties lie in determining the initial value at the starting time and
simulating improper integrals more efficiently. Therefore, we are concerned with the pos-
sibility of mean-square numerical approximation and numerical analysis of convergence
in this paper.

There are two main motivations for this work. It is well known that, in the deterministic
case, some researchers have obtained extensive results, including numerical approxima-
tions to periodic solution. We refer the reader to [6] and [7] and the references therein.
However, few studies have been done in the random case. Yevik and Zhao [8] treated the
numerical stationary solutions of SDEs. Liu et al. [3] investigated square-mean almost
periodic solutions for a class of stochastic integro-differential equations. To the best of

our knowledge, no investigations of mean-square numerical approximations to random
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periodic solutions of SDEs exist in the literature. Numerical approximation is still an in-
teresting method for studying random periodicity in random dynamical systems.

Because there exist errors in the initial value at the starting time, and the random peri-
odic solutions are sensitive to the initial value, we can only deal with SDEs whose random
periodic solutions are mean-square uniformly asymptotically stable. The main results we
obtain are the numerical approximations to random periodic solutions of dissipative SDEs,
and the proof of mean-square convergence. This shows that mean-square numerical ap-
proximations to random periodic solutions are in fact close to the exact solutions and the
iterative error can be controlled in the range of the presupposed error tolerance.

This paper is organized as follows. Section 2 deals with some preliminaries intended to
clarify the presentation of concepts and norms used later. In Section 3 we present theoret-
ical results on random periodic solutions of dissipative SDEs. This is the main conclusion
of the article, which contains the existence and stability of random periodic solutions, the
numerical implementation method and the mean-square convergence theorem. Section 4
is devoted to numerical experiments, which demonstrate that these algorithms can be ap-
plied to simulate random periodic solutions of dissipative SDEs. Finally, Section 5 gives

some brief conclusions.

2 Preliminaries

Let W(t), t € Rbe an k-dimensional Brownian motion, and (€2, F, P) be the filtered Wiener
space. Here 7! :=o(W, - W,,s<v<u<t),and F*:= \/sit}"st, where s € R is any given
time [9]. We consider a class of Ito SDE of the form

dX, = -AX,dt +f(t,X,)dt + g(t) dW,, X(s)=x € R?, )

where X;: Q — R4, f: R x R — R, g: R — R¥k, Ais a class of d x d hyperbolic matrix
whose all eigenvalues are positive, and we define T; = e to be a hyperbolic linear flow
induced by —-A.

We define

0 : (—00,+00) X Q — Q, 0,0(s) = w(t +s) — w(t) (2)

and A := {(s,£) € R%,s < t}. By the conclusions in [9], SDE (1) generates a stochastic flow
@ : A x R x Q — R? when the solution of SDE (1) exists uniquely, which is usually written
as ¢(s,t,x0, w) := 9(s, t, w)xo on the metric dynamical systems (2, F, P, 6;). The stochastic

flow ¢ is given by

(s, t,w)xo = %9 + /t(—Aw(s, r,w)xo +f (r,@(s,r,0)x0)) dr + /tg(r)dW,, t>s. (3)

Throughout the rest of this paper, we make the following notations.
Let L2($2, P) be the space of all bounded square-integrable random variables x : Q — R,
For any random vector x = (x1,%»,...,%;) € R, the norm of x is defined in the form of

lxll2 = [/Q[|x1(w)|2 + @)+t |xd(w)|2]dP] T <. (4)
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For any stochastic process x(t, ) € R%, the norm of x(t, w) is defined as follows:
Jstt,0)], = supl (@], <o
teR

We define the norm of random matrices as follows:
1
Gl 2.0 = [E(IG*)]?, (5)

where G is a random matrix and | - | is the operator norm.
For simplicity in notations, the norms || - || and || - [|;2(q p) are usually written as || - ||.
The following hypotheses are made for the theoretical analysis.

Hypothesis 2.1
(i) There exists a constant K* > 0 such that ||xo|| < K*.
(i) The mapping f: R x R* — R? is continuous, and there exist positive constants J;
and Ki such that f (¢, 0) is globally bounded with |f(t,0)| < and for any
X1, X, € RY, the following inequality holds:

If(t, X)) - f(6,X2)| < Ki1 X1 = Xs). (6)

(ili) The mapping g: R — R? is continuous, and there exists a positive constant J such
that g(t) is globally bounded with |g(t)| < J>.

3 Theoretical results
3.1 Existence of random periodic solutions
The following result guarantees the existence of random periodic solutions for dissipative

SDEs, and is a direct consequence of Theorem 3.2.4 in [4].

Lemma 3.1 For any —00 <s < t < +00, x9, %o € B, if the following conditions hold:
(i) @(s,t,w) : B— Bis a.s. continuous;
(i) o(s+1,t+1,w)x0 = @(s,t, 0, w)x0;
(iii) there exist constants c € (0,1) and M > 0 such that
llo(s, t, w)x0 — (s, ¢, )xo || < ¢ llxo = Xoll and |lp(s, t, w)xo || < M, where M may
depend on (t —s),
then there exists a unique random t-periodic solution Y(t,w) of ¢. Moreover, ¢(t —
mt,t,0_ucw)xg — Y(t,w) € LP(Q,B) as m — +oo, where B C R* and m is a positive in-

teger.

Lemma 3.2 Suppose that A is a class of hyperbolic d x d matrix, the eigenvalues of A are
denoted by {A;,j =1,2,...,d} and satisfy 0 < Ay < Ay < --- < Ag. Then the function e At

tends to zero as t — +00, that is,

lim et =0.
t—+00

Proof We start with the one-dimensional case, that is, d = 1. If A is the eigenvalue of 4,
that is, A = A, we obtain
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lim e = lim e* =0,
—+00 t—>+00
where A > 0.

So it is valid for the one-dimensional case.

Now we consider the case d > 1. The matrix exponential of A is diagonalizable e* =
QePQ7!, where A is invertible and D is diagonal with eigenvalues of A as its spectrum [8].
Then we get

e*At — Q(eth)Qfl

and
e~ Mt 0 0o --.. 0
0 et 0 ... 0
e Dt _
0 0 0 ... et

It follows from the result of the one-dimensional case that it is also valid for the d-

dimensional case. This completes the proof. g
From the conclusions of Lemmas 3.1 and 3.2, we obtain the following theorem.

Theorem 3.3 Assume that there exists a constant v > 0 such that for any t € R and any
X € R%, the following equalities hold:

f(trX) :f(t"'er)) g(t):g(t+f)' (7)

Suppose that A satisfies Lemma 3.2. Moreover, suppose that SDE (1) satisfies Hypothesis 2.1
and the global Lipschitz constant of f be K; € [0,+/2A4).
If SDE (1) has a unique random periodic solution Y (t,w) : (—00, +00) X Q2 — R%, that is,

potht+Tt,0)Ytw)=Y(t+1,0)=Y(t,60,w), forallteRa.s. (8)

then Y (t,w) is a solution of the forward infinite horizon integral equation

t

Y(t,w) = /t Tt_,f(r, Y(r, a))) dr + (w)/ Ty rg(r)dW,. 9)

o0 —00

Proof In order to utilize Lemma 3.1 to this problem, we only need to check that the con-
ditions of this theorem satisfy its three hypotheses.
First and foremost, by the assumptions of SDE (1), the hypothesis (i) obviously holds.
Secondly, utilizing (3) and Duhamel’s formula, we obtain

‘p(S, ty w)xo

¢ t
Z Ay / e (1, 0(s, 1, )x0) dr + () / e g(r) dW,. (10)
s N
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Using (2) and (7), we have

O+ 1T,t+T,w)x0

t+T

+T
=e A9 4+ / e‘A(m_’)f(r, @(s+T,r,0)x) dr + (a))/ e AGT () AW,
S+T S+T
t
= e A9 + / e‘A(t_’)f(r +T,0(s+T,r+71, a))xo) dr
S

t
+ (6. 0) / e A Ng(r + 1) dW,

t t
= e Ay, + / e‘A(t")f(r, P(s+ 1,7+ T,0)%) dr + (6; ) / e A g(r) dW,.
s s

Putting @ := 0, @ and ¢(s,r, ®)xg := (s + T,7 + T, w)xp, we have found that

t t
@(s,t,@)x0 = €A + / e (1, @(s, 1, D)) dr + (&) / e A g(r) dW,.
s S

By the uniqueness of the solution, we obtain
@(s,t,0)x0 = @(s + 7,1+ T, w)xp.
Therefore, it implies that

o(s+1,t+T,0)x0

t t
= e Ay, + / e‘A(t")f(r, @(s,7,0: w)x0) dr + (6, w) / e A g(r) dW,
s S

= (s, t,0; w)xo. (11)

This completes the check of the second hypothesis.
Last but not least, for any xo, %o € R4, it follows from (10) that

A 12
E|o(s, t,w)x0 — (s, £, )Zo|

=L <E e Aty (%0 — %0)

2

+ /‘t e‘A(t_’)(f(r, (s, r, w)xo) —f(r, o(s,r, a))fco)) dr| . (12)

We notice from the fact (a + b)? < 2a® + 2b%, a,b € R and the Cauchy-Schwarz inequality
that we can obtain

L < 274079 Elxg — &

+ 2/16_2’4“_’) dr'E[/t[f(r,w(s, r,w)xo) —f (r, ¢(s, 7 a))fco)|2dr].
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By the condition (6) we have

t
I < 2K,E|xq — &o|? + 2K K? / E|(s,r, )x0 — p(s, 7, @)3o|” dr,

S

where
t
Ky=e 9 and K= / e 24 gy,
s
By the Gronwall inequality, there exists a number M; such that
”90(51 Z, C())xo - 90(5, L, w)&O ” = Ml,

where

My = 1% — Folly 2Ky - exp(2UGK? (¢ - 5)).

It is the fact that M; tends to zero as s — —o0. Therefore there exists 0 < ¢ < 1 such that
the inequality M; < ¢"*||xg — Xo|| holds.

By the method which is similar to the paper [8], we obtain the estimation of [|¢(s, £, w)xo |-
We also notice from (10) and the fact (@ + b + ¢)? < 3a® + 36 + 3¢?, a, b, c € R, that we can

obtain

2
E|§0(S, L, a))x0|2 < 3E|e—A(H)x0 |2 L3

t
f e ANy (r, (s, w)xo) dr
S

2

t
+3E‘(w)f e AEg(r) dW,
S

Using the Cauchy-Schwarz inequality and the It6 isometry we have

t t
Elp(s,t, a))xo{2 <3¢ 2AEIE|x0 |2 + 3/ e 24D g E|:/ If (7, (s, 7, )x0) |2 dr]
s

N

t
+3/ e A g2 (r) d.,

From the global Lipschitz condition of the function f it follows that for any X € R, the
linear growth condition also holds:

[f(t,X)| < Ki|X| + 1. (13)

From the globally boundedness of the function g and the boundedness of the initial value
in Hypothesis 2.1, we obtain

t
E|p(s, t, 0)xo|* < 3Ky (K*)* +6K3J2(t—5) + 3KaJ2 (¢ —5) + 6 KK - / E|p(s,r, )x0|” dr.

S

By the Gronwall inequality, there exists a number M, such that

|| (p(s¢ t, (l))xo || =< MZ)
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where

My = \/ 3[K, (1(*)2 + 2Kt — 5) + K3J3(t = 9)] - exp (6K KE (¢ - 9)).

Here M, satisfies the assumption that it may depend on ¢ —s.

This completes the check of the third hypothesis.

Moreover, the pullback method only works for dissipative systems, that is, the systems
are contractive. The pullback of SDE (1) is

dX(t — mrt,t,0_,.w,%0)
= _AX(t -mrt,t, Q—Vnrwrxo) dt +f(t’X(t - mt,t, G—mrw’xo)) dt
+ g(t) AWims X(—Wl‘[, 0,0_r w, %0 (9—mrw)) = %0(0_mr ) € Rd» (14)
where xq is F_,,; -measurable, and X (¢ — mrt, t,0_,,.w,x0) denotes the solution at the time

t with the initial condition x¢(6_,,; @) at the time ¢t — mT.
Therefore, the exact solution of SDE (14) at the time ¢ has the form

Ot —mT,t,0_,:0)x0 = e 4" xg + /t _A(H)f(r, o(r,t, G_Ww)xo) dr
+ (w) / g(r) AW emr).- (15)
It follows from Lemma 3.2 and the periodic property of f and g that
lim @(t — mt,t,0_,,w)xg

m—+00

t
= lim I:e_A"”xo+/ e’A(t_’)f(r,go(r, £, 0_ e 0)x0) dr
t—-mt

m—>+00

t

+ () e g(r)d Wmm)]

t—mt

t
lim [/ e AN (r+ mr, @(r,r + mt, w)xo) dr
t—mt

m—+00

+(w) / A g(r + mr) dW/(Hmf)]

/ AL (1, Y (r,0)) dr + () / AENg(r) AW, = Y (t, ).

Therefore, the conclusion follows from Lemma 3.1 and Theorem 4.2.2 in [4]. The proof'is
finished. O

3.2 Stability

In this section we investigate the mean-square uniformly asymptotic stability of the ran-
dom periodic solution Y(t,®) of SDE (1). The pullback method is a powerful tool in the
proof of uniformly asymptotic stability. To be precise, let us introduce some related defi-

nitions [10].
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Definition 3.1 (i) The random periodic solution Y (¢, w) of SDE (1) is said to be mean-
square asymptotically stable if for any given € > 0, every other random periodic solution
Y (¢, ) of SDE (1) satisfies

lim [Y(t,0) - Yt o) =0
t—>+00

for any bounded F;-measurable bounded initial values xo and X, respectively, where ||xo —
Xo|| < €, where s =t — mrt.

(ii) The random periodic solution Y (¢, w) of SDE (1) is said to be mean-square uniformly
stable if for any given € > 0 and every other random periodic solution ¥ (¢, ) of SDE (1),
there exists § = 8(¢) such that ||xg — %o || < § implies the inequality || Y (¢, w) — Y(t, )| < €
holds for any ¢ > s, where s = t — mr.

(iii) The random periodic solution Y (¢, w) of SDE (1) is said to be mean-square uniformly
asymptotically stable if it is mean-square uniformly stable and mean-square asymptoti-

cally stable.

Theorem 3.4 Assume that for any initial values xo and %y € L*(, P), the coefficients of
SDE (1) satisfy Theorem 3.3, then the random periodic solution Y (t,w) of SDE (1) is mean-

square uniformly asymptotically stable.
Proof First and foremost, let ¢ (¢ —mt, t,0_,,; @)X be another solution of SDE (1) and € > 0

be an arbitrary constant. If || xg — Xo || < ¢, it follows from (15) and the method which is used
to estimate (12) that

E’(p(t —mt,t,0_, 0)xg — @t — mT, t,0_,; 0)Xo }2

t
< 2K4E|x — &ol? + 21(51(12/ E|<p(r, t,0_rw)xg — @(r, £, 0_r )% |2 dr,

t-mt
where
t
Ki=e2" and Ks= / e AU gy
t—-mt
By the Gronwall inequality, there exists a number M3 such that

et = mz, t,6_pr0)x0 — 9t = MT, £,6_ )0 || < Ms,

where

Ms = 1w ~ Roll 2Ky - exp(2KsKPmr).
Therefore, by the fact that M3 — 0 as m — +00, we obtain

lim Hgo(t —mt,t,0_,,0)x0 — @t — mT,t,0_,, 0)%o H =0.

m—+00
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Fatou’s lemma implies that

E} Y(t,w) - Yt a))|2 = E[ lim |<p(t —mT,t,0_, )% — @t — mt, t,0_,;0)Xo ‘2]

< lim E|<p(t—mr,t,0,ma))xo—(p(t—mt,t,@,m,a))fco|2,

m—+00

Then we have
lim |Y(t,0)-Y(t,0)| =o0.
t—>+00

Then by Definition 3.1(i), it is mean-square asymptotically stable.

Secondly, let V(s,t,w)xy = Y(t,w) — Y(t,w), where Xo = (x0,%0). It is the fact that
V (s, t,w)x is also a random periodic solution of SDE (1). Without loss of generality, we
only consider the case s > 0. The proof of other case is similar, that is, by the transforma-
tion § = s + m't, we can change the case of s < 0 to the case of § > 0, where »' is a positive
integer. Let %, be the initial value at the starting time s = 0. From the above result, that
is, the mean-square asymptotic stability, it follows that for any given € > 0, there exists
80 = 8o(€) > 0 such that ||xy — x5 || < 8o implies the inequality ||V(0,t, w)x,| < € holds for
t>0.

For the first case s € [0, 7], by the fact that V (s, t, w)X, is continuous with respect to (s, xo)
and uniformly continuous with respect to s for s € [0, 7], there exists § = §(¢) > 0 such that
llwo — Xo|| < 8 implies the inequality ||V (s, 0, @)X || < 8o holds for s € [0, t].

Put x§ = V(s,0,w)Xo, and we obtain V (s, £, w)¥o = V(0, ¢, 0,w)x; for any ¢ > 0. Therefore

if |[xo — %o || <8 and s € [0, 7], the inequality ||V (s, £, w)Xo|| < € holds for any ¢ > s, that is,
|Y(tw)-Y(tw)| <e.

For the second case s > 0, there exists a positive integer m” such that s € [m"zt,
(m” + 1)t]. It follows from the random periodicity that V(s — m"t,t — m"7,0_, @) is

also the random periodic solution of SDE (1) and

V(s,t,w)xo = V(s—m"t,t —m" 7,0, 0)X0.
Then ||xg — X0 || < & implies the inequality || Y (¢, ) — Y(t, )| < € holds for any s > 0 and
t>s.
Therefore it follows from Definition 3.1(ii) that it is mean-square uniformly asymptoti-

cally stable. The conclusion follows from Definition 3.1(iii). This completes the proof. [

3.3 Numerical implementation method of random periodic solutions

It follows from Theorem 3.3 that the forward infinite horizon integral equation (9) is the
random periodic solution of SDE (1). However, if the numerical method is applied to the
improper integral (9), only the numerical approximations to (9) are obtained. Therefore,
approximating the random periodic solution requires that the random periodic solution
(9) is mean-square uniformly asymptotically stable. It follows from Theorem 3.4 that the

random periodic solution (9) is mean-square uniformly asymptotically stable. This implies
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that the numerical solution to initial problem is the numerical solution to the random
periodic solution.
Therefore, a numerical implementation method is as follows. We obtain from (9),

0 0
Y(0,w) = / T_,f(r, Y(r, a))) dr + (w)f T ,g(r)dW,, (16)

o0

which can be viewed as the initial value at the time ¢ = 0 of random periodic solutions
of SDE (1). The finite time interval [0, ] is divided into N subintervals with the length

At := ﬁ For any given presupposed error tolerance § € (0, At], if s’ < 0 is chosen such that

0 0
H Y(0,w) — / T,,f(r, Y(r, a))) dr — (a))/ T_,g(r)dW,

<4, (17)

S/
oo

, H / (Y () dr + (@) / T.g(r)dW,

then the improper integral (16) can be approximated by the It6 integral ¥ (0, ), where

0 0
Y(0,0) = / T,rf(r, Y(r, a))) dr + (w)/ T_,g(r)dW,.

Therefore the improper integral (9) in the finite time interval [0, £] can be approximated
by the It6 integral (18)

Y(t,w) = f t T of (r, Y (r, 0)) dr + () / t T;_g(r) dW,, (18)
0 0

with initial value ¥ (0, w) at the time ¢ = 0.

By means of reselecting the corresponding starting time and s’, we can simulate a ran-
dom periodic solution in an arbitrary finite time interval with any given presupposed error
tolerance.

In order to improve the accuracy of the integral, the random Romberg algorithm is ap-
plied to (18) and Y (0, ®). The method applied to (18) in detail is shown as follows.

Let Y,,(t, w) be the approximation of Y (0, nAt, w), where

nAt nAt
Y(O’ l’lAt, a)) = / TnAt—rf(r; ?(7’, C())) d}" + (a))/ TnAt—rg(’") dWrr
0 0

then we see that the iterative relation
~ nAt B nAt
Yn(t: a)) = / TnAt—r:f(r’ Yn—l(rr (,())) dr + (w)/ TnAt—rg(r) dWrr (19)
0 0

where n=1,...,N and Yy(¢, @) is the numerical approximation of Y(t,w).
The sequence of time step and the increment of the Brownian motion are defined in the
form of
; 1

1 1
£ = nAt, = 5(nAt), £ = Z(nAt), 4 = F(nAt),
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AW (8)) = W(nAt) - W(0),  AW(£)= %(W(nAt) - W(0)),

AW (£) = %(W(mAt) - W(0)), AW (2),) = %(W(nm) w(0)).
Let
1 1
Ry = %"[f(o, ¥, 1(0,)) + £ (nAt, Vs (nAL )] + sz(t") [¢(0) +g(nAD)],

then we obtain

At - At At
R21—§R11+t Tn_mf(n Yn_l(nT,a))> +AW(£§)TnTAzg<nT>

From the induction principle, it implies that

22

R11 = S +t Z nAL—(2i— tlf (2[ l)tL; ?n—l((Zi - l)tiq’a)))

22
FAW(G) Y T, 000 &(Qi-1)1,), j=2.3,....
i=1

Utilizing the extrapolation method, we obtain the element

4Rk 1 — Ry
4127

Ry = , k=2, (20)

For any presupposed error tolerance ¢ € [0, 8], if the inequality holds
IR;j1 — Rjill <&,

the computation is ended and Rj; is viewed as the approximation of (19). That is,
Y, (¢, 0) = Rj.

The method applied to Y (0, ) in detail is shown as follows, which is similar to the for-
mer.
Let Ah:= _s and Y,,(0, w) be the approximation of Y (0, -nAh, w), where

0 0

Y(0,-nAh, ) = / . T_,f(r, Y(r, a))) dr + (w) . T_,g(r)dwW,,
—nA -nA

then we see that the iterative relation

0 0
Y,(0,0) = / T,,f(r, Y, a))) dr + (w) T_,g(r)dW,, (21)

nAh -nAh

where n=1,...,N’ and Yy/(0, ) is the numerical approximation of Y (0, ).
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The sequence of time steps and the increment of the Brownian motion are defined in

the form

1 1 1
B =nAh, K= 5 (1A) = ZUA, W= ),

AW (hy) = W(0) — W(-nAh), AW (H2) = %(W(O) ~ W(-nAh)),

|~

AW(hi)zi(W(O)—W/(—nAh)), v AW(H,) = =—(W(0) - W(-nAh)).

-1

N

Let

1
R} = %[f(o, Yo(0,0)) + Tuanf (—nAh, Y, 1(-nAh, )]

hl
+ BV [4(0) + Tygt-nan),

then we obtain
1 -nAh - —nAh —nAh
R, = 512;1 +h§T,%hf( 5 ,Ynl( > a))) + AW(hi)T,%hg< 5 >

By a similar method to (20), we can obtain R}, j = 2,3,..., by the induction principle

and R}’.k, k =2,...,j by the extrapolation method. For any presupposed error tolerance

¢’ € [0, 6], if the following inequality holds:

”R;/',H —R;/‘/” <é,

the computation is ended and R;/ is viewed as the approximation of (21). That is,

Y,(0,w) = Rl'j.

3.4 Convergence
The finite time interval [0, ¢] is divided into N subintervals with the length At. The exact
solution of SDE (1) in [0, £] has the form

. NAt . NAt
Y(t,w) = / e ANAIE (1, Y (1, ) dr + (o) / e ANA o (1) AW, (22)
0 0

The following result shows that the numerical approximation Y (t, ) to random periodic

solutions is mean-square convergent to the exact solution (22) under some conditions.

Theorem 3.5 Assume that for any initial value xo € L*(2, P), the coefficients of SDE (1)
satisfy Theorems 3.3 and 3.4, then the numerical approximation Yy (t, ) to random peri-
odic solutions of SDE (1) by the random Romberg algorithm is mean-square convergent.

Proof From the expression of Y (¢, w), we obtain

N NAt 5 NAt
Yn(t, o) = f e ANANL (1, Vg1 (r, w)) dr + (o) / e AN (1) AW,
0 0
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Then it implies that

NAt

2
E|Y(t,0) - Tn(t,0)|* = E[ / e ANAEI £ (1, Y (r, ) — £ (1, Yaa (1, @) ] dr] =1,
0

We notice from the Cauchy-Schwarz inequality and the global Lipschitz condition (6) of

f that we can obtain
NAt NAt 5 _ )
I < / e PANALD) gy / KfE|Y(r, w) — Yn_1(r, w)| dr
0 0
NAt _ )
< KeK? / E|Y(r,®) - Yno(r, w)|" dr,
0
where
t
Kg = / e~ AN gy
0
Then the fact (a + b)? < 2a® + 2b?, a,b € R implies that
NAt ~ ) B ~ )
I, <2KeK? / [E|Y(r,0) - Yn(r,0)|” + E|Yn(r,0) = Yo (r,0)| ] dr.
0

By the random Romberg algorithm in Section 3.3 and mean-square uniformly asymptotic

stability, we obtain
Nat _ )
I < 2K8* K}t + 2Ks K} / E|Y(r,w) - Yn(r,w)|" dr.
0
It follows from the Gronwall inequality that there exists a number M, such that
1Yt 0) - Yn(t, )| < M,

where

2K K213
My = \/T; -exp(2KgKie).

By the fact that M, tends to zero as N — +00, we obtain

lim [[Y(0) - Yn(to)| = 0.

N—+o0

Therefore, it is mean-square convergent. This proof is finished. d

4 Numerical experiments
We would like to provide a numerical example to illustrate the effectiveness of the algo-
rithms which are used to simulate random periodic solutions of dissipative SDEs. Assume
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Figure 1 Random periodic solutions with the starting point xo = 0.1.
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Figure 2 Random periodic solutions with the starting point xo = 0.15.

that we are working in a one-dimensional space of real numbers and consider the following
SDE:

X
dX; = -X,dt + (1 + ?t cos t) dt + sintdW;, X(0) = xo, (23)
that is,
X .
A=1, ft,X) =1+ ) cost, g(t) = sint.

It follows from Theorem 3.3 that there exist random periodic solutions with period t =
27 of SDE (23). If we choose § = 0.01, s’ is equal to —30 such that the inequality (17) holds.
We can check that it satisfies Theorem 3.4, then the random periodic solution of (23)
is mean-square uniformly asymptotically stable, therefore we can obtain the numerical
approximations in the presupposed initial error tolerance. To get the Brownian trajectory
for the negative time, we construct the positive time path and reflect it against point zero.
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Figure 3 Convergence of random periodic solutions with different starting points.
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Figure 4 Convergence of random periodic solutions with different starting points.

We will run the simulation with the following meshes [2, 11, 12]:
s’ =-30, t =35, At=0.1, N =350

to construct a random periodic solution with the starting point xo = 0.1. We generate

Brownian trajectories in the following way:
Wo =0, Wiisnae = Wiae + Yin,
where
Yi=N(,v/At), i=12,..,N.

Similarly, we can choose another presupposed initial error tolerance § = 0.011 such that
s’ = =35 and xp = 0.15 are determined, which satisfy Theorem 3.3, too.
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Then we obtain the graphs for numerical approximations to random periodic solutions
in the time interval [0, 35] as Figures 1 and 2, respectively. As we see there exist random
periodic phenomena with period T = 2x. That is, unlike the case in the deterministic sys-
tems, random periodic solutions of SDE with the same starting point exist with a small dif-
ference between two periods of time. However, the approximative structure of the graphs
of the random periodic solutions with different starting points is preserved in the same
period time. Random oscillation in the phase space leads to these phenomena due to the
random noise pumped into this system constantly.

To check the convergence of numerical approximations, we plot the curves from differ-
ent starting points at the time ¢ = 0 in the same graph. As we see from Figure 3, whose
starting points are xo = 0.1 and x( = 0.15, respectively, as time progresses, the trajectories
become asymptotically close. Figure 4, whose starting points are xy = 0.12 and x, = 0.08,
respectively, also reflects the fact that whatever starting points we choose, as we move
forward in time, the random periodic solutions arrive at the exact trajectories which de-
pend on different w € 2, that is, random periodic solutions are stochastic processes and
different for every w € Q2. These results confirm that the numerical methods are efficient.

5 Conclusion

Finally, conclusions and future work are summarized. In this paper, the possibility of
mean-square numerical approximations to random periodic solutions of SDEs is dis-
cussed. The random Romberg algorithm is shown in detail. The results show that the
method is effective and universal; numerical experiments are performed and match the
results of theoretical analysis. In our further work, we will consider more simple and prac-
tical methods which will be used to simulate a broader class of SDEs whose diffusion co-
efficient is a function of ¢ and x.
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