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Abstract

In this paper, we investigate the averaging principle for stochastic delay differential
equations (SDDEs) and SDDEs with pure jumps. By the It6 formula, the Taylor formula,
and the Burkholder-Davis-Gundy inequality, we show that the solution of the
averaged SDDEs converges to that of the standard SDDEs in the sense of pth moment
and also in probability. Finally, two examples are provided to illustrate the theory.
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1 Introduction

The averaging principle for dynamical system is important in problems of mechanics, con-
trol and many other areas. It was first put forward by Krylov and Bogolyubov [1], then by
Gikhman [2] and Volosov [3] for non-linear ordinary differential equations. With the de-
veloping of the theory of stochastic analysis, many authors began to study the averaging
principle for stochastic differential equations (SDEs). See, for instance, Khasminskii [4],
Khasminskii and Yin [5], Golec and Ladde [6], Veretennikov [7, 8], Givon et al. [9], Tan
and Lei [10].

On the other hand, in real phenomena, many real systems may be perturbed by abrupt
pulses or extreme events and these systems with white noise are not always appropriate
to interpret real data in a reasonable way. A more natural mathematical framework for
these phenomena has been taken into account other than purely Brownian perturbations.
It is recognized that SDEs with jumps are quite suitable to describe such discontinuous
systems. In the meantime, the averaging method for a class of stochastic equations with
jumps has received much attention from many authors and there exists some literature
[11-14] concerned with the averaging method for SDEs with jumps.

Motivated by the above discussion, in this paper we study the averaging principle for
a class of stochastic delay differential equations (SDDEs) with variable delays and jumps.
To the best of our knowledge, the published papers on the averaging method are concen-
trated on the case of SDEs, there are few results concerning the averaging principle for
SDDEs with jumps. What is more, associated with all the work mentioned above, we pay
special attention to the fact that most authors just focus on the mean-square convergence
of the solution of the averaged stochastic equations and that of the standard stochastic
equations. They do not consider the general pth (p > 2) moment convergence case. In or-
der to close this gap, the main aim of this paper is to study the solution of the averaged
© 2015 Mao et al,; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribu-

tion License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work is properly credited.


http://dx.doi.org/10.1186/s13662-015-0411-0
mailto:jsjysxx365@126.com

Mao et al. Advances in Difference Equations (2015) 2015:70 Page 2 of 19

SDDEs converging to that of the standard SDDEs in the sense of pth moment. By using
the It6 formula, the Taylor formula, and stochastic inequalities, we give the proof of the
pth moment convergence results. It should be pointed out that we will not get the pth
moment convergence results by using the proof of [11-14] and we need to develop sev-
eral new techniques to deal with the pth moment case and the term with Poisson random
measure. The results obtained are a generalization and improvement of some results in
[11-14].

The rest of this paper is organized as follows. In Section 2, we prove that the solution of
the averaged SDDEs converges to that of the standard SDDEs in the sense of pth moment
and also in probability; in Section 3 we also consider the above results as regards the pure
jump case. Finally, we give two examples to illustrate the theory in Section 4.

2 Averaging principle for Brownian motion case

Let (2, F, P) be a complete probability space equipped with some filtration (F;);>¢ satisfy-
ing the usual conditions. Here w(t) is an m-dimensional Brownian motion defined on the
probability space (£2, F, P) adapted to the filtration (F;);>¢. Let T > 0 and C([-7,0]; R") de-
note the family of all continuous functions ¢ from [-t,0] — R". The space C([-7,0]; R")
is assumed to be equipped with the norm |[l¢| = sup_,_,, l¢(?)|. Cffo([—r,O];R”) de-
note the family of all almost surely bounded, Fy-measurable, C([-7,0]; R") valued ran-
dom variables & = {£(0): —t <6 <O0}. Let p > 2, E?_-O([—t,O];R") denote the family of all
Fo measurable, C([-7,0]; R”)-valued random variables ¢ = {¢(0) : —t < 6 < 0} such that
Esup_; g (@) < o0.

Consider the following SDDEs:

dx(t) = f (¢, %(£),x(3(2)) ) dt + g(¢,x(2),x(5(2))) dw, @)

wheref : [0, T] xR" xR" — R" and g : [0, T] x R" x R" — R"*" are both Borel-measurable
functions. The function § : [0, T] — R is the time delay which satisfies —t < §(¢) < ¢. The
initial condition xy is defined by

% =€={£@): -t <t <0} e L ([-7,0};R"),
that is, & is an Fy-measurable C([-1,0]; R")-valued random variable and E||&||? < oco.
To study the averaging method of (1), we need the following assumptions.

(H2.1) For all %1, y1,%2, ¥, € R" and ¢ € [0, T, there exist two positive constants k; and kg
such that

[F (&2 3) = £ (6,22, 92)* v |g (6,21, 31) = gt %0, 30) | < kil =22 + = 32)  (2)
and

£(2,0,0)|* v [g(£,0,0)" < ko. 3)
Clearly, condition (2) together with (3) implies the linear growth condition

[f(t,x,y)|2v |g(t,x,y)|251<(1+ 1 + 1y1), (4)

where K = max{ky, ko}.
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In fact, we have, for any x,y € R",

&, < [f(t,2,9) - £(£,0,0)]" + |f(£,0,0)|”
<k (jx® + 1y%) + ko < max{ky, ko} (1 + |x[* + [y]*).

Similar to the above derivation, we have
’g(t,x,y)‘2 < max{ky, ko} (1 + x> + |y[?),

which implies condition (4).
Similar to the proof of [15], we have the following existence result.

Theorem 2.1 Under condition (H2.1), (1) has a unique solution in L?, p > 2. Moreover, we
have

E sup |x(t) |p <C.
0<t<T
The proof of Theorem 2.1 is given in the Appendix.
Next, let us consider the standard form of SDDEs (1),

x(0) =) +6 /0 (s:%:(5),.(5(5))) s + /& /0 2(s,%:(5), . (5(5))) dws, (5)

where the coefficients f, g have the same conditions asin (2), (4) and ¢ € [0, &o] is a positive
small parameter with g is a fixed number.

Let f(x,y) : R* x R" — R" and g(x,y) : R* x R" — R"™" be measurable functions, satis-
fying condition (H2.1). We also assume that the following conditions are satisfied.

(H2.2) For any x,y € R", there exist two positive bounded functions ¢;(71), i = 1,2, such
that

1 [h _
?1/ |a(s,x,9) —alx,y)|” ds < (T (L + 2l + yIP),
0

where a = f,g and limp, _, o ¢;(T1) = 0.
Then we have the averaging form of the corresponding standard SDDEs

() =)+ /0 F0e(5),32 (59)) s + v /0 20699 (5))) dws. (6)

Obviously, under condition (H2.1), the standard SDDEs (5) and the averaged SDDEs (6)
has a unique solution on ¢ € [0, T, respectively.

Now, we present and prove our main results, which are used for revealing the relation-
ship between the x.(¢) and y.(¢).

Theorem 2.2 Let the conditions (H2.1), (H2.2) hold. For a given arbitrary small number
81 >0, there exist L > 0, &1 € (0,8¢], and B € (0,1) such that

Elx:(t) -y.@®)] <81, Vte[o,Le™], 7)

foralle €(0,e1].



Mao et al. Advances in Difference Equations (2015) 2015:70 Page 4 of 19

Proof For simplicity, denote the difference e, (£) = x.(£) — y. (). From (5) and (6), we have

e(t)=¢ /0 t[f(s,xs(S),xa (5(9))) —f (v:(5), 7. (8())) ] ds
v E / (5,561, (5(9) = 2 (), (5(6))) ] .
By the Itd formula (see [15]), we have, for p > 2,
le-(8)[”
= pe /0 e en®) [ (5,292 (56))) ~F (9,3 (5(5)) ] s

B / lec(s) |72 g (s, %0 (), %2 (8(5)) ) — 2 (7e (), 76 (8(5))) | s
p(p 2)e

/ lec(s) "~ [ec() T [ (s, % (5), % (8(5))) — 2(3:(5), ¥ (8(5)))]| s
+p/E /0 lec ()| e (s) T [g (5 %0 (), % (8(5))) = 2 (3 ), ¥ (8(5))) ] dws. 8)

Using the basic inequality 2ab < a® + b? and taking expectation on both sides of (8), it
follows that, for any u € [0, T,

E sup \eg(t) |p

0<t<u

< peE / e | (60,5 (80))) —F (3 (07 (50)) | i

”(” De /| O 2 g(62:(6) % (5)) = 2 (3 (0), 2 (5)) * e

+E sup / pVelec)]" e ()T [g(sx:(5), % (5(5))) = 2(7:(5), & (8(5))) ] dws

0<t<uJo

p(p_l)glz +13. (9)

=pel; +

By the Young inequality, it follows that for any € > 0

“Ip-De 4
IlsE/o[ p le: (1))

1 -
s (6 05, 60) - F 0,3, 600) | e, (10)
1
where the second term of (10) can be written by

If (£, e (), % (8(8))) = f (9e (£), 7 (8(8)) ) |7
= [f (6, %:(8),%:(8(0))) = f (£, 7:(£), 7. (8(2)))
+f(65:2),5:(5®))) —f (= (1), 7 (5(8)))|”-
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For any €, > 0, we derive that

If (2% (), (8(2)) ) = f (7 (), 3 (8(2)))
<[+l P (é If (£, e (£), 2 (8(0))) = f (£, 76 (£), 76 (8(2))) [”

(0.0, 60)) -7 0.0 GO )
By (H2.1), we have
If (8, (8), % (30))) = f (v (1), 3 (3(8))) [°
<[ P (L et <o) )
+ [f(£,5:®),5:(8®)) = f (50,5 (8®)))[")

<[+ [—(2/(1)2 sup |es(o)[”

0<o<t

+|f(65:0,5:(5®)) -f (3 ), ys(é(t)))|p}

Letting €; = (v/2k;)P ! yields

If (8,22 (£), 22 (8(0))) = F (v (1), 3 (8(0))) [©
= (L 2k [ V2K sup fec(o)]”

+ (6900, (50)) =7 (0:0,5: (50)) ]

Inserting (12) into (10), we have

L SE/M{wM(t)V’ + 2k
0

p )43 0<o =<t

U GACRACE) B CAORACONY } dt
By setting €; = 1 + v/2k;, we get

L <21+ \/2k1)E/ sup |e.(o)| dt
0

0<o<t

+ (1 ++/2k)uE /0 ib‘(t,ye(t),ys (5(6))) —f (y:(8), 3 (82))) [’ at.

From condition (H2.2), we then see that

u
L <21+ 2k1)E/ sup {e8(0)|pdt
0

0<o<t

+(1+\/271u¢1(u)<1 +E sup |ys(t)|p+2E sup lye@®)]" )

—r<t<0

V2K swp Jec(o)f

Page 5 of 19
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Next, we will estimate I; of (9). Using the Young inequality again, it follows that for any
e3>0

" (p_Z)EB P
1255/0 [—p le.()]

+ ﬁ |g (£, % (8), % (8(2))) — g (e (1), 3 (8(0))) !’”} dt. (15)
Pe3

Similar to the computation of (12), we can obtain

g (6% (8, (5()) — & (e (01,32 (5(0)) |
= (1420 [V2ki sup [ec(o)]”
0<o<t

+ |g(t’y8(t),y£ (S(t))) _g(ys(t)’ya (S(t))) |P] (16)

Substituting (16) into (15),

" @_2)63 P
1255/0 { » le:(0)]

2
+ W(l + 4/ 2k )P [\/Zkl sup |e.(a)]”

3 O0<o<t

et :(013.(500) 201y, (0] .
Letting €3 = (1 + +/2k;)?, we get

L < (1+\/27<1)2E/u[2 sup e.(0)[f
0

0<o<t

+ (22 (0, (50))) =200, 2: (5)) "] .

From condition (H2.2), it follows that

L <21+ \/2k1)2E/ sup |e£(a)|p dt
0

0<o<t

+ (1 + v/ 2k1)?ugo (1) (1 +E sup0|y£(t)|p + 2Eosup |y€(t) |p>. 17)
—r=<t< <t<u

On the other hand, by the Burkholder-Davis-Gundy inequality, we have

1

I 3E|:/O ‘1728|e€(1.‘)‘2pf2 lg (& %0 (8), %2 (8(2))) = 2 (7 (£), 7. (8(0))) |2 ds] ’

IA

< 3E|: sup |e£(t)|p/(; p28|e£(t)|p_2|g(t’x8(t):xe(6(t)))

0<t<u

- s(t),yg(w)))wsr
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% ( sup |e;(2) |p +Kp eE/ |es(t)|p lg (&% (£), %+ (8(2)))

0<t<u

_é(ys(t)d’g (8(t))) | ds.

Similar to the estimation of I,, we derive that

I < E( sup ‘ea t)’p) + Kp*e2(1 + +/2k) 2E/ sup ‘eg(a)’pdt

0<t<u 0 O<o=<t

+ (1 + v/ 2k1)?ugo (1) (1 +E sup |y£(t)|p +2E sup |y8(t) }p>. (18)
-r<t<0 0<t<u
Hence, combing (14), (17), and (18),

E sup \eg(t)|p §clsE/ sup |e£(o)|pdt
0 O<o<t

0<t<u

+628u<1 +E sup ‘ys t)’ +2E sup !yg(t ’ )

r<t<
where

o1 =401+ V2k)p[1+ (Kp + p - 1)1 + V2k1)],
c2 = 21+ V2k)p[@1(w) + (Kp + p — 1) (A + v/2k1) @2 ()]

By Theorem 2.1, we have the following fact: for each ¢ > 0, if E||&||” < oo, then E|y.(£)|” <
00. Hence condition (H2.2) implies that

E sup |e.(t)]" < coeu(1+E|E|P +2C) +cleE/ sup |e (o) dt.
0

0<t<u 0<o<t

Finally, by the Gronwall inequality, we have

E sup ‘eg(t) |p < czeu(l +E|&|P + 2C)e618”.

0<t<u

Choose 8 € (0,1) and L > 0 such that for every ¢ € [0,Le™#] C [0, T],

E  sup ‘xa(t) _ye(t) |p = CLEl_ﬁy
te[0,Le=F]

where ¢ = c,(1 + E||&|? + 2C)eqL51_ﬂ. Consequently, given any number §;, we can choose
&1 € [0, &0] such that for each ¢ € [0, ;] and for ¢ € [0, Le~#],

E sup |x5(t)—y8(t)|p§81.
te[0,Le=P)

The proof is completed. d

With Theorem 2.2, it is easy to show the convergence in probability between x.,(£) and
Ye ().
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Corollary 2.1 Let the conditions (H2.1) and (H2.2) hold. For a given arbitrary small num-
ber 8y > 0, there exists €, € [0, &0] such that for all ¢ € (0, &2], we have

lim P( sup  |x: () = y:(8)| > 52) =0,
e=>0 0<t<Le=F

where L and B are defined by Theorem 2.2.

Proof By Theorem 2.2 and the Chebyshev inequality, for any given number &, > 0, we can

obtain
1 cLel=P
p( sup  |xe(8) - e ()] > 52) < —pE( sup | (8) - yg(t)|p) <=
0<t<LeP 52 O<t<LeP 52
Let ¢ — 0, and the required result follows. O

3 Averaging principle for pure jump case
In this section we turn to the counterpart for SDDEs with jumps. We further need to
introduce some notations.

Let t > 0, and D([-7, 0]; R") denote the family of all right-continuous functions with left-
hand limits ¢ from [-t,0] — R". The space D([-7,0]; R") is assumed to be equipped with
the norm ||@|| = sup_,,—q l@(t)]. Dbfo([—r, 0]; R") denotes the family of all almost surely
bounded, Fy-measurable, D([-t,0]; R”) valued random variables & = {£(0) : - <6 < 0}.
Letp > 2, CI;_-O([—r,O];R”) denote the family of all 7y measurable, D([-7,0]; R")-valued
random variables ¢ = {¢(0) : =t <6 < 0} such that Esup_, 5, |9(0)[? < cc.

Let (Z, B(Z)) be a measurable space and 7 (dv) a o -finite measure on it. Let {p = p(¢), ¢ >
0} be a stationary F;-Poisson point process on Z with characteristic measure 7. Then, for
A € B(Z - {0}), here 0 € the closure of A, the Poisson counting measure N is defined by

N((0,e] x A) = > Ia(p(s)) =# (0 <s<t,p(s) € A).

O<s<t
By [16], we find that there exists a o -finite measure 7 such that

E[N(tA)] =7(A),  P(N(tA)=n) = e(_t”(AL)‘(”(A)t)n,

where N(¢,A) := N((0,£] x A). This measure 7 is said the Lévy measure. Then the com-

pensated Poisson random measure N is defined by
N([0,£],A) := N([0,¢],A) — tw (A), ¢>0.
We refer to Ikeda and Watanable [16] and Applebaum [17] for the details of Poisson point

processes and Lévy processes.
In this section, we consider the SDDEs with pure jumps:

dx(t) :f(t,x(t),x(S(t))) dt + fzh(t,x(t),x(S(t)), V)N(ds, av), 19)
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where f: [0,T] x R" x R* — R" and % :[0,T] x R" X R" x Z — R" are both Borel-
measurable functions. The initial condition %, is defined by

— &= . P .
xo=&={&): -1 <t <0} e L} ([-1,0}R").
To guarantee the existence and uniqueness of the solution, we introduce the following

conditions on the jump term.

(H3.1) For all x1,y1,%2,¥2 € R” and v € Z, there exist two positive constants k, and k3

such that
/ |h(t,x1;y1,V) - h(t:xz;yz:‘/)|277(d1’) E k2(|x1 _x2|2 + |_y1 _y2|2)r (20)
z
/|h(t,x,y, v)|2n(dv) < /(3(1 + | + |y|2). (21)
z

(H3.2) For all x1,%,1,y2 € R", v € Z and p > 2, there exists L > 0 such that
(e, 21,91, v) = (8,22, 52, 9)[* < L(11 = 2212 + |1 = 3 ) W12, (22)
with [, [vIP7 (dv) < co.

Theorem 3.1 Under conditions (H2.1), (H3.1), and (H3.2), (19) has a unique solution in
L?, p > 2. Moreover, we have

E sup |x(t)|p<C.
0<t<T

Proof Similar to the proof of [18], we find that (19) has a unique solution in L?. d

Let us consider the standard form of SDDEs with pure jumps (19),

x:() = £(8) + 8/0 f(s,xg(s),x‘9 (S(S))) ds
+ \/E/t/h(s,xs(s),xg(S(S)),V)N(ds, av), (23)
0 Jz

where the coefficients f, & have the same conditions as in (H2.1), (H3.1), and (H3.2) and
€ € [0,&¢] is a positive small parameter with & is a fixed number.

Let f (%, 9): R"xR" — R" and h(x, ¥,V): R" x R" x Z — R" be measurable functions, satis-
fying conditions (H2.1), (H3.1), and (H3.2). We also assume that the following inequalities
are satisfied.

(H3.3) For any x,y € R” and v € Z, there exists a positive bounded function ¢3(71), such
that

1 (h .
= / (6,29, ) = R, y,0) [ e (@dv) dt < @3(T(L+ [l + yP?),
1J0 VA

where limy, _, o ¢3(T1) = 0.
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Then the averaging form of (19) is given by

2 =E@) +e /0 F(5),3: (5(5))) ds
+\/§/ /}_z(yg(s),yg(S(s)),v)ﬂ[(ds,dv). (24)
0 Z

Obviously, under conditions (H2.1), (H3.1), and (H3.2), the standard SDDEs with pure
jumps (23) and the averaged SDDEs with pure jumps (24) have unique solutions on ¢ €
[0, T], respectively.

Now, we present and prove our main results.

Theorem 3.2 Let the conditions (H2.1) and (H3.1)-(H3.3) hold. For a given arbitrary small
number 83 > 0 and p > 2, there exist L > 0, €3 € (0, &), and B € (0,1) such that

Elx:(t) - y:(0)]" <83, Vte[0,Le7F], (25)
forall e €(0,¢&5].

Proof For simplicity, denote the difference e, (¢) = x.(t) — y- (). From (23) and (24), we have

e.t)=¢ /0 [ (5% (), % (8(5))) = f (v (), 7 (8(5)) ) | ds
+/e / / [1(s, %:(5), % (8(5)), v) = B (v (5), 3 (8(5)), v) [N (dls, dv). (26)
0 JZ
By the It6 formula (see [17, 19]), we obtain
’ee(t) |p
= pe /0 lec(s) [P ec(s) T [f (s, (5), %2 (8(5)) ) = F (7 (5), v (8(5))) ] s

+ /Ot /Z{ Jee(s) + v/E[(5,c(), %2 (8(5)), v) = (e 5), 7 (8(5)), )] |

—lec(s)]” = p/e|ec )] ec(s) T [(s, % (s), % (8(5)), v)
- }_z( 2 (S), Ve (S(S)), v)] }n (dv)ds

+/t/{|e5(s)+\/E[h(s,x5(s),xs(8(s)),v)—}_z(ys(s),yg((S(s)),v)Hp
0 Jz

- \eg (s) |p}N(ds, av). (27)

Using the basic inequality 2ab < a® + b? and taking expectations on both sides of (27), it
follows that

E sup ‘eg(t) |p

0<t<u

= PSE/O |€S(t) |p—1 lf(t; X (£), % (8(1’))) _,f(ys (£), e (S(t))) | dt
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+ p/eE sup /t/Zles(s)|p_ze£(s)T[h(s,xg(s),xs(é(s)),v)

0<t<uJO

— h(ye(5), 3¢ (5(5)), v) [N (s, dv)

+E sup f t /Z {ex(s) + /2[5, %5(5), %2 (56)), ¥) = h (32 (5), 32 (56)), )|

0<t<udJO

~ lec(s)[" = pv/e|es(s) |p_2€5 () [ (5,6 (5), %2 (8(5)), v)
— h(ye(5),3¢ (5(5)), v) ] }N (ds, dv)

=pel + ] +J3. (28)

By the Burkholder-Davis-Gundy inequality, there exists a positive constant c, such that

I gcpg[ /o /Z Pele )| |h(t,x.(8), % (5(2)), )

— h(ye(0),7: (5(8)),v) |7 (dv) dti|

EcpE|: sup e ()] /0 fz PPeleO | h(t x.(8), % (50)), v)

0<t<u
e (50), )|7rdvdt}.

Next, the Young inequality implies that

1

T < cp[e4E sup |eg(t)|p 2[ / /p 8|eg(t)|p h(t, % (2), % (8(2)), )

0<t=<u

= (e (0), 3 (50),v) | (av) dt}

Cp64,

< S up e+ £ [ [ e (e 0,5 (500).)

0<t<u 264

—h(yg(t) yp(é(t) )| 7 (dv) dt,

; -1
where €5 > 0. By setting €4 = ¢, we get

= SE sup o0 + 225 //| O (3. (0, (50)),v)

0<t<u

- iz(yg(t),ye (S(t)), v) | 7 (dv) dt.

Similar to the estimate of I, we have

I < %E sup |eE(t)]p+cBe|;/Z(1+ [v[?)7 (d )]/ E sup le;(0)|" dt

0<t<u 0<o<t

¢ Dok / / (6,72 (8), 32 (5(0)),v) = B(5e(8), 32 (8®)),v) [P (@v) i,
0 Z
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where ¢3 = 2p?(1 + +/2L)?. Condition (H3.3) implies that
P

I < %E sup |es(t)|p+C3|:/Z(1+|v|p)71(dv)j|/ E sup |e;(0)[" dt

0<t<u 0<o<t

+ —u<p3(u)<1 +E sup |y:(8)]" +2E sup |y (8) |p>. (29)

—r<t<0

Finally, let us estimate /3. Since N(dt,du) is a martingale measure and N(dt,du) =
N(dt, du) + 7 (du) dt, we have

J3 = / / |eg £+ /e t xe(8), xg((S(t)),V) —il(yg(t),ys (5(;))’1,)]’19

e[ ~pv/e yes(w\P‘zes(t)T[h(t,xsu),xe (8(6)),v)
- }_z( (), Ve (S(t)), V)] }N(dt, av).

Note that /3 has the form

E / ' [ (e t) + F0)) — (ea(0)) — f (ex (0))0) ) e ()
0 Z

where f(x) = |x” and ilZ(t) = Je[h(t, x.(£), x. (5(¢)),v) — ljz(yg(t),yg(S(t)),v)]. By the Taylor
formula, there exists a positive constant M(p) such that
flec(®) + B.(0) = (ex(0) ~f (ex(®) 1L(0)
= [ec®) + B[~ ec(®) = plec(®)] e TH(®)

< M(p)|e.(t) + @) |1 (0)|*.

Applying the basic inequality |a + b|P~2 < 2773(|a|P~2 + |b|P~2), we have

Js < M2 8 ' [llel 0P + iz Jran ae
0 Z

Similar to J,, we derive that
k< C48|:/ (1 + |v|p)7t(dv)]/ E sup |e€ a)|pdt
VA O0<o<t

+ C48M(/)3(M)<1 +E sup |y€(t)‘p +2E sup |y5(t) ’p>, (30)

—r<t<0 0<t<u

where ¢4 = 2M(p)27-3(1 + +/2L)?. Combing (29) and (30), we have
u
E sup ‘eg(t) |p < C58/ E sup |eg(o)|p dt
0<t<u 0 0<o<t

+c6s<1 +E sup |y:(8)|” +2E sup |y:(8)]" )

-r<t<0 0<t<u
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where

¢s = 4p(1+/2k;) +2(cs + 64)[/ (1+ IVI”)N(dV)}
Z
c6 = 2p(1 + v/ 2k )uepr (1) + (c3 + 2ca)ugs ().

By Theorem 3.1, we have the following fact: for each ¢ > 0, if E||£||” < oo, then E|y.(¢)|” <
00. Hence, condition (H3.3) implies that

u
E sup ‘eg(t)|p §c68(1+E||$||”+2C) +C58E/ sup ’ee(cr)’pdt.
0

0<t<u O<o=<t

By the Gronwall inequality, we obtain

E sup |e.(t)]" < cee(L+E|IE|IP +2C)es™.

0<t<u

Consequently, given any number 83, we can choose €3 € [0, go] such that for each € € [0, 5]
and for t € [0,LeP],

E sup |x€(t)—y8(t)|p§83.
te[0,Le=P]

The proof is completed. d

Similarly, we have the following results as regards the convergence in probability be-
tween x,(t) and y,(¢).

Corollary 3.1 Let the conditions (H2.1) and (H3.1)-(H3.3) hold. For a given arbitrary small

number 84 > 0, there exists €4 € [0, &0] such that for all € € [0, &4], we have

lim P( sup |x€(t) —yg(t){ > 84) =0, (31)

e=>0 O<t<Le=P
where L and B are defined by Theorem 3.2.

Remark 3.1 When the time delay §(¢) = ¢, (19) will reduce to SDEs with jumps, which have
been studied by [11-14]. In particularly, if p = 2 in (25), then we have the mean-square
sense convergence of the standard solution of (23) and the averaged solution of (24). So

the corresponding results in [11-14] are generalized and improved.

Remark 3.2 In [10], Tan and Lei studied the averaging method for SDDEs under non-
Lipschitz conditions. In particular, we see that the Lipschitz condition is a special case
of non-Lipschitz conditions which are studied by many scholars [20—23]. Similarly, by
applying the proof of Theorem 3.2, we can prove the standard solution of (23) converges
to the averaged solution of (24) in the pth moment under non-Lipschitz conditions. In
other words, we obtain a more general result on the averaging principle for SDDEs with
jumps than Theorem 3.2.
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4 Examples

In this section, we construct two examples to demonstrate the averaging principle results.

Example 4.1 Let N(dt,dv) be a compensated Poisson random measures and is given by
7 (du) dt = Af (v) dv dt, where A > 0 is a constant and

1 _(ny)?
fv) = e 2, 0<v<oo,

2y

is the density function of a lognormal random variable. Consider the following SDEs with

pure jumps:
dx,(t) = ef (t,x:(t)) dt + /& / ” W) (t,x:())N(dt, dv), (32)
0

with initial data x.(0) = x9, where 3(¢) = t. Here f(¢,x.(t)) = sintx.(t) and h(¢,x.(¢)) =
—x¢(t)logx,(¢). Let

Fey.) = fo f(b3e @) dt = 250
and
_ 1 T
h(t,y:(t),v) = ;/0 dWh(t,y:(2)) dt = —p(v)y:(£) log y: (2).

Hence, we have the corresponding averaged SDEs with pure jumps

d(0) = ¢ 2y (Ot~ /0 )y (t) logy. (ON(dt, dv). (33)

Now, we impose the non-Lipschitz condition on (32).
(H4.1) Forallx,ye R",ve Z,and p > 2,

If (&) —f(t,y)|pV/ZIh(t,x,V)—h(t,y,V)|pﬂ(dV) <p(lx-yP), (34)

where p(-) is a concave nondecreasing function from R, to R, such that p(0) =0, p(u) > 0
1 4 _
for u>0and f; < = 00
Let us return to (32). It is easy to see that /(¢, -) is a nondecreasing, positive and concave

function on [0, oo] with /(¢,0) = 0. Moreover, by a straight computation, we have

LS| b1 ' 01
/ du:—f du = —1lim du = -1lim - dv = o0.
o h(t,u) o ulogu =0 J, ulogu £=0 Jioge V

Hence, the coefficients of (32) and (33) satisfy our condition (H4.1). Similar to the proof
of [20-23], we find that (32) and (33) have unique solutions in L?, p > 2, respectively.
Similar to the proof of Theorem 3.2, we find that the standard solution of (32) converges

to the averaged solution of (33) in the sense of the pth moment.
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Corollary 4.1 Let the conditions (H2.2), (H3.3), and (H4.1) hold and §(t) = t. For a given
arbitrary small number 85 > 0 and p > 2, there exist L > 0, &5 € (0, &), and B € (0,1) such
that

Elx:(t) -y.@0)]° <85, Vte[0,Le7F], (35)
foralle €(0,¢&s5].

The proof of Corollary 4.1 is given in the Appendix.

Remark 4.1 Similarly to Corollary 4.1, we can show the convergence in probability of the
standard solution of (32) and the averaged solution of (33).

Example 4.2 Let w, be a one-dimensional Brownian motion and the compensated Pois-
son random measure N(dt, dv) is defined by Example 4.1. Of course N(dt,dv) and w, are
assumed to be independent. Consider the following linear SDDEs with jumps:
dx.(t) = 8[axg(t) + bx(t - r)] dt + 23/e sin® tx, (t — T) dw,
oo
NG f v, (£)N(dt, dv), (36)
0

with initial data x.(¢) = §(¢), when ¢ € [-7,0], 7 is a fixed delay, where §(¢) =t -1, T = N,
N eZ* a,b,c e R Here

f(t,xg(t),xg(t — t)) = ax(t) + bx.(t — T), g(t,xg(t),xg(t — t)) =2/esin® tx, (t - 7)
and

h(t, % (8),x:(t — T), V) = cvxe ().
Let

_ 1 [~

f(ya(t):ys(t - T)) = - /0 f(t’ya(t):ye(t - T)) dt = ay(t) + by(t - 7),

_ 1 [~

20:0. - 0) = = [ (e pn(e- ) de == )

_ 1 [*

h(ye(t),ye(t —7),v) = = / h(t,ye (), ye (£ = T),v) di = cvy(2).

T Jo

Hence, we have the corresponding averaged SDDEs with jumps

dy:(t) = e[ay:(t) + by:(t — T)] dt + Vey:(t — T) dw,

+ c\/E/oo vye(H)N(dt, dv). (37)
0

When ¢ € [0, 7], the explicit solution of SDDEs with jumps is given by

72(t) = ¢o(t>{s(o>+eb /0 S () (s—7)ds + /& /0 ¢al(s>s<s—r>dws}, (38)
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where

do(t) :exp{at+/t/oo[ln(1+cﬁv)—cﬁv]n(dv)ds
0 Jo
In(1 N(dt,dv) .
+/0/0 n(1 + c/ev)N(dt V)}

When £ € [t,27], the explicit solution of SDDEs with jumps is given by
yelt) = @(t){yg(r) = 67 S)yels - ) ds + B / 62 shyals - r)dws}, (39)
where
. (£) = exp{a(t— )+ / t fo " [1n(1 + cv/ev) — e/Ev]e(dv) ds
+ / t /O ooln(l +c/ev)N(dt, dv)}.

Repeating this procedure over the interval [27,37], [37,47], efc. we can obtain the explicit
solution y.(¢) on the entire interval [0, T]. On the other hand, it is easy to find that the
conditions of Theorems 2.2 and 3.2 are satisfied, so the solution of averaged SDDEs with
jumps (36) will converge to that of the standard SDDEs with jumps (37) in the sense of the
pth moment and in probability.

5 Conclusion

In this paper, we study the averaging method for SDDEs and SDDEs with pure jumps. By
applying the It6 formula, the Taylor formula, and the BDG inequality, we prove that the
solution of the averaged SDDEs converges to that of the standard SDDEs in the sense of
the pth moment and also in probability. Finally, two examples are provided to demonstrate
the proposed results.

Appendix
Proof of Theorem 2.1 Let x°(t) = £(0) for ¢ € [0, T] and define the sequence of successive

approximations to (1)

x"(t) = £(0) + v/otf(s,x”l(s),x”1 (8(s))) ds + /Otg(s,x”l(s),x"l (8(s))) dws. (40)

The proof will be split into the following steps.
Step 1. Let us show that {x"(¢)},,>1 is bounded. Let f" = f (¢, 2" (£), 2" (8(2))), g/' = g(¢, %" (¢),
x"(5(2))). From (40), by the inequality |a + b + c|? < 377 ![|al? + |b|? + |c|’], we have

t s
/ j’s’"1 ds / g[’f’l Adw,
0 0

Using the Holder inequality and the BDG inequality, we get

»
+377'E sup

0<s<t

p
E sup |[«"(s)|" <37 'E||&|1” + 37 'E

0<s<t

t t
E sup |x"(s)]” <3"'E||g|IP + 37 ¢"'E / 7Y ds + 37\, t 5 E / lgz|" ds.
0 0

0<s<t
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By condition (H2.1), we obtain

E sup |x”(s)|P <q +cz/ E sup |x” 1(0)|pals

0<s<t 0<o<s

For any » > 1, we have

t
max E sup !x ‘p <q +Cz/ (Elléllp +1maxE sup ‘x"(a ‘p) ds
0 n<r

I<n=r (o<s<t 0<o<s

From the Gronwall inequality, we derive that

max E sup |x"(8)]” < (c1 + 2 TE|€|IP) e

1<un<r 0<t<T

Step 2. Let us show that {x"(£)},>1 is Cauchy. For n > 1 and ¢ € [0, T], we derive that,
from (4.0),

n+1(t n(t /fnn 1d5+/ n,n— ldWs,

where

S = f(s,27(5), 67 (8(5))) = f (8,677 (), 271 (8(5))),
g =g(s,x"(s),2" (8(s))) — g(s,2"(s), "1 (8(5))).

By the Hoélder inequality and the BDG inequality, we have

t
E( sup |x”+1 (s) —x”(s)|p> < 03/ E( sup |x”(o) —x”_l(a)‘p> ds
0<s<t 0 0<o<s

Setting ¢, (¢) = Esupy,, |1 (s) — 2" (s)|?, we have

¢ t 51
pa(t) < 03/ n-1(s1)ds; < Cg/ dSl/ ©Yn-2(s2) dsy
0 0 0

t s1 Sn-1
< cg’/ dsl/ dsZm/ ©o(s,) dsy. (41)
0 0 0

By (41) and ¢ () < c4KE||§||P = €4, we obtain

_ (c3t)”
)SC4(3).
n!

E ( sup |x"*!(s) — x"(s)|”

0<s<t

(42)

Hence (42) implies that for each ¢, {x"*(£)},-12,.. is a Cauchy sequence on [z, T].
Step 3. Uniqueness. Let x(t) and y(¢) be two solutions of (1). Then, for ¢ € [0, T], we have

E sup |x(s)—y(s)|p fc/ E sup |x(u) y(u)| ds.

0<s<t <u<s
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Therefore, the Gronwall inequality implies

E sup ’x(s) —y(s)‘p =0, telt,T].

0<s<t

The above expression means that x(¢) = y(¢) for all ¢ € [0, T].

Existence. We derive from (42) that {x"(¢)},-1,2,.. is a Cauchy sequence. Hence there exists
a unique x(¢) such that x”*(t) — x(t) as n — oo. For all £ € [0, T, taking the limits on both
sides of (40) and letting n — oo, we then can show that x(¢£) is the solution of (1). So the
proof of Theorem 2.1 is complete. g

Proof of Corollary 4.1 The key technique to prove this corollary is already presented in
the proofs of Theorems 2.2 and 3.2, so we here only highlight some parts which need to
be modified. We use the same notations as in the proofs of Theorems 2.2 and 3.2. It is easy
to see that inequality (11) should become

1

(6 :0) =F @) <[1+ef 7] (ép(lxa(t) ~5:0)")
+|f (6y:(0) —f (. ®)[" ) (43)

In fact, since the function p(-) is concave and increasing, there must exist a positive num-
ber k¥ such that

plx) <k’(1+x), onx>0.

Hence,

1

_ (K
V@mdﬂ)—f@&ﬂﬂ”s[l+e§]”1(5(1+M40—y4ﬂf)
I (bye®) -F (. 0) |p).
Letting e, = k771, we get

If (£:2:(8)) = f (5 (®)[” < @+ kP + | (&) - 3 (8)]
+ [ (6y:0) =F () "] (44)

Inserting (44) into (43), it follows that

I < E/:{ ' _pl)él |eg(t) |p + pe?l 1+ kypt [k(l + |es(t) !p)

#F(67:0) -7 06 0) "] } a

By setting €; =1 + k, we have

L <2 +k)E / 1+ |e.0)|)dt+E /0 M[f(t, y:®) —f () [ dt.

u
0
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Similarly, J; and /3 can be estimated as /. Finally, all of required assertions can be obtained

in the same way as the proof of Theorems 2.2 and 3.2. The proof is therefore complete.
O
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