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#### Abstract

The main purpose of this paper is to introduce a method of successive approximations in terms of a hybrid of Taylor series and a block-pulse function, which is given for solving nonlinear fuzzy Fredholm integral equations of the second kind and the error estimate of the approximation solution. Finally, two numerical examples are presented to show the accuracy of the proposed method.
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## 1 Introduction

The study of fuzzy integral equations (FIE) from both theoretical and numerical points of view has been developed in recent years after a distinct study of the existence of a unique solution for fuzzy Fredholm integral equations had been carried out in [1]. The Banach fixed point theorem is the main tool in studying the existence and uniqueness of the solution for fuzzy integral equations which can be found in [2-4]. Numerical procedures for solving fuzzy integral equations of the second kind, based on the method of successive approximations and other iterative techniques, have been investigated in [5-9]. The Adomian decomposition method is used in [10-12], as well as quadrature rules, fuzzy Bernstein polynomials, fuzzy wavelet, and Nystorm techniques were applied to fuzzy integral equations of the second kind in [13-18].

Recently, Bica and Popescu [19, 20] applied the method of successive approximations for the fuzzy Hammerstein integral equation. Ezzati and Ziari [21] proved the convergence of the method of successive approximations for solving nonlinear fuzzy Fredholm integral equations of the second kind, and they proposed an iterative procedure based on the trapezoidal quadrature. Mirzaee [22] obtained an approximate solution for the linear Fredholm fuzzy integral equations of the second kind by the hybrid of block-pulse function and Taylor series (HBT).

In this paper, we approximate the fuzzy function by the hybrid Taylor and block-pulse functions (HBT) and estimate the error approximation. Also, an iterative procedure is

[^0]constructed based on HBT for solving nonlinear Fredholm fuzzy integral equations,
\[

$$
\begin{equation*}
F(t)=f(t) \oplus(F R) \int_{a}^{b} k(s, t) \odot G(F(s)) d s, \quad t \in[a, b] . \tag{1.1}
\end{equation*}
$$

\]

We prove the convergence of this successive approximation method, and for demonstrating the accuracy of the proposed method we solve some numerical examples.

## 2 Preliminaries

Firstly, we present the basic concepts for fuzzy numbers and fuzzy-number-valued functions.

Definition 2.1 [23] A fuzzy number is a function $u: \mathbb{R} \rightarrow[0,1]$ satisfying the following properties:
(i) $u$ is normal, i.e. $\exists x_{0} \in \mathbb{R}$ with $u\left(x_{0}\right)=1$.
(ii) $u$ is a convex fuzzy set, i.e. $u(\lambda x+(1-\lambda) y) \geq \min \{u(x), u(y)\}, \forall x, y \in \mathbb{R}, \lambda \in[0,1]$.
(iii) $u$ is upper semi-continuous on $\mathbb{R}$.
(iv) $[u]_{0}=\overline{\{x \in \mathbb{R}: u(x)>0\}}$ is a compact interval, where $\bar{A}$ is the closure of the set $A$.

The set of all fuzzy real numbers is denoted by $\mathbb{R}_{\mathcal{F}}$. Any real number $a \in \mathbb{R}$ can be interpreted as a fuzzy number $\tilde{a}=\chi_{\{a\}}$ and therefore $\mathbb{R} \subset \mathbb{R}_{\mathcal{F}}$.
For $0<r \leq 1$, we denote $[u]_{r}=\{x \in \mathbb{R}: u(x) \geq r\}$ the $r$-level (or simply the $r$-cut) set of $u$ which is a closed interval (see [24]) and $[u]_{r}=\left[\underline{u}_{r}, \bar{u}_{r}\right], \forall r \in[0,1]$. This leads to the usual parametric representation of a fuzzy number.

Proposition 2.1 [25] A fuzzy number $u$ is completely determined by any ordered pair $u=$ $(\underline{u}(r), \bar{u}(r))$ of functions $\underline{u}, \bar{u}:[0,1] \rightarrow \mathbb{R}$ defining the three conditions:
(i) $\underline{u}: r \rightarrow \underline{u}_{r} \in \mathbb{R}$ is a bounded monotonic non-decreasing left-continuous function $\forall r \in] 0,1]$ and right-continuous for $r=0$;
(ii) $\bar{u}: r \rightarrow \bar{u}_{r} \in \mathbb{R}$ is a bounded monotonic non-increasing left-continuous function $\forall r \in] 0,1]$ and right-continuous for $r=0$;
(iii) $\underline{u}_{1} \leq \bar{u}_{1}$ for $r=1$, which implies $\underline{u}_{r} \leq \bar{u}_{r}, \forall r \in[0,1]$.

For $u, v \in \mathbb{R}_{\mathcal{F}}, k \in \mathbb{R}$, the addition and the scalar multiplication are defined as follows:
(1) $[u \oplus v]_{r}=[u]_{r}+[v]_{r}=\left[\underline{u}_{r}+\underline{v}_{r}, \bar{u}_{r}+\bar{v}_{r}\right], \forall r \in[0,1]$,
(2) $[k \odot u]_{r}=k \cdot[u]_{r}= \begin{cases}{\left[k \underline{u}_{r}, k \bar{u}_{r}\right],} & \text { if } k \geq 0, \\ \left.k \bar{u}_{r}, \underline{u}_{r}\right], & \text { if } k<0 .\end{cases}$

The subtraction of fuzzy numbers $u \ominus v$ is defined as the addition $u \oplus(-v)$ where $(-v)=$ $(-1) \odot \nu$.
The standard Hukuhara difference (H-difference $\ominus_{H}$ ) is defined by $u \ominus_{H} v=w \Longleftrightarrow u=$ $v \oplus w$; if $u \ominus_{H} v$ exists, its $r$-cuts are $\left[u \ominus_{H} v\right]_{r}=\left[\underline{u}_{r}-\underline{v}_{r}, \bar{u}_{r}-\bar{v}_{r}\right]$. It is well known that $u \ominus_{H} u=\tilde{0}$ for all fuzzy numbers $u$, but $u \ominus u \neq \tilde{0}$.

Definition 2.2 [26] Let $u=(\underline{u}(r), \bar{u}(r)), v=(\underline{v}(r), \bar{v}(r)) \in \mathbb{R}_{\mathcal{F}}$ be fuzzy numbers with positive support $($ i.e. $\underline{u}(0)>0, \underline{v}(0)>0)$. The product $c=u \otimes v=(\underline{(u \otimes v)}(r), \overline{(u \otimes v)}(r)) \in$ $C[0,1] \times C[0,1]$ is defined by $\underline{(u \otimes v)}(r)=\underline{u}(r) \cdot \underline{v}(r)$ and $\overline{(u \otimes v)}(r)=\bar{u}(r) \cdot \bar{v}(r), \forall r \in[0,1]$.

Lemma $2.1[5,24]$ The following algebraic properties hold:
(i) $u \oplus(v \oplus w)=(u \oplus v) \oplus w$ and $u \oplus v=v \oplus u$ for any $u, v, w \in \mathbb{R}_{\mathcal{F}}$,
(ii) $u \oplus \tilde{0}=\tilde{0} \oplus u=u$ for any $u \in \mathbb{R}_{\mathcal{F}}$,
(iii) with respect to $\tilde{0}$, none of $u \in \mathbb{R}_{\mathcal{F}} \backslash \mathbb{R}, u \neq \tilde{0}$ has an opposite in $\left(\mathbb{R}_{\mathcal{F}}, \oplus\right)$,
(iv) for any $a, b \in \mathbb{R}$ with $a, b \geq 0$ or $a, b \leq 0$, and any $u \in \mathbb{R}_{\mathcal{F}}$ we have $(a+b) \odot u=a \odot u \oplus b \odot u$,
(v) for any $a \in \mathbb{R}$ and any $u, v \in \mathbb{R}_{\mathcal{F}}$ we have $a \odot(u \oplus v)=a \odot u \oplus a \odot v$,
(vi) for any $a, b \in \mathbb{R}$ and any $u \in \mathbb{R}_{\mathcal{F}}$ we have $a \odot(b \odot u)=(a b) \odot u$ and $1 \odot u=u$.

As a distance between fuzzy numbers, we use the Hausdorff metric (see [13]) defined by

$$
D(u, v)=\sup _{r \in[0,1]}\left\{\max \left(\left|\underline{u}_{r}-\underline{v}_{r}\right|,\left|\bar{u}_{r}-\bar{v}_{r}\right|\right)\right\}
$$

for any $u, v \in \mathbb{R}_{\mathcal{F}}$.

Lemma 2.2 [24] The Hausdorff metric has the following properties:
(i) $\left(\mathbb{R}_{\mathcal{F}}, D\right)$ is a complete metric space,
(ii) $D(u \oplus w, v \oplus w)=D(u, v), \forall u, v, w \in \mathbb{R}_{\mathcal{F}}$,
(iii) $D(u \oplus v, w \oplus e) \leq D(u, w)+D(v, e), \forall u, v, w, e \in \mathbb{R}_{\mathcal{F}}$,
(iv) $D(u \oplus v, \tilde{0}) \leq D(u, \tilde{0})+D(v, \tilde{0}), \forall u, v \in \mathbb{R}_{\mathcal{F}}$,
(v) $D(k \odot u, k \odot v)=|k| D(u, v), \forall u, v \in \mathbb{R}_{\mathcal{F}}, \forall k \in \mathbb{R}$.

Lemma 2.3 [27] For any $k_{1}, k_{2} \in \mathbb{R}$ with $k_{1} \cdot k_{2} \geq 0$ and any $u \in \mathbb{R}_{\mathcal{F}}$ we have

$$
D\left(k_{1} \odot u, k_{2} \odot u\right)=\left|k_{1}-k_{2}\right| D(u, \tilde{0}) .
$$

Remark 2.1 The properties (iv) in Lemma 2.2 suggest the definition of a function $\|\cdot\|$ : $\mathbb{R}_{\mathcal{F}} \rightarrow \mathbb{R}$ by $\|u\|=D(u, \tilde{0})$, which has the properties of the usual norms. In [5] the properties of this function are presented as follows:
(i) $\|u\| \geq 0, \forall u \in \mathbb{R}_{\mathcal{F}}$, and $\|u\|=0$ iff $u=\tilde{0}$,
(ii) $\|\lambda \odot u\|=|\lambda| \cdot\|u\|$ and $\|u \oplus v\| \leq\|u\|+\|v\|, \forall u, v \in \mathbb{R}_{\mathcal{F}}, \forall \lambda \in \mathbb{R}$,
(iii) $\mid\|u\|-\|v\| \| \leq D(u, v)$ and $D(u, v) \leq\|u\|+\|v\|, \forall u, v \in \mathbb{R}_{\mathcal{F}}$.

We see that $\left(\mathbb{R}_{\mathcal{F}}, \oplus, \odot,\|\cdot\|\right)$ is not a normed space because $\left(\mathbb{R}_{\mathcal{F}}, \oplus\right)$ is not a group.

Definition 2.3 [25] Given two fuzzy numbers $u, v \in \mathbb{R}_{\mathcal{F}}$, the generalized Hukuhara difference (gH-difference for short) is the fuzzy number $w$, if it exists, such that

$$
u \ominus_{g H} v=w \Longleftrightarrow \begin{cases}\text { (i) } & u=v \oplus w, \text { or } \\ \text { (ii) } & v=u \ominus w .\end{cases}
$$

It is easy to show that (i) and (ii) are both valid if and only if $w$ is a crisp number.

In terms of $r$-cuts we have $\left[u \ominus_{g H} v\right]_{r}=\left[\min \left\{\underline{u}_{r}-\underline{v}_{r}, \bar{u}_{r}-\bar{v}_{r}\right\}, \max \left\{\underline{u}_{r}-\underline{v}_{r}, \bar{u}_{r}-\bar{v}_{r}\right\}\right]$, and if the H-difference exists, then $u \ominus_{H} v=u \ominus_{g H} v$; the conditions for the $w=u \ominus_{g H} v \in \mathbb{R}_{\mathcal{F}}$ are
case (i)

$$
\left\{\begin{array}{l}
\underline{w}_{r}=\underline{u}_{r}-\underline{v}_{r} \text { and } \bar{w}_{r}=\bar{u}_{r}-\bar{v}_{r}  \tag{2.1}\\
\text { with } \underline{w}_{r} \text { increasing, } \bar{w}_{r} \text { decreasing, } \underline{w}_{r} \leq \bar{w}_{r}, \quad \forall r \in[0,1]
\end{array}\right.
$$

case (ii) $\left\{\begin{array}{l}\underline{w}_{r}=\bar{u}_{r}-\bar{v}_{r} \text { and } \bar{w}_{r}=\underline{u}_{r}-\underline{v}_{r} \\ \text { with } \underline{w}_{r} \text { increasing, } \bar{w}_{r} \text { decreasing, } \underline{w}_{r} \leq \bar{w}_{r}, \quad \forall r \in[0,1] .\end{array}\right.$

Proposition 2.2 [28] Let $u, v \in \mathbb{R}_{\mathcal{F}}$ be two fuzzy numbers; then
(a) if the $g H$-difference exists, it is unique,
(b) $u \ominus_{g H} v=u \ominus_{H} v$ or $u \ominus_{g H} v=-\left(v \ominus_{H} u\right)$ whenever the expressions on the right exist; in particular, $u \ominus_{g H} u=u \ominus_{H} u=\tilde{0}$,
(c) if $u \ominus_{g H} v$ exists in the sense of (i), then $v \ominus_{g H} u$ exists in the sense of (ii) and vice versa,
(d) $(u \oplus v) \ominus_{g H} v=u$,
(e) $\tilde{0} \ominus_{g H}\left(u \ominus_{g H} v\right)=v \ominus_{g H} u$,
(f) $u \ominus_{g H} v=v \ominus_{g H} u=w$ if and only if $w=-w$; furthermore, $w=\tilde{0}$ if and only if $u=v$.

Definition 2.4 For any fuzzy-number-valued function $f: I \subset \mathbb{R} \longrightarrow \mathbb{R}_{\mathcal{F}}$ we can define the
 functions are the left and right $r$-level functions of $f$.

Definition 2.5 [29] A fuzzy-number-valued function $f:[a, b] \longrightarrow \mathbb{R}_{\mathcal{F}}$ is said to be continuous at $t_{0} \in[a, b]$ if for each $\varepsilon>0$ there is $\delta>0$ such that $D\left(f(t), f\left(t_{0}\right)\right)<\varepsilon$ whenever $\left|t-t_{0}\right|<\delta$. If $f$ is continuous for each $t \in[a, b]$ then we say that $f$ is fuzzy continuous on $[a, b]$. A fuzzy number $u \in \mathbb{R}_{\mathcal{F}}$ is upper bound for a fuzzy-number-valued function $f:[a, b] \longrightarrow \mathbb{R}_{\mathcal{F}}$ if $\underline{(f(t))}_{r} \leq \underline{u}_{r}$ and ${\overline{(f(t))_{r}}}_{r} \leq \bar{u}_{r}$ for all $t \in[a, b]$. A fuzzy number $u \in \mathbb{R}_{\mathcal{F}}$ is a lower bound for a fuzzy-number-valued function $f:[a, b] \longrightarrow \mathbb{R}_{\mathcal{F}}$ if $\underline{u}_{r} \leq \underline{(f(t))_{r}}$ and $\bar{u}_{r} \leq \overline{(f(t))}_{r}$ for all $t \in[a, b]$. A fuzzy-number-valued function $f:[a, b] \longrightarrow \mathbb{R}_{\mathcal{F}}$ is said to be bounded if it has a lower and an upper bound.

Remark 2.2 The above definition of the boundedness of a fuzzy-number-valued function can be expressed in the following equivalent form: $f:[a, b] \longrightarrow \mathbb{R}_{\mathcal{F}}$ is bounded iff there is $M \geq 0$ such that $D(f(t), \tilde{0}) \leq M$ for all $t \in[a, b]$. The constant $M$ can be chosen as $M \geq$ $\max \left\{\left|\underline{u}_{0}\right|,\left|\bar{u}_{0}\right|\right\}$.

Lemma 2.4 [29] Iff $:[a, b] \longrightarrow \mathbb{R}_{\mathcal{F}}$ is continuous then it is bounded and its supremum $\sup _{t \in[a, b]} f(t)$ must exist and is determined by $u \in \mathbb{R}_{\mathcal{F}}$ with $\underline{u}_{r}=\sup _{t \in[a, b]} f_{-r}(t)$ and $\bar{u}_{r}=$ $\sup _{t \in[a, b]} \bar{f}_{r}(t)$. A similar conclusion for the infimum is also true.

Let $C_{\mathcal{F}}[a, b]$, be the space of fuzzy continuous functions with the metric

$$
D^{*}(f, g)=\sup _{a \leq t \leq b} D(f(t), g(t)), \quad \forall f, g \in C_{\mathcal{F}}[a, b],
$$

which is called the uniform distance between fuzzy-number-valued functions. We see that $\left(C_{\mathcal{F}}[a, b], D^{*}\right)$ is a complete metric space and using Lemma 2.2 and Lemma 2.3 we can derive the corresponding properties of the metric $D^{*}$.

Definition 2.6 [30] A fuzzy-number-valued function $f:[a, b] \longrightarrow \mathbb{R}_{\mathcal{F}}$ is said to be uniformly continuous on $[a, b]$, if for each $\varepsilon>0$ there is $\delta>0$ such that $D\left(f(t), f\left(t^{\prime}\right)\right)<\varepsilon$ whenever $t, t^{\prime} \in[a, b]$ with $\left|t-t^{\prime}\right|<\delta$.

Definition 2.7 [30] A fuzzy-number-valued function $f:[a, b] \longrightarrow \mathbb{R}_{\mathcal{F}}$ is said to levelcontinuous at $t_{0} \in[a, b]$, if $\lim _{t \rightarrow t_{0}}{\underline{(f(t))_{r}}}_{r}={\underline{\left(f\left(t_{0}\right)\right)_{r}}}_{r}$ and $\lim _{t \rightarrow t_{0}} \overline{(f(t))}_{r}={\overline{\left(f\left(t_{0}\right)\right)}}_{r}$ for all $r \in$ [ 0,1$]$. If $f$ is level-continuous at each $t \in[a, b]$, then we say that $f$ is level-continuous on [a,b].

It is obvious that the continuity of a fuzzy-number-valued function implies the levelcontinuity, but the converse does not hold. However, the boundedness property holds for both types of continuity.

Definition 2.8 [5] Let $f:[a, b] \longrightarrow \mathbb{R}_{\mathcal{F}}$ be a bounded mapping. Then the function $\omega_{[a, b]}(f, \cdot): \mathbb{R}_{+} \cup 0 \rightarrow \mathbb{R}_{+}$

$$
\omega_{[a, b]}(f, \delta)=\sup \{D(f(x), f(y)): x, y \in[a, b],|x-y| \leq \delta\}
$$

is said to be the modulus of oscillation of $f$ on $[a, b]$.
If $f \in C_{\mathcal{F}}[a, b]$, then $\omega_{[a, b]}(f, \delta)$ is called uniform modulus of continuity of $f$.
Some properties of the modulus of oscillation are given below.

Proposition 2.3 [5] The following statements are true:
(i) $D(f(x), f(y)) \leq \omega_{[a, b]}(f,|x-y|)$ for any $x, y \in[a, b]$,
(ii) $\omega_{[a, b]}(f, \delta)$ is a non-decreasing mapping in $\delta$,
(iii) $\omega_{[a, b]}(f, 0)=0$,
(iv) $\omega_{[a, b]}\left(f, \delta_{1}+\delta_{2}\right) \leq \omega_{[a, b]}\left(f, \delta_{1}\right)+\omega_{[a, b]}\left(f, \delta_{2}\right)$ for any $\delta_{1}, \delta_{2} \geq 0$,
(v) $\omega_{[a, b]}(f, n \delta) \leq n \omega_{[a, b]}(f, \delta)$ for any $\delta \geq 0$ and $n \in \mathbb{N}$,
(vi) $\omega_{[a, b]}(f, \lambda \delta) \leq(\lambda+1) \omega_{[a, b]}(f, \delta)$ for any $\delta, \lambda \geq 0$,
(vii) If $[c, d] \subseteq[a, b]$ then $\omega_{[c, d]}(f, \delta) \leq \omega_{[a, b]}(f, \delta)$.

Based on the gH-difference, we obtain the following definition.

Definition 2.9 [25] Let $\left.x_{0} \in\right] a, b\left[\right.$ and $h$ be such that $\left.x_{0}+h \in\right] a, b[$, then the gH-derivative of a function $f:] a, b\left[\rightarrow \mathbb{R}_{\mathcal{F}}\right.$ at $x_{0}$ is defined as

$$
\begin{equation*}
f_{g H}^{\prime}\left(x_{0}\right)=\lim _{h \rightarrow 0} \frac{1}{h}\left[f\left(x_{0}+h\right) \ominus_{g H} f\left(x_{0}\right)\right] \tag{2.2}
\end{equation*}
$$

If $f_{g H}^{\prime}\left(x_{0}\right) \in \mathbb{R}_{\mathcal{F}}$ satisfying Eq. (2.2) exists, we say that $f$ is generalized Hukuhara differentiable ( gH -differentiable for short) at $x_{0}$.

Definition 2.10 [25] Let $\left.x_{0} \in\right] a, b$ [ and $h$ be such that $\left.x_{0}+h \in\right] a, b[$, then the level-wise gH-derivative (LgH-derivative for short) of a function $f:] a, b\left[\rightarrow \mathbb{R}_{\mathcal{F}}\right.$ at $x_{0}$ is defined as the set of interval-valued gH-derivatives, if they exist,

$$
\begin{equation*}
f_{L g H}^{\prime}\left(x_{0}\right)_{r}=\lim _{h \rightarrow 0} \frac{1}{h}\left(\left[f\left(x_{0}+h\right)\right]_{r} \ominus_{g H}\left[f\left(x_{0}\right)\right]_{r}\right) . \tag{2.3}
\end{equation*}
$$

If $f_{L g H}^{\prime}\left(x_{0}\right)_{r}$ is a compact interval for all $r \in[0,1]$, we say that $f$ is level-wise generalized Hukuhara differentiable ( LgH -differentiable for short) at $x_{0}$ and the family of intervals $\left\{f_{L g H}^{\prime}\left(x_{0}\right)_{r}: r \in[0,1]\right\}$ is the LgH-derivative of $f$ at $x_{0}$, denoted by $f_{L g H}^{\prime}\left(x_{0}\right)$.

Consequently, LgH-differentiability, as is level-wise continuity, is a necessary condition for gH-differentiability; but from Eq. (2.1), it is not sufficient.
The next result gives the analogous expression of the fuzzy gH-derivative in terms of the derivatives of the endpoints of the level sets. This result extends the result given in [31, Theorem 5] and it is a characterization of the gH -differentiability for an important class of fuzzy functions.

Proposition 2.4[25] Let $f:] a, b\left[\rightarrow \mathbb{R}_{\mathcal{F}}\right.$ be such that $[f(x)]_{r}=\left[f_{-r}(x), \bar{f}_{r}(x)\right]$. Suppose that the functions $f_{-r}(x)$ and $\bar{f}_{r}(x)$ are real-valued functions, differentiable w.r.t. $x$, uniformly w.r.t. $r \in[0,1]$. Then the function $f(x)$ is $g H$-differentiable at a fixed $x \in] a, b[$ if and only if one of the following two cases holds:
(a) $\left(f_{-r}\right)^{\prime}(x)$ is increasing, $\left(\bar{f}_{r}\right)^{\prime}(x)$ is decreasing as a function of $r$, and $\left(f_{-1}\right)^{\prime}(x) \leq\left(\bar{f}_{1}\right)^{\prime}(x)$, or
(b) $\left(f_{-r}\right)^{\prime}(x)$ is decreasing, $\left(\bar{f}_{r}\right)^{\prime}(x)$ is increasing as a function of $r$, and $\left(\bar{f}_{1}\right)^{\prime}(x) \leq\left(f_{-1}\right)^{\prime}(x)$.

Also, $\forall r \in[0,1]$ we have

$$
\begin{equation*}
\left[f_{g H}^{\prime}(x)\right]_{r}=\left[\min \left\{\left(f_{-r}\right)^{\prime}(x),\left(\bar{f}_{r}\right)^{\prime}(x)\right\}, \max \left\{\left({\underset{-r}{ }}^{)^{\prime}}(x),\left(\bar{f}_{r}\right)^{\prime}(x)\right\}\right] .\right. \tag{2.4}
\end{equation*}
$$

Definition 2.11 [25] Let $f:[a, b] \rightarrow \mathbb{R}_{\mathcal{F}}$ and $\left.x_{0} \in\right] a, b\left[\right.$ with $f_{r}(x)$ and $\bar{f}_{r}(x)$ both differentiable at $x_{0}$.
We say that

- $f$ is (i)-gH-differentiable at $x_{0}$ if
(i) $\left[f_{g H}^{\prime}\left(x_{0}\right)\right]_{r}=\left[\left(f_{-r}\right)^{\prime}\left(x_{0}\right),\left(\bar{f}_{r}\right)^{\prime}\left(x_{0}\right)\right], \quad \forall r \in[0,1]$,
- $f$ is (ii)-gH-differentiable at $x_{0}$ if
(ii) $\quad\left[f_{g H}^{\prime}\left(x_{0}\right)\right]_{r}=\left[\left(\bar{f}_{r}\right)^{\prime}\left(x_{0}\right),\left(f_{-r}\right)^{\prime}\left(x_{0}\right)\right], \quad \forall r \in[0,1]$.

It is possible that $f:[a, b] \rightarrow \mathbb{R}_{\mathcal{F}}$ is gH -differentiable at $x_{0}$ and not (i)-gH-differentiable nor (ii)-gH-differentiable, as illustrated by Example 27 in [2].

Here $C_{\mathcal{F}}^{n}[a, b], n \geq 1$, denotes the space of $n$-times fuzzy continuously $g H$-differentiable functions from $[a, b]$ into $\mathbb{R}_{\mathcal{F}}$. (That is, there exist $f^{(k+1)}(x) \in \mathbb{R}_{\mathcal{F}}$ such that the limits in $D$-distance exist and

$$
f^{(k+1)}(x)=\lim _{h \rightarrow 0} \frac{1}{h}\left[f^{(k)}(x+h) \ominus_{g H} f^{(k)}(x)\right]
$$

for all $k=0,1, \ldots, n-1$.)
Denote the set of all functions $f \in C_{\mathcal{F}}^{n}[a, b], n \geq 1$, such that $f^{(k)}[a, b] \rightarrow \mathbb{R}_{\mathcal{F}}(k=$ $0,1, \ldots, n-1$ ) is (i)-gH-differentiable on the interval $[a, b]$ by $C_{\mathcal{F}}^{n, 1}[a, b]$.

By Theorem 5.2 of [21], for $f \in C_{\mathcal{F}}^{n, 1}[a, b]$ we obtain

$$
\left[f_{g H}^{(k)}(x)\right]_{r}=\left[\left(f_{-}\right)^{(k)}(x),\left(\bar{f}_{r}\right)^{(k)}(x)\right], \quad k=0,1, \ldots, n \forall r \in[0,1], \forall x \in(a, b) .
$$

Proposition $2.5[25]$ Iff $:[a, b] \rightarrow \mathbb{R}_{\mathcal{F}}$ is gH-differentiable (or right or leftgH-differentiable) at $x_{0} \in[a, b]$ then it is level-wise continuous (or right or left level-wise continuous) at $x_{0}$.

Proposition 2.6 [25] The (i)-gH-derivative and (ii)-gH-derivative are additive operators, i.e., iff and $g$ are both (i)-gH-differentiable or both (ii)-gH-differentiable then
(i) $(f \oplus g)^{\prime}{ }_{(i)-g H}=f_{(i)-g H}^{\prime} \oplus g^{\prime}{ }_{(i)-g H}$,
(ii) $(f \oplus g)^{\prime}{ }_{(i i)-g H}=f_{(i i)-g H}^{\prime} \oplus g^{\prime}{ }_{(i i)-g H}$.

In [24] the notion of a Henstock integral for fuzzy-number-valued functions is defined as follows.

Definition 2.12 [5] Let $f:[a, b] \rightarrow \mathbb{R}_{\mathcal{F}}$. For $\triangle_{n}: a=x_{0}<x_{1}<\cdots<x_{n-1}<x_{n}=b$ a partition of the interval $[a, b]$, we consider the points $\xi_{i} \in\left[x_{i-1}, x_{i}\right], i=1, \ldots, n$, and the function $\delta:[a, b] \rightarrow \mathbb{R}_{+}$. The partition $P=\left\{\left(\left[x_{i-1}, x_{i}\right] ; \xi_{i}\right) ; i=1, \ldots, n\right\}$ denoted by $P=\left(\triangle_{n}, \xi\right)$ is called $\delta$-fine iff $\left[x_{i-1}, x_{i}\right] \subseteq\left(\xi_{i}-\delta\left(\xi_{i}\right), \xi_{i}+\delta\left(\xi_{i}\right)\right)$. For $I \in \mathbb{R}_{\mathcal{F}}$, the function $f$ is fuzzy Henstock integrable on $[a, b]$ if for any $\varepsilon>0$ there is a function $\delta:[a, b] \rightarrow \mathbb{R}_{+}$such that for any partition $\delta$-fine $P, D\left(\sum_{i=1}^{n}\left(x_{i}-x_{i-1}\right) \odot f\left(\xi_{i}\right), I\right)<\varepsilon$. The fuzzy number $I$ is named the fuzzy Henstock integral of $f$ and will be denoted by $(F H) \int_{a}^{b} f(t) d t$.

When the function $\delta:[a, b] \rightarrow \mathbb{R}_{+}$is constant, then we obtain the Riemann integrability for fuzzy-number-valued functions (see [32]). In this case, $I \in \mathbb{R}_{\mathcal{F}}$ is called the fuzzy Riemann integral of $f$ on the interval $[a, b]$, denoted by $(F R) \int_{a}^{b} f(t) d t$. Consequently, the fuzzy Riemann integrability is a particular case of the fuzzy Henstock integrability, and therefore the properties of the integral $(F H)$ will be valid for the integral $(F R)$, too.

Lemma 2.5 [33] Let $f:[a, b] \rightarrow \mathbb{R}_{\mathcal{F}}$. Then $f$ is $(F H)$ integrable if and only iff $f_{-r}$ and $\bar{f}_{r}$ are Henstock integrable for any $r \in[0,1]$. Furthermore, for any $r \in[0,1]$,

$$
\left[(F H) \int_{a}^{b} f(t) d t\right]_{r}=\left[(H) \int_{a}^{b} f_{-r}(t) d t,(H) \int_{a}^{b} \bar{f}_{r}(t) d t\right]
$$

Remark 2.3 If $f:[a, b] \rightarrow \mathbb{R}_{\mathcal{F}}$ is fuzzy continuous, then $f_{-r}$ and $\bar{f}_{r}$ are continuous for any $r \in[0,1]$ and consequently, they are Henstock integrable. According to Lemma 2.5 we infer that $f$ is $(F H)$ integrable.

Lemma 2.6 [5] Iff and $g$ are fuzzy Henstock integrable functions and if the function given by $D(f(t), g(t))$ is Lebesgue integrable, then

$$
D\left((F H) \int_{a}^{b} f(t) d t,(F H) \int_{a}^{b} g(t) d t\right) \leq(L) \int_{a}^{b} D(f(t), g(t)) d t .
$$

Theorem 2.1 [32] If $f, g:[a, b] \rightarrow \mathbb{R}_{\mathcal{F}}$ are (FR) integrable fuzzy functions, and $\alpha, \beta$ are real numbers, then

$$
(F R) \int_{a}^{b}(\alpha \odot f(t) \oplus \beta \odot g(t)) d t=\alpha \odot(F R) \int_{a}^{b} f(t) d t \oplus \beta \odot(F R) \int_{a}^{b} g(t) d t .
$$

Remark 2.4 If $f:[a, b] \rightarrow \mathbb{R}_{\mathcal{F}}$ is fuzzy continuous, for a partition $\Delta: a=x_{0}<x_{1}<\cdots<$ $x_{n-1}<x_{n}=b$, according to [24], the fuzzy-Riemann integral has the property

$$
(F R) \int_{a}^{b} f(t) d t=\sum_{i=0}^{n-1} *(F R) \int_{t_{i}}^{t_{i+1}} f(t) d t
$$

where $\sum^{*}$ means addition with respect to $\oplus$ in $\mathbb{R}_{\mathcal{F}}$.
Definition 2.13 [5] For $L \geq 0$, a function $f:[a, b] \rightarrow \mathbb{R}_{\mathcal{F}}$ is L-Lipschitz if

$$
D(f(x), f(y)) \leq L|x-y|
$$

for any $x, y \in[a, b]$.

We present the following fuzzy Taylor theorem in one dimension.
Theorem 2.2 (see [34, p.51]) Let $f \in C_{\mathcal{F}}^{n, 1}[a, b], n \geq 1,[\alpha, \beta] \subseteq[a, b] \subseteq \mathbb{R}$. Then

$$
\begin{align*}
f(\beta)= & f(\alpha) \oplus(\beta-\alpha) \odot f^{\prime}(\alpha) \oplus \cdots \oplus \frac{(\beta-\alpha)^{n-1}}{(n-1)!} \odot f^{(n-1)}(\alpha) \\
& \oplus \frac{1}{(n-1)!} \odot(F R) \int_{\alpha}^{\beta}(\beta-t)^{n-1} \odot f^{(n)}(t) d t . \tag{2.7}
\end{align*}
$$

The integral remainder is a fuzzy continuous function in $\beta$.

## 3 Review of HBT

Now, we recall some definitions, notations, and facts of the hybrid Taylor series and blockpulse functions and we generalize them to the fuzzy setting.

Definition 3.1 [35] Block-pulse functions $\varphi_{i}(t), i=1,2, \ldots, N$, on the interval [0,1), are defined as

$$
\varphi_{i}(t)= \begin{cases}1, & \frac{i-1}{N} \leq t<\frac{i}{N} \\ 0, & \text { otherwise }\end{cases}
$$

where $N$ is an arbitrary positive integer.

The block-pulse functions on $[0,1)$ are disjoint, so for $i, j=1,2, \ldots, N$, we have $\varphi_{i}(t) \varphi_{j}(t)=$ $\delta_{i, j} \varphi_{i}(t)$, where $\delta_{i, j}$ is the Kronecker delta, also these functions have the property of orthogonality on $[0,1)$. For more details see [36].
Consider the set of Taylor polynomials $T_{m}(t)=t^{m}, m=0,1,2, \ldots$. For $M$ being an arbitrary positive integer, hybrid Taylor block-pulse functions are defined as follows.

Definition $3.2[36,37]$ The set of hybrid Taylor block-pulse functions $h_{i j}(t), i=1, \ldots, N$; $j=0,1, \ldots, M$, on the interval $[0,1)$ is defined as

$$
h_{i j}(t)= \begin{cases}T_{j}(N t-(i-1)), & \frac{i-1}{N} \leq t<\frac{i}{N},  \tag{3.1}\\ 0, & \text { otherwise }\end{cases}
$$

where $i$ and $j$ are the order of block-pulse functions and Taylor polynomials, respectively.

### 3.1 Function approximation

For $f$ in $C_{\mathcal{F}}^{M, 1}[0,1]$, let us consider a fuzzy hybrid polynomial of degree $M-1$,

$$
\begin{equation*}
T_{M}^{\mathcal{F}}(f)(t)=\sum_{i=1}^{N} * \sum_{j=0}^{M-1} * f_{i j} \odot h_{i j}(t)=F^{T} \odot H(t) \tag{3.2}
\end{equation*}
$$

where $h_{i j}(t)$ is defined in Eq. (3.1) and $f_{i j}$ are given by

$$
\begin{equation*}
f_{i j}=\left.\frac{1}{N^{j} j!} f^{(j)}(t)\right|_{t=\frac{i-1}{N}} . \tag{3.3}
\end{equation*}
$$

Also, we have

$$
\begin{aligned}
& F=\left[f_{10}, \ldots, f_{1(M-1)}, f_{20}, \ldots, f_{2(M-1)}, \ldots, f_{N 0}, \ldots, f_{N(M-1)}\right]^{T}, \\
& H(t)=\left[h_{10}(t), \ldots, h_{1(M-1)}(t), h_{20}(t), \ldots, h_{2(M-1)}(t), \ldots, h_{N 0}(t), \ldots, h_{N(M-1)}(t)\right]^{T} .
\end{aligned}
$$

Theorem 3.1 Iff $\in C_{\mathcal{F}}^{l, 1}[0,1]$ and there exists $K>0$, with $K=\sup _{0 \leq t \leq 1}\left\|f^{(l)}(t)\right\|_{\mathcal{F}}$, then

$$
\begin{equation*}
D^{*}\left(T_{l}^{\mathcal{F}}(f), f\right) \leq \frac{K}{l!N^{l}} \tag{3.4}
\end{equation*}
$$

Proof Let $t \in\left[0,1\left[\right.\right.$, so there exists $i \in 1,2, \ldots, N$ such that $t \in\left[\frac{i-1}{N}, \frac{i}{N}[\right.$. Then from Eqs. (3.1)-(3.3), we observe that

$$
\begin{aligned}
D\left(T_{l}^{\mathcal{F}}(f)(t), f(t)\right) & =D\left(\sum_{i=1}^{N} * \sum_{j=0}^{l-1} * f_{i j} \odot h_{i j}(t), f(t)\right) \\
& =D\left(\left.\sum_{j=0}^{l-1} * \frac{1}{N_{j}^{j j!}} f^{(j)}(t)\right|_{t=\frac{i-1}{N}} \odot T_{j}(N t-(i-1)), f(t)\right) \\
& =D\left(\sum_{j=0}^{l-1} * \frac{1}{j!}\left(t-\frac{i-1}{N}\right)^{j} \odot f^{(j)}\left(\frac{i-1}{N}\right), f(t)\right) \\
& =D\left(\frac{1}{(l-1)!} \odot(F R) \int_{\frac{i-1}{N}}^{t}(t-s)^{l-1} \odot f^{(l)}(s) d s, \tilde{0}\right) \\
& \leq \frac{1}{(l-1)!} \int_{\frac{i-1}{N}}^{t} D\left(f^{(l)}(s), \tilde{0}\right)(t-s)^{l-1} d s .
\end{aligned}
$$

Hence

$$
D\left(T_{l}^{\mathcal{F}}(f)(t), f(t)\right) \leq \frac{K}{l!}\left(t-\frac{i-1}{N}\right)^{l} \leq \frac{K}{l!N^{l}}
$$

therefore

$$
D^{*}\left(T_{l}^{\mathcal{F}}(f), f\right) \leq \frac{K}{l!N^{l}}
$$

Remark 3.1 This shows that $\lim _{l, N \rightarrow \infty} D^{*}\left(T_{l}^{\mathcal{F}}(f), f\right)=0$.

## 4 Fuzzy integral equations

We consider the nonlinear fuzzy Fredholm integral Eq. (1.1), where $k(s, t)$ is a positive crisp kernel function over the square $a \leq s, t \leq b, F(t)$ is a fuzzy-number-valued function and $G: R_{F} \rightarrow R_{F}$ is continuous. We assume that $k$ is continuous and therefore it is uniformly continuous with respect to $t$ and there exists $M>0$, such that $M=\max _{a \leq s, t \leq b}|k(s, t)|$.

Theorem 4.1 [21] Let the function $k(s, t)$ be continuous and positive for $a \leq s, t \leq b$, and function $f(t)$ be a fuzzy continuous in $[a, b]$.

Moreover, assume that there exists $L>0$, with

$$
D\left(G\left(F_{1}(u)\right), G\left(F_{2}(v)\right)\right) \leq L \cdot D\left(F_{1}(u), F_{2}(v)\right), \quad \forall u, v \in[a, b] .
$$

If $C=M L(b-a)<1$ then the fuzzy integral Eq. (1.1) has a unique solution $F^{*} \in X$, and it can be obtained by the following successive approximations method:

$$
\begin{align*}
& F_{0}(t)=f(t), \\
& F_{m}(t)=f(t) \oplus(F R) \int_{a}^{b} k(s, t) \odot G\left(F_{m-1}(s)\right) d s, \quad \forall t \in[a, b], m \geq 1 . \tag{4.1}
\end{align*}
$$

Moreover, the sequence of successive approximations, $\left(F_{m}\right)_{m \geq 1}$, converges to the solution $F^{*}$. Furthermore, the following error bound holds:

$$
\begin{equation*}
D\left(F^{*}(t), F_{m}(t)\right) \leq \frac{C^{m+1}}{L(1-C)} M_{0}, \quad \forall t \in[a, b], m \geq 1 \tag{4.2}
\end{equation*}
$$

where $M_{0}=\sup _{a \leq t \leq b}\|G(f(t))\|_{F}$.
Now, we introduce the numerical method to find the approximate solution of the nonlinear fuzzy Fredholm integral equation as

$$
\begin{equation*}
F(t)=f(t) \oplus(F R) \int_{0}^{1} k(s, t) \odot G(F(s)) d s, \quad t \in[0,1] . \tag{4.3}
\end{equation*}
$$

In this way, we consider the uniform partition of the interval $[0,1]$ :

$$
\begin{equation*}
\Delta: 0=t_{0}<t_{1}<\cdots<t_{N-1}<t_{N}=1, \tag{4.4}
\end{equation*}
$$

with $t_{i}=i h$, where $h=\frac{1}{N}$. Then the following iterative procedure gives the approximate solution of Eq. (4.3) in the point $t \in[0,1]$ :

$$
\begin{align*}
& y_{0}(t)=f(t) \\
& y_{m}(t)=f(t) \oplus(F R) \int_{0}^{1} k(s, t) \odot T_{l}^{\mathcal{F}}\left(G\left(y_{m-1}\right)\right)(s) d s, \quad \forall t \in[0,1], m \geq 1 . \tag{4.5}
\end{align*}
$$

The above recursive relation can be written in compact form as follows:

$$
\begin{align*}
& y_{0}(t)=f(t) \\
& y_{m}(t)=f(t) \oplus \sum_{i=1}^{N} * \sum_{j=0}^{l-1}{ }^{*} H_{i j}(t) \odot g_{i j}^{(m-1)}, \quad \forall t \in[0,1], m \geq 1, \tag{4.6}
\end{align*}
$$

where $g_{i j}^{(m-1)}$ is a fuzzy number defined by

$$
g_{i j}^{(m-1)}=\left.\frac{1}{N j j!}\left(\frac{d^{j} G\left(y_{m-1}(t)\right)}{d t^{j}}\right)\right|_{t=\frac{i-1}{N}}, \quad i=1,2, \ldots, N, j=0,1, \ldots, l-1,
$$

and

$$
H_{i j}(t)=\int_{0}^{1} k(s, t) h_{i j}(s) d s
$$

## 5 Convergence analysis

In this section, we analyze the convergence of the iterative procedure proposed for the solution of Eq. (4.3).

Theorem 5.1 Assume that Eq. (4.3) satisfies the following conditions:
(i) $f:[a, b] \rightarrow R_{F}$ is fuzzy continuous.
(ii) $k:[0,1] \times[0,1] \rightarrow R^{+}$is continuous and there exists $M>0$, such that $M=\max _{0 \leq s, t \leq 1}|k(s, t)|$.
(iii) $G: R_{F} \rightarrow R_{F}$ is fuzzy differentiable of order l, for positive integer number l. In addition, there exists $L>0$ such that

$$
D\left(G\left(F_{1}(u)\right), G\left(F_{2}(v)\right)\right) \leq L \cdot D\left(F_{1}(u), F_{2}(v)\right), \quad \forall u, v \in[0,1],
$$

where $L<M^{-1}$ and $F_{1}, F_{2}:[0,1] \rightarrow R_{\mathcal{F}}$.
Then the iterative procedure Eq. (4.5) converges to the unique solution of Eq. (4.3) F, and its error estimate is as follows:

$$
D^{*}\left(F, y_{m}\right) \leq \frac{M}{1-M L}\left(M_{0}(M L)^{m}+\frac{K}{N^{l} l!}\right)
$$

where $M_{0}=\sup _{0 \leq t \leq 1}\|G(f(t))\|_{\mathcal{F}}$,

$$
\begin{equation*}
K=\max \left\{\sup _{0 \leq t \leq 1}\left\|\frac{d^{l} G\left(y_{n}(t)\right)}{d t^{l}}\right\|_{\mathcal{F}} ; 0 \leq n \leq m-1\right\} . \tag{5.1}
\end{equation*}
$$

Proof Since $F_{1}(t)=f(t) \oplus(F R) \int_{0}^{1} k(s, t) \odot G\left(F_{0}(s)\right) d s$, we have

$$
\begin{aligned}
D( & \left.F_{1}(t), y_{1}(t)\right) \\
= & D(f(t), f(t)) \\
& +D\left((F R) \int_{0}^{1} k(s, t) \odot G\left(F_{0}(s)\right) d s,(F R) \int_{0}^{1} k(s, t) \odot T_{l}^{\mathcal{F}}\left(G\left(y_{0}\right)\right)(s) d s\right) \\
\leq & \int_{0}^{1} D\left(k(s, t) \odot G(f(s)), k(s, t) \odot T_{l}^{\mathcal{F}}(G(f))(s)\right) d s \\
\leq & M \int_{0}^{1} D\left(G(f(s)), T_{l}^{\mathcal{F}}(G(f))(s)\right) d s .
\end{aligned}
$$

From Eq. (5.1) and Theorem 3.1, we obtain

$$
\begin{equation*}
D\left(F_{1}(t), y_{1}(t)\right) \leq \frac{M K}{N^{l} l!} . \tag{5.2}
\end{equation*}
$$

Now, since $F_{2}(t)=f(t) \oplus(F R) \int_{0}^{1} k(s, t) \odot G\left(F_{1}(s)\right) d s$, we conclude that

$$
\begin{aligned}
& D\left(F_{2}(t), y_{2}(t)\right) \\
& \quad=D\left((F R) \int_{0}^{1} k(s, t) \odot G\left(F_{1}(s)\right) d s,(F R) \int_{0}^{1} k(s, t) \odot T_{l}^{\mathcal{F}}\left(G\left(y_{1}\right)\right)(s) d s\right) \\
& \leq M \int_{0}^{1} D\left(G\left(F_{1}(s)\right), T_{l}^{\mathcal{F}}\left(G\left(y_{1}\right)\right)(s)\right) d s \\
& \quad \leq M \int_{0}^{1} D\left(G\left(F_{1}(s)\right), G\left(y_{1}(s)\right)\right) d s+M \int_{0}^{1} D\left(G\left(y_{1}(s)\right), T_{l}^{\mathcal{F}}\left(G\left(y_{1}\right)\right)(s)\right) d s .
\end{aligned}
$$

By using Eq. (5.2), Theorem 3.1, and the condition (iii), we obtain

$$
D\left(F_{2}(t), y_{2}(t)\right) \leq \frac{M^{2} L K}{N^{l} l!}+\frac{M K}{N^{l} l!} .
$$

By induction, it is proven that

$$
D\left(F_{m}(t), y_{m}(t)\right) \leq\left(M^{m-1} L^{m-1}+M^{m-2} L^{m-2}+\cdots+M L+1\right) \frac{M K}{N^{l} l!}
$$

for each $t \in[0,1]$. Therefore

$$
D^{*}\left(F_{m}, y_{m}\right) \leq \frac{1-(M L)^{m}}{1-M L}\left(\frac{M K}{N^{l} l!}\right) .
$$

Since $M L<1$, according to $\frac{1-(M L)^{m}}{1-M L} \leq \frac{1}{1-M L}$, for each $m \in N$, we get

$$
D^{*}\left(F_{m}, y_{m}\right) \leq \frac{1}{1-M L}\left(\frac{M K}{N^{l} l!}\right)
$$

Using Eq. (4.2), we obtain

$$
D\left(F(t), F_{m}(t)\right) \leq \frac{(M L)^{m+1}}{L(1-M L)} M_{0}, \quad \forall t \in[0,1], m \geq 1
$$

where $M_{0}=\sup _{0 \leq t \leq 1}\|G(f(t))\|_{\mathcal{F}}$. So we have

$$
\begin{aligned}
D^{*}\left(F, y_{m}\right) & \leq D^{*}\left(F, F_{m}\right)+D^{*}\left(F_{m}, y_{m}\right) \\
& \leq \frac{(M L)^{m+1}}{L(1-M L)} M_{0}+\frac{1}{1-M L}\left(\frac{M K}{N^{l} l!}\right) \\
& \leq \frac{M}{1-M L}\left(M_{0}(M L)^{m}+\frac{K}{N^{l} l!}\right) .
\end{aligned}
$$

Remark 5.1 Since $M L<1$, it is easy to show that

$$
\lim _{\substack{m \rightarrow \infty \\ N \rightarrow \infty \\ l \rightarrow \infty}} D^{*}\left(F, y_{m}\right)=0
$$

That shows the convergence of the method.

## 6 Numerical examples

In this section, we apply the presented method in Section 4 for solving the fuzzy integral Eq. (4.3) in two examples. The approximate solution is calculated for different values of $N$, $l$ and $m$. Also, we compare the numerical solution obtained by using the proposed method with the exact solution. The computations associated with the examples were performed using Mathematica 7.

Example 6.1 [21] Consider the following nonlinear fuzzy Fredholm integral equation:

$$
F(t)=f(t) \oplus(F R) \int_{0}^{1} \frac{t s}{3} \odot(F(s))^{2} d s
$$

where

$$
\begin{aligned}
& k(s, t)=\frac{t s}{3}, \quad s, t \in[0,1], \\
& \underset{f}{f}(t, r)=\frac{11}{12} t-\frac{1}{6}(1-r)+\frac{1}{27} t(1-r)-\frac{1}{216} t(1-r)^{2}, \quad t, r \in[0,1], \\
& \bar{f}(t, r)=\frac{11}{12} t+\frac{1}{6}(1-r)-\frac{1}{27} t(1-r)-\frac{1}{216} t(1-r)^{2}, \quad t, r \in[0,1] .
\end{aligned}
$$

The exact solution is

$$
(\underline{F}(t, r), \bar{F}(t, r))=\left(t-\frac{1}{6}(1-r), t+\frac{1}{6}(1-r)\right) .
$$

The comparison of the HBT solution and the exact solution is shown in Table 1.

Example 6.2 Consider the following nonlinear fuzzy Fredholm integral equation:

$$
F(t)=f(t) \oplus(F R) \int_{0}^{1} s^{3} \exp (-t) \odot(F(s))^{2} d s
$$

Table 1 The accuracy on the level sets for Example 6.1 in $t=0.5$

| $r$-level | $N=20, I=3, m=3$ |  | $N=20, I=3, m=6$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\left\|\underline{F}-\underline{y}_{m}\right\|$ | $\left\|\bar{F}-\bar{y}_{m}\right\|$ | $\left\|\underline{F}-\underline{y}_{m}\right\|$ | $\left\|\bar{F}-\bar{y}_{m}\right\|$ |
| 0.00 | $5.3401 \mathrm{E}-5$ | 4.95336E-4 | $1.16313 \mathrm{E}-7$ | 4.18483E-6 |
| 0.25 | $7.4791 \mathrm{E}-5$ | 3.93359E-4 | $2.00359 \mathrm{E}-7$ | 2.89065E-6 |
| 0.50 | 1.02649E-4 | 3.08908E-4 | $3.33720 \mathrm{E}-7$ | $1.96110 \mathrm{E}-6$ |
| 0.75 | $1.38345 \mathrm{E}-4$ | $2.39642 \mathrm{E}-4$ | 5.39466E-7 | 0.30447E-6 |
| 1.00 | $1.83431 \mathrm{E}-4$ | $1.83431 \mathrm{E}-4$ | $8.49032 \mathrm{E}-7$ | 8.49032E-7 |

Table 2 The accuracy on the level sets for Example 6.2 in $t=0.5$

| $\boldsymbol{r}$-level | $N=20, I=4, m=6$ |  | $N=20, I=4, m=12$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\left\|\underline{\boldsymbol{F}}-\underline{\boldsymbol{y}}_{\underline{m}}\right\|$ | $\left\|\overline{\boldsymbol{F}}-\overline{\boldsymbol{y}}_{\boldsymbol{m}}\right\|$ | $\left\|\underline{F}-\underline{\boldsymbol{y}}_{\boldsymbol{m}}\right\|$ | $\left\|\overline{\boldsymbol{F}}-\overline{\boldsymbol{y}}_{\boldsymbol{m}}\right\|$ |
| 0.00 | 2.72812E-4 | $3.5242 \mathrm{E}-4$ | $5.40018 \mathrm{E}-7$ | 7.09831E-7 |
| 0.25 | $2.81818 \mathrm{E}-4$ | $3.41478 \mathrm{E}-4$ | $5.57681 \mathrm{E}-7$ | $6.84684 \mathrm{E}-7$ |
| 0.50 | $2.9108 \mathrm{E}-4$ | $3.30832 \mathrm{E}-4$ | $5.76266 \mathrm{E}-7$ | 6.60765E-7 |
| 0.75 | $3.00607 \mathrm{E}-4$ | $3.20476 \mathrm{E}-4$ | $5.95818 \mathrm{E}-7$ | 6.38016E-7 |
| 1.00 | $3.10403 \mathrm{E}-4$ | $3.10403 \mathrm{E}-4$ | $6.16384 \mathrm{E}-7$ | $6.16384 \mathrm{E}-7$ |

where

$$
\begin{aligned}
k(s, t)= & s^{3} \exp (-t), \quad s, t \in[0,1], \\
f(t, r)= & \cosh t+\exp (-t)\left(\frac{475 \exp (-2)}{512}-\frac{\exp (2)}{32}-\frac{139}{512}+\frac{19 \exp (-2) r}{128}\right. \\
& \left.+\frac{9 r}{640}+\frac{19 \exp (-2) r^{2}}{3,200}-\frac{3 r^{2}}{3,200}\right), \quad t, r \in[0,1], \\
\bar{f}(t, r)= & \cosh t+\exp (-t)\left(\frac{15,979 \exp (-2)}{12,800}-\frac{\exp (2)}{32}-\frac{3,163}{12,800}-\frac{551 \exp (-2) r}{3,200}\right. \\
& \left.-\frac{33 r}{3,200}+\frac{19 \exp (-2) r^{2}}{3,200}-\frac{3 r^{2}}{3,200}\right), \quad t, r \in[0,1] .
\end{aligned}
$$

The exact solution in this case is given by

$$
(\underline{F}(t, r), \bar{F}(t, r))=\left(\cosh t+\frac{1}{40}(5+2 r) \exp (-t), \cosh t+\frac{1}{40}(9-2 r) \exp (-t)\right)
$$

The comparison of the HBT solution and the exact solution is shown in Table 2.

## 7 Conclusion

In this paper, we have suggested an iterative procedure by utilizing fuzzy HBT to solve the nonlinear Ferdholm fuzzy integral Eq. (4.3). The error estimate of the approximated function was obtained by using the fuzzy Taylor theorem [34] for the function which is (i)-gH-differentiable. The error estimate of the present method is proved; for getting the best approximating solution of the equation, the number $N$ and the degree of the fuzzy hybrid polynomial $l$ must be chosen sufficiently large. The analyzed example illustrates the ability and reliability of the fuzzy HBT method for Eq. (4.3).
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