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Abstract

In this paper, we consider the Cauchy problem for fractional evolution equations with
the Caputo derivative. This problem is not well posed in the sense of Hadamard.
There have been many results on this problem when data is noisy in L? and H.
However, there have not been any papers dealing with this problem with observed
data in [P with p # 2. We study three cases of source functions: homogeneous case,
inhomogeneous case, and nonlinear case. For all of them, we use a truncation
method to give an approximate solution to the problem. Under different assumptions
on the smoothness of the exact solution, we get error estimates between the
regularized solution and the exact solution in [P. To our knowledge, [P evaluations for
the inverse problem are very limited. This work generalizes some recent results on this
problem.
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1 Introduction

Today, fractional calculus involves the investigation of so-called integral operators and
fractional derivatives over real or complex domains and their applications. There are many
types of mathematical models that require the use of noninteger order derivatives. Re-
cently, it has been widely used in modeling practical models because of its ability to provide
approximation and ignore the influence of external forces such as in physics, engineer-
ing, mechanics science, biology, and some other areas [1-5]. There are several versions of
noninteger derivatives, but perhaps the two types of derivatives, Caputo and Riemann—
Liouville, are of most interest to mathematicians [6—15].

Let © be a bounded domain in R? (d > 1) with sufficiently smooth boundary 9. In
this paper, we are interested in the following evolution equation with a time-fractional
derivative:

cDfu+ Au=F(t,xu), inQx(0,T],
in €,

(1.1)
ulyq =0,
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with the initial value data

u(x, 0) = g(x)’ ut(xr O) = </’(x), (12)

where F is the source function and u describes the distribution of the temperature at po-
sition x and time ¢. In (1.1), @ € (1,2) is the fractional order and ¢D¢ denotes the Caputo

fractional derivative with respect to ¢ (time-fractional) and is defined by (see [16, 17])

22
cDYul(t,x) = ﬁ fot(t—z)l“"%(z,x) dz, forl<a<2,

cDlu(t,x) = 4(¢, %), for o = 1,2,

(1.3)

and I" is the gamma function. Note that if o = 2, then Eq. (1.1) represents a Cauchy prob-
lem for elliptic equation. There are some main reasons why we are interested in studying
Problem (1.1)—(1.2)

1.1 Our motivation
e The first reason is that Problem (1.1)—(1.2) tends to be the elliptic equation when o — 2.
The Cauchy problem for elliptic equations has many applications in many physical sys-
tems such as plasma physics. There are many interesting papers that have investigated the
Cauchy elliptic equation with classical derivative, for example, [15, 18, 19] and the refer-
ences therein. During the simulation, there are several applied models that are described
by partial differential equations with memory terms attached. For example, the problem
of electrical conduction in biological tissues in the radio frequency range is governed by
an elliptic equation with memory [20]. In many physical phenomena, we need to use non-
integer order derivatives for elliptic equations, to simulate problems related to viscous
models. In [9], the authors studied an elliptic equation with a condition on the bound-
ary associated with a generalized Riemann—-Liouville derivative of fractional order. Some
other articles for an elliptic equation with fractional order have been studied in [21, 22].
e We have another detailed explanation of the application of Problem (1.1)—(1.2) when
a — 1. Indeed, if o = 1, we have the following problem:

u; + Au = F(t,x;u), in Q x (0,T],
M|39 =O, in Q, (14')
u(x,0) = g(x), in Q.

By changing the variable v(x, t) = u(x, T — ), we turn this problem into a final value problem

vi— Au=F(t,x;v), inQ x(0,T],
V|3Q =0, in Q, (1.5)
vix, T) = g(x), in Q.

The backward in time problem for parabolic equation introduced as above is one of the
classic inverse problems involving many applications and has been studied extensively

over the past 50 years. Interesting work on Problem (1.5) can be consulted by (1.5).
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Let us continue to add justification to our interest in elliptic equations with the Caputo
derivative. We observe that the elliptic problem with the Caputo derivative is a subbranch
of the elliptic equation with a nonlocal condition. According to the work of Bitsadze and
Samarskii [23], the nonlocal elliptic equations have many applications in the theory of
plasma. Furthermore, it is difficult for elliptic equations with classical derivatives to de-
scribe the past process. When the phenomenon needs to involve factors and past informa-
tion, the Caputo derivative plays an important role. In addition, many problems in dynami-
cal processes, electrochemistry, and signal processing lead to elliptic differential equations
of fractional order.

e In the interesting paper, Jin and Rundell [24] considered the ill-posedness of Problem
(1.1)-(1.2) in the simple case F = 0; however, the authors have not provided the approx-
imation and error estimate. The first results investigating the above equation seem to be
of [25] and [26]. Our present paper has generalized the previous results by [25] and [26]
in the sense that the observed data belongs to L”. It is a strong claim that our paper is part
of a series of investigations on the ill-posedness of fractional diffusion equations, which

have been published in a recent series of works by Baleanu and colleagues [27-29].

1.2 Our novelty and contribution

We note that research results on the inverse and ill-posed problem with observed data on
L? are very rare. This is a difficult topic attracting the interest of many mathematicians.
The problem will be difficult when we get the observed data in L” space with p # 2. Note
that Parseval’s equality cannot be applied to our problem with observed data in L? space
with p # 2. To overcome these challenges, we learn techniques from the article [30] and in
the references [31-43]. This idea can be summed up as the importance of the technique
of using embedding between L? and H¥(2). In this paper, we used the Fourier truncation
method to regularize our problem.

The main contribution of our paper is as follows:

«+ The first contribution is to investigate the regularized problem for our problem in the
cases: homogeneous case, inhomogeneous case, and nonlinear case.

+ We showed the existence of a regularized problem with a nonlinear source by the
Banach fixed point theorem. Complexity occurs when we encounter components that
involve the Mittag-Lefller functions. We need to provide some background and
knowledge about the bound of these functions.

+ The last main contribution is to provide the error estimate in L” space when we
observe the noisy data in L space. As we know, problems involving L? are always
complicated. So we need some new techniques to handle it.

This paper is organized as follows. In Sect. 2, we give some knowledge about some func-
tional spaces and some properties of the bounds of Mittag-Leffler terms. Section 3 con-
siders the homogeneous problem. In Sect. 4, we study the Cauchy problem for the inho-
mogeneous case. Finally, in Sect. 5, we treat the nonlinear case. In each case, we introduce
a regularized solution of the Fourier truncation form. Then, we provide the error between

the regularized solution and the exact solution.
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2 Preliminary results
This section provides some notation and the functional spaces which will be used through-
out this article. Recall that the spectral problem

Aej(x) = —Ajej(x), x€,
e(x) =0, x€0%,

admits the eigenvalues 0 < A; <Ay <--- < A; <. with A; = 00 as j — oo and corre-
sponding eigenfunctions e; € Hj ().

Definition 2.1 (Hilbert scale space) We recall the Hilbert scale space H*(£2) given as fol-

lows:

[e'e) 2
H (Q) = {f e IX(Q) ‘ 3o (/ng(x)ej(x) dx) < oo}
j=1

for any s > 0. It is well known that H*(£2) is a Hilbert space corresponding to the norm

0 9\ 172
If llms () = (Zkfs</gf(x)e;(x) dx) ) [ el (Q).
j=1

Lemma 2.1 The following statements are true:

2
I7(Q) — H* () ifg<u§()andpz d ,
4 d-4au
(2.1)
H(Q) — LP(R) zf0<s<zlandp< 2d.
- 4 T d-4s

Also, for M,n > 0, we introduce the n-order Gevrey class G/,;(€2) of L*>-functions, see

2
< ¢,

e.g. [44], defined by the spectrum of the Laplacian as follows:

[e¢]

G1(Q) := {w e’ (Q): ) W eXP(zM%‘é)

j=1

/ V(e (x) e
Q

2) 1/2

Definition 2.2 The Mittag-Lefller function is defined by

equipped with the following norm:

/ ¥ (x)e,(x) dx
Q

ad 1
¥l @) = (Z A exp(2M.)")
j=1

o0 Zm
Eyp(2) = Z m: zeC, (2.2)

m=0

where « >0 and 0 € R are arbitrary constants.

The following lemmas provide upper and lower bounds of the Mittag-Leftler functions
Ey1(2), Ey2(2), Ey4(2) by the exponential functions.
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Lemma 2.2 (see [45]) Let 0 < ag < @y < 2 and o € [ag,a1]. Then there exist constants
My,M, >0 and z > 0 such that

M
71 exp(zé) <E,1(2) < 72 exp(zé),

M, exp(Zal)

1
_ Ms exp(z<)
T

1 S Ea,Z (Z) ’
o za

1
za
M, exp(zé)

— <Euul(2) <
o ZI’E

M, exp(zé)

T
o ZI*&

Lemma 2.3 (see [26]) Let o € [ag, 1] with 1 <ag < a1 < 2and z € [0, T). Then there exists
a positive constant M > 0 independent of z such that

(2.3)
ZED(,Z()\.]‘ZO() < ];—/I)L] a exp(k]é Z), (2.4)
M 1l 1
2 Eya(M2) < Ek]“ exp(2[ 2) (2.5)

Next, let us give the explicit fomula of the mild solution to Problem (1.1)—(1.2). Sup-

pose that Problem (1.1)—(1.2) has a solution u(t,x) = Z}O:l [fQ u(t, x)ej(x) dx]e;(x). Then the
function u;(t) = fQ u(t, x)ej(x) dx solves the following ordinary differential equation:

DY uy(t) — hjuy(t) = [ G(t, %, ult, x))e;(x) dx,
ui(0) = [ ¥ (x)e;(x) dx,

$1(0) = [ 9(x)e;(x) da.

(2.6)
By applying the method in [17, Sect. 2], we obtain the solution of (2.6) as follows:
uy(t) = Ea,l()\jt"’)[/ﬂ P (x)e;(x) dx] +tEyp ()\jt"’)[/ﬂ p(x)ej(x) dx}
+ /Ot(t —v)* E,, (A,-(t - v)"‘) [/;2 G(v,x,u(v,x))ej(x) dx] dv.
Consequently, the Fourier series u € L(Q2) is given as follows:
u(t,x) = iEa,l (At%) [/Q ¥ (x)ej(x) dx] ej(x)

j=1

+ i tEq o (AtY) [/Q p(x)ej(x) dxi| e;(x) (2.7)
j=1

00 t—a_lEaa)‘-’_a G(v,x, , ) d)di|
+;[‘/0 (t-v) (A=) )(/Q (v, %,u(v,x))e;(x) dx ) dv |e;(x)
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3 Cauchy problem with the homogeneous case
In this section, we consider the following problem:

cDu+ Au=0, in Q x (0, T,
ulae =0, in Q, (3.1)
u(x,0) = ¥ (x), us(x,0)=p), inQ.

The solution of the homogeneous problem has the following series representation:

ut,x) = Y Eo (4% [ /Q ¥ (x)ej(x) dx:| ¢(x)

j=1
+ Z tEqo(Ait") |:/ p(x)e;(x) dx] ej(x).
j=1 @

For B > 0, we construct a regularized solution as follows:

D(B)

Wﬁ(t,x) = Z Erx,l ()\jta) |:/Q wﬂ(x)ej(x) dx]e,(x)

j=1
D) (3.3)

+ Z tEy (k/t“) |:/Q vp(x)ej(x) dx]ej(x),

j=1
here D(B) depends only on S.

Theorem 3.1 Let 8,6 >0,0<p < %, and 1 < m < 2. We presume that the Cauchy data
(¥, @) is disturbed by the noisy data (g, pg) € L () x L™ (2) such that

IV = Vgl + llo — @pllme < B (34)
Then, ifu € L*(0, T; HP*()), we obtain the following estimate:
Jue, )~ Wote, )] g, =T+ DCCldmp)exp((CI TID(B) )| (p)] 5
+ Cld D)@ [DB)| @ a0 sy

where the constants are defined in the proof.

dm=2d

Proof Since 1 < m <2, we find that L™ (2) < H 4= (). This embedding allows us to give
that
Y — g ”H”’Vg;,fd @ le —wp ”Hd’ﬁ;fd(g)
< Cd,m)|Y - Ypllome) + Cldsm)llg — ppllime) (3:5)

< BC(d, m).

Page 6 of 22



Phuong et al. Boundary Value Problems (2022) 2022:100

It is obvious that

” (t-) - Wplt, ”HI’(Q = ” (&) - vp(t, ||]HIP ”Vﬂ(t’ - W, ||]I-HP )’ (3.6)

where the function vy is defined by

D(B)
v(t,x) = ZEQ,I(M‘*)[ / ¥ (%)e;(x) dx]e,(x)
=1 ¢

(3.7)

D(B)
+ Z tEyo (A/t“)[/ p(x)ej(x) dxi|e,»(x).
j=1 @

In view of Parseval’s equality, the second quantity on the right-hand side of (3.6) is

bounded by
[ve(t) = Wyt )| o ) < T1(0) + Tl8), (3.8)
where
DB
J(t) = ZEa,l()\;t“)[ / (Vp(x) — ¥ (x))ei(x) dx]e;(x) (3.9)
Jj=1 & HP(Q)
and
DB
Jo(t) = Z tE, (Ajt“) |:/ ((p,g(x) - go(x))ej(x) dx:|ej(x) (3.10)
j=1 ¢ HP(Q)

Our upcoming task is to provide the upper bounds for the two components 7; () and
Ja(t). By looking at Parseval’s equality for the term 7, (), we have the following equality:

D() , )
|A@ = > A7 [Eaa (1) [ / (wﬂ(x)—w(x))ej(x)dx]
j=1 2
D(B) s s )
= klzp_dzmd|Ea,1(xjta)|2;zmd[/Q(W(x)_w(x))ej(x)dx} . (3.11)
j=1

In view of inequality (2.3) as in Lemma (2.3), we find that

11— M 2 11—
32 B ()P < ‘% exp(2F )37 B (3.12)
It is obvious to see that
3y <CP <CTIDB)|T i j < D). (3.13)
Thus, we get immediately that
_dm=2d
W | B ()P < —’ T2~ exp(2/C|# T|D(B)|# )| D ,3)| . (3.14)

Page 7 of 22
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It follows from (3.11) that

[F0f <16 exp(2iCI TID(B)| ) Pig)| ¢

D(ﬁ) dm-2d 2
x D [/Q(W(x)— ¥ (x))ej(x) dx}
j=1
<12 exp(2ICIE T|D(B) ) D) 4 1y - wﬂu;%m), (3.15)

where |Cy[? = |4 |2[C|2-“57" . Using (3.5), we find that

O = Crexp([TIE TID(B)|) DB 45 1w = vl e

< C.C(d, m)exp(IC1 T|D(B) |0 [ D(B)| 57 . (3.16)

We continue to estimate the second term J,(¢). Indeed, we get that

D(B) 2
|Jz(t)|2 _ Z x}?pt2|Ea,2(Ajta)|2[/Q((pﬂ(x) - o(x))e;(x) dx]
j=1
m—2 dm-2d 2
=12 Z ,\I?P-% ’Ea,z()\jt“)|2k].dzmd |:/Q((pﬁ(X) — p(x))e;(%) dx]
<TG exp(2laé T|D(B)| ﬁ) ID(B)| o lo — s ”;%(Q)' (3.17)

By the same explanations as above, we claim that

2

— 1 2y _m=2
Jo(t) < TC:C(d, m)exp(ICl= T|D(B)|@)|D(B)| 7~ 7 B. (3.18)
Combining (3.8), (3.15), and (3.18), we derive that

”Vﬁ(t’ ) = Wi, ) ”HP(Q)
(3.19)

<(T+1)C,C(d, m) exp(|€|$ T|D(B)| ﬁ) ID(B)| T-5 B.

We continue by dealing with the first term on the right-hand side of (3.6). It is clear to see
that

2
e, ) = vp (&) ey = D A 2AT [ /Q u(t,x)e/(x)dx:| : (3.20)

j>D(B)
Because of the fact that

2= P> Cpp),
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we find that )»}-‘25 < (C)™D(B) |_%, which allows us to provide that

e, ) = vp(t,-) ||11241P<Q>

48 2
ORI Af"*”[ fQ u(t,x)e,»(x)dx}

>D(B)

~ _4 ~ _4s
<©2[DB)] |ult, )50y < © DB Nt g igimos iy
Therefore, we derive that
~ s )
|| I/l(t, ) — Vg (t’ ) ||H1’(Q) = (C) }D(ﬂ)| 4 “u”LOO(O,T;Hp*‘S(Q))‘
Combining (3.6), (3.19), and (3.22), we get that
|| M(t! ) - W‘g(t, ) ”Hp(ﬂ) = ||Vﬁ(t; ) - Wﬁ (t; ) ”HP(Q) + Hu(t! ) - Vﬁ(tr ) ”HP(Q)
— 1 1 2 _m-2
<(T +1)CiC(d,m)exp(ICla T|D(B)|*?)|D(B)| > B
~ s _»
+(©)° DB 7 Nl oo, Ty )
For 0 < p < d/4, we recall the Sobolev embedding
2d
HP () < L% (Q).
Therefore, we obtain the following estimate:
” I/l(t, ) - Wﬂ(t’ ) ”L% @ = C(drp) ” M(t, ) - Wﬂ(tt ) ”HI’(Q)
— 1 1 2 _
< (T + )CiC(d, m, p) exp(|C|= T|D(B)|**) [ D(B)| *
~ _28
+C(d, p)(O)° | DB)| ™ lull oo 0, 7310+ (-

4 Regularization in L? space under inhomogeneous source term
In this section, we consider the following problem:

cDfu+ Au=G(x,1), in Q x (0,71,
ulpq =0, in Q,

ulx,0)=vx), ulx,0)=px), inQ.

The solution to Problem (4.1) possesses the following series representation:

u(t,x) = Y Eoy (%) [ /Q ¥ (x)e(x) dx]e,(x)

Jj=1

[e¢]

+ Y tEan (M%) [ /Q o (x)e;(x) dx:|ej(x)

j=1

Page 9 of 22
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(3.22)

(3.23)

m=2
2mlB

O

(4.1)
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+ Z[/o (t=v)*E,, (Aj(t - v)“) (/Q G(v,x)ej(x) dx> dv]ej(x).

j=1
In addition, for 8 > 0, we construct the Fourier regularized solution as follows:
D(

B)
Val(t,x) = Ea,l()\/t"‘) |:/ Yp(x)e;(x) dx] ej(x)
n Q

j=
D(B)

+ Z tEaz A t [/;2 pp(x)ej(x) dx] ej(x)

D(B)

+ Z |:/ (t-v)*” lEM(A (t- v)"’) (/Q Gp(v,x)ej(x) dx) dv]e,(x).

Here, D(B) depends only on 8.
Theorem 4.1 Let 8,6 >0,0<p < f—j, and 1 < m < 2. We presume that the Cauchy data

(.9, G) is disturbed by the noisy data (Yrg,¢p,Gg) € L™(RQ) x L™(Q) x L*(0,T;L™(RQ))
such that

1V = Vpllme + llo —ppllm@ + 11Gp = Gli20,r.m(@) < B-
Then the following error estimate holds:
— 1 1 p_m-2
Jut,) = Ve, )| 20 Sexp(ICl=T|D(B)|*)[D(B)| *~ > B
144 (Q)
CM —1 2 22 m=2
+ == exp(|CI= T|D(B)[**) [ D(B)| ™~ p
~ s )
C(d»P)(C) ”D(,B)‘ a ||M||LOC(0,T;Hp+6(Q))«

Proof Set the following function:

D(B)
vg(t,x) = ZEQ,I(Ajt“) |:/ Y(x)e;j(x) dx:|e,»(x)
=1 ¢

D(B)

+ Z tEu,z k t [/ng(x)e,’(x) dx]ej(x)

D(p)

+ Z |:/ = V) T Eg o (At = v)*) (/Q G(v,x)e;(x) dx) dv]ej(x).

It is clear to see that

vt ) = Vst )| o) < 1(®) + To0) + T(8), (4.2)
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where J1, J; are defined respectively in (3.9), (3.10), and the third term 73 is defined by

D(B) ¢
J3(t) = Z |:/0 (¢~ V)ailEot,a ()‘j(t - ‘))a)
= (4.3)
X <f (Gp(v,%) - G(v,%))e;(%) dx) du:|ej(x)
Q (%)
Using (2.5) of Lemma (2.3), we derive
(£ =) By (1 = v)°) < %AIPT“ exp(if (¢~ v)). (4.4)

This inequality together with Parseval’s equality leads to

D(B) ¢
’Jo,(t)|2 = lzzl: X/Zp [/(; (t—v)*E,, (Aj(t - v)"‘) (/Q (Gﬁ(v,x) - G(v,x))e,»(x) dx) dv:|

M 2-2a
< | = o
T«

2D(B) )
p+
DN
j=1

t 1 2
X |:f0 exp(Z)»jE (t- v)) (/Q(G,g(v,x) - G(v,x))ej(x) dx) dv] . (4.5)
Since (3.13), we find that
exp(Z)»]f“l (t-v)) §exp(2|6|éT|D(,3)’ﬁ). (4.6)

Thus, using Holder inequality, we find that

M 2 — 1 2
|| <|=| exp(2ICl=T|D(B)|)
D(B) ow dme T g 2
% Z)»izm%’dzmw/ Ajdszd (/ (Gﬁ(v,x)—G(v,x))e,(x) dx) dv. (4.7)
0 Q

Since (3.13), we know that

4 2=2a _ dm-2d dm-2d | 4-da _m-2

WP < (D)) T < c,amd)| D) ¢

which leads to

a2

2 =1 2 i, ate_m2
|J3(0)]" < exp(2[Cla T|D(B)|=@)|D(p)| ¢ & =

T
2
X./o ||Gﬁ(l),')—G(V,')||Hdm4;n2d(n)d\)

=|—

M |* 1 2 ip 4t _m2
exp(2[Cla T|D(B)|=@)|D(B)| ¢ & ~

x |G - G|? dmzd - (4.8)
L2(0,T;H 4m (Q))

Page 11 of 22
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Noting that Sobolev embedding

dm

L2(0, T; L"(Q)) — L*(0, T; H 5 (),

we derive that

IGs - G IIiZ(0 i g S C(d, m)|Gp ~ Gl iy < BCld, m). (4.9)
Combining (4.8) and (4.9), we obtain that
CM — 2 W 220 m=2
[7a(0)| < == exp(ICI= T[D(B)|*) | D(B)| 7" %~ p. (4.10)

Here, the hidden constant depends on d, m. Combining (3.16), (3.18), (4.10) and looking
at (4.2), we arrive at

p_m=2
d

[V () = Vot ) s S exp (112 T|D(B)|#0) [D(B)] <~ p

2y 2-2a
d T da

CM — 1 2 _m=2
+ 7exp(|C|aT\D(,s)|ad)\2)(ﬁ)| . (4.11)

Here, the hidden constant depends on d, m, T, C;.

On the other hand, similar to (3.22), for any z € L>(0, T; H"*(R2)), we also get the fol-

lowing estimate:

~ _2%
” M(t, ) — VB (t: ) HHI’(Q) = (Cv)_5 }D(ﬁ)‘ d ”u“LOO(O,T;HP*‘S(Q))' (4'12)
In conclusion, we obtain the desired estimate
V, < C L T|D %1 D %7”‘@'*72
t,-) — t,- 7 « Z
e, ) = Vi )IILH%(Q)NeXp(I |« T|D(B)|*?)|D(B)| B
CM —1 2 W, 200 m2
+ TGXP(ICI‘Y T|D(B)|=@)|D(B)| ¢ " % ~ > g
~ s %
+C(d, p)(C)°|D(B)|” 7 lull oo 0, im0+ (-
The proof is completed. d
5 Regularization in LP space under nonlinear source term

In this section, we consider the Cauchy problem for nonlinear problem. Indeed, we will

focus on Problem (2.7). For the sake of brevity, we denote the operators

Pty = ZEa,1()»jt°’) [/;2 v(x)e;(x) dx]e/(x) (5.1)
j=1
and
Palty =) tEar(Ait%) [ /Q v(x)e;(x) dx:|ej(x), (5.2)

j=1
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and

o0

Pa(tyv=> 7 Equ(3it%) [ /Q v(x)e;(x) dx] e (%) (5.3)

j=1

for any v € L*(€2). We rewrite the mild solution as the following form:
t
e, ) = PO+ Pag+ [ (=) Pt = )G (003 0,) v 5.4
0

By using the Fourier method, we approximate Problem (2.7) by a new integral equation.
Before providing this integral equation, we need to introduce the operator Sg, which is the
orthogonal projection onto the eigenspace span {e;, A; < R} for any R > 0. Let any function
6 € L*(Q2), then we provide the truncation operator Sz as follows:

)»/'SR

SEDY ( fQ 0(x)e;(x) dx>ej(x). (5.5)

Jj=1

Let us assume that the Cauchy data (i, ) is noisy by the observation data (¥, ¢p) €
LP(Q) x LP(R2) such that

I —Vplir) + lo — @sllr@) < B. (5.6)

Since this observation data (¥4, ¢g), we can construct a regularized solution as follows:

t
Zy(t,x) = P1(t)Sr, ¥p + P2(t)Sr, 0 + /(; P (£~ v)Sgy G(v,x,Z,g(v,x)) dv. (5.7)

Integral equation as above is called “regularized problem” Our main purpose in this sec-
tion is to
« Show the existence and uniqueness of the mild solution to regularized problem (5.7);
« Estimate the upper bound of the regularized solution Zg and the sought solution u on

L™ space.

Theorem 5.1 Let the observed data (Y, ¢p) € LP(2) x LP(S2). Then Problem (5.7) has a
unique solution Zg € L>°(0, T;Ldz—i(flr (2)). In addition, we get the following bound:

_dv-2 1
" (Rp)™ % exp(R; T) Vgl

1Zs |l 24 <2
L3°(0,T;L d-4r ()

M| dn
+2aple E‘(Rﬂ) 7] exp(RgT)”GOﬂ”LP(Q) (5.8)

d

1
Joranya>Rg and 0 <r<$.

Proof Let w € H4(R2). Then, for any ¢’ > g, we have the following estimate by a simple
computation:

2\ %
| PLO)Sry W] ) = ( > 2q|1;a,1(x,ﬂ)|2qu< /Q w(x)e;(x) dx> ) . (5.9)

Aj=Rp
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In view of inequality (2.3) of Lemma (2.3), if A; < Rg then we find that

712 712
3 E ()P < '%‘ 3 M exp(2371) < ‘M (e M exp(2RS ). (5.10)
o o

From the two observations above, we deduce that
M . 1
||P1(t)SRﬂw||Hq/(Q) < ‘ ~ ‘(Rﬁ)q 4 exp(Rg t) IWllma () (5.11)
By a similar techniques as above, for any w € H7(S2), we also find that

“PZ(t)SRBW”Hq/(Q) = )‘Il/a

M , 1
- ‘(Rﬁ)q “Texp(Rg £) [ wllmao) (5.12)
and

| Pa(6)Srs W[ e (g '—‘(R,s)q T exp(RE ) [Wlnen- (5.13)

Let a > 0 be a real constant. Denote by L°(0, T;Ld%(ﬂ)) the subspace of L*°(0, T
Ldz—_air (€2)) associated with the following norm:

e = ma exp(-a(T = O 0] g0 o ¥ €L%(0, TLT ().

Let us define a nonlinear map M : L°(0, T;LZZ—% () — LX(0, T;Ldz—ir (2)) by

t
Mz(t,x) = ’Pl(t)SRﬁ Vg + Pg(t)SRﬁ @p + / Ps(t - v)SRﬁG(v,x, z(v,x)) dv. (5.14)
0
By inserting z = 0 into the above expression, we get immediately that
M(z=0) = Pr(6)Sr, Vs + Pa(6)Sr, 0p-

We aim to show that M(z =0) € L°(0, T} Ld% () for0<r«< 4 .Inview of the embedding
H'(Q) — Lz 4r(Q) and (5.11) with g’ =r>0and g = dp 24 _ 0, we find that

|P1(£)Sr, ¥ ||Ld%(m S 1 Pu(6)Sry v |

Hr ()

< M|,y (RS )l
< 4P ex ot dp-2d
o B p Vg . p4p2 @

It is obvious to see that the Sobolev embedding

dp-2d

IF(Q)—H % (Q) (5.15)

since 1 < p < 2. Thus, we find that

M
||P1<t)SRﬁwﬁllLaz_dT(ms| ‘Rﬂ) 5 exp(RE 1) 105l (5.16)
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By a similar argument as above, we also show that

~1/a M r— =2 :
[P2@Sey sl g, o S33M | | R exp(RED)Igpluria: (517)

From the two observations above, we can deduce that M(z = 0) € L3°(0, T;Ldz—*ir (2)).
Let any two functions z1,z, € L°(0, T; Ldz—*ir (2)) for any a > 0. Then we have the follow-

ing identity:
t
Mz (E,x) — Mzy(t,x) = / Ps(t - v)SRﬂ (G(v,x, zl(v,x)) - G(v,x, zz(v,x))) dv. (5.18)
0

By looking at estimate (5) with ¢’ =  and g = 0, we get the following evaluation:

| P38 = v)Sg,y (G (v,%,21 (v, %)) = G(v, 2, 22(v,2))) | g

=

1-a
<A

. (Rﬁ)ql_q exp(Rg (t- v)) ”G(v, »z1(v, -)) - G(v, -~ 22(v, -)) ”L2(sz)

1= | M , 1
= Lg)\'la ‘ E ‘(Rﬂ)q - eXP(Rg (t - U)) ||Zl(])¢ ) - Z2(”7 ) ||L2(Q)

M

Lo / 1
<Lea" o (Rg) ™1 CXP(RE (t- U)) ||ZI(V: )=z (v, .)”Lﬂ% @ (5.19)

where we have used the global Lipschitz function of G and the Sobolev embedding
L*(Q) — LZ% (). It follows from (5.18) that

eXp(—ﬂt) H =le (t: ) - MZZ(t: )}

H"(2)
_ le .
_ MLgh" Ry
N o
¢ 1
X / exp[(Rg - a)(t - v)] exp(—av) ||zl(v, ) = z(v, )H 24 dv. (5.20)
0 Ld-4r (Q)
Recall that
lor =22l 2 o 5= esssupexp(-av) 210, ) =220 e
and we get

exp(—at) || Mzi(t, ) — Mzy(t, ) H

2d
Ld-4r (Q)

< exp(—at) ” Mz (2, ) — Mz (2, ~)‘

H" ()
— 177‘1 /
ML, ® (Rg)74 4 1
<7t B /ex Rg —a)t-v)|dv |lz1 -z
< ” A P[( B )( )] llz1 2”Lg°(o,T;Ld%r(9))

— la ,
ML (Rg)T™1
<M R

2d. )
ao 2(0,T;L d-4r ()
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where we can verify the following inequality:

/t exp[—a(t - v)] exp[Ré (t- v)] dv < 1
0

a

1
for any a > Rg. Also we apply the embedding H"(€2) — L7% (R2) to find that

. la ,
ML LY (Rg)?1 71
< wllzl -2 . (5.21)

| Mz1 - J4Z2H u = 24
00 (0, T;L d-4r () ao L3°(0,T;Ld=4r ()

By choosing a such that

N ,
- 2MLgh® (Rg)T ™1
- o

’

l-a O(
MLgA (R,g)
ao

we know that < 1/2. Hence, together with the fact that

M(z=0) € L2(0, T; LE5 (),

we can say that M is a contraction in L°(0, T;Ldz—_ir (€2)). By applying the Banach fixed
point theorem, we can deduce that M has a fixed point Zg € L3°(0, T;Ldz—_i (€2)). In the
following, we continue to estimate the upper bound of Zg. By letting z; = Zg and 2, =0
into (5.21), we find that

1
| MZp = Pr(OSey v = oS, 0] o = 512! w . (5.22)

(0, TLd & LS°(0,T;Ld-4r (%))

Due to the fact that MZg = Zg and combining (5.16) and (5.17), we find that

l ﬁ”

OTLd & 7 ()
=||M
= ﬁ” w001 % @
||771(L‘)SR,5¢,3 +P2(t)SR5¢)ﬁ|| OTLdeiL ;@) —|| ﬁ|| 0TLd4 )
_dp-2d 1
% exp(Ry T) ¥l
_ w2
F ATV RS T T ex R T +— Z
| Re T exp(Ry T sy + 512l
Thus, we arrive at the desired result. O

The following theorem provides the error between the regularized solution and the ex-
act solution in the space of L? type when the noisy data in L.

Theorem 5.2 Let us assume that Problem (1.1)—(1.2) has a unique solution u € L*°(0, T
H™4(2)) N L>(0, T; G, (RQ)) for any § >0 and 0 < r < % and s > r. Let the observed data
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(Vg, @p) € LP(R2) x LP(R2) satisfy (5.6) and 1 < p < 2. Let us choose Rg such that
lim R lim (R - Ré T
lim Ry -oo,ﬂlir})( p)" % exp(R5T)B =0. (5.23)
Then the following estimate holds:
’”—dpz;;zd é r—s -3
2606 - e, )] e S max((Re)™ "7 exp(RG T)B, (Rp)'™, (Rp)™)- (524)

Remark 5.1 Let us choose Rg = (I_T")"‘ log"‘(%) for any 0 < u < 1. Then the error between
the regularized solution Zgz and the exact solution # in Ld% (R2) is of order
dp-2d

o ()] )] )] )

Proof 1t follows from (5.4) that

t
Sru(t,x) = P1()SrYr + Pa(£)Sge + f (t —v)* ' P3(t - v)SRG (v, %, u(v,x)) dv.  (5.25)
0
This implies that

||Zﬂ(tr ) - I/l(t, ) ||L2(Q) = ||Zﬂ(tr ) - Sng Ll(t, ) ||L2(Q) + ||SR3 I/l(t, ) - M(t, ) HLZ(Q)

= (1) + (II). (5.26)

Let us first treat the term (). Indeed, by the definition of Zg as in (5.7) and (5.25), we arrive

at

|Zs(2,) = Srg1u(t, )] 12

< | PL@®)Srs¥5 - Pr(t)Sks ¥ ||Lz(9) + || P2(&)Srep — P2()Sre ||L2(Q)

+ /t(t —v)* Py (¢ - V)Srs (G (v, Zp(v, %)) = G(v, %, u(v,x))) dv. (5.27)
0

dp-2d

o <0, we find that
p

In view of the estimate (5.11) with ¢’ =0 and g =

| PL@OSks Y5 = PrOSes ¥ | 1200
< ”'P1(t)§1eﬁ Vg — Pl(t)SRﬂlﬁ”Ld%rm)
M

o

/S ”Pl(t)SRﬁ(wﬂ - 1//)||HV(Q) =<

’( )_dpizd ( : )||1/f -l
R @ exp(RS ¢t dp-2d
B plig B _p‘Lp_( )

dp-2d 1

M _dp-2d 1 M _dp-2d 1
S‘g’(Rﬁ) a eXP(Rgt)||1/’ﬁ—1//||LP(Q)§‘E‘(Rﬁ) ¥ exp(Rg )8,
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where we have used (5.15) to get the last estimate. By a similar explanation, we obtain the
estimate for the second term on the right-hand side of (5.27) as follows:

||P2(t)SRﬁ @p — P2(t)Ser, “LZ(Q)
< | P2()Sry 05 - Pz(t)SRﬁgonLa%(Q)

S || Pa(6)Sry 05 — Pa(8)Srs 0|

H"(%)
M| _dp2d m
<07 gy 7 exp(Rgt)H‘Pﬂ_(/’”H%(m

dp-2d 1

M _dp-2d _
;‘(R,s) Kz exp(Rgt)llgo,g—<p||u;<g)§)»1”“

dp-2d 1

M _dp-2d 1
SJAIM’ ;’(Rﬂ) ap exp(Rgt),B.

We continue to consider the third term on the right-hand side of (5.27). Indeed, we get

/t(t —V)*Ps(t = v)Se(G(v, % Zp(v, %)) = G(v, %, u(v,x))) dv
0

L12(Q)
1o |M [! 1
<2 2 [ 0= 0) 610, Z0001) = 600 ) g
e | M| [t 1
< Lgh® E‘/o exp(Rg(t—v))”Z,g(v,-)—u(v,-)HLz(Q)dv. (5.28)

From two above observations and (5.27), we find that

||Zﬂ(t; ) - SRM(t, ) HLz(Q)
dp-2d 1

M dp=2d
< (A7M+ l)lg‘(R,g) £ exp(Rg t)B

e | M| [t 1
+ Lok ” ;’/0 exp(Rg(t—v))”Zﬂ(v,)—u(v,-)”Lz(Q)dv. (5.29)

Next, we continue to provide the following estimate:

2

ua(e) - Sryult, -) ||L2 o = exp(-2(T - t))»j“‘l )k}-’zs exp(2(T - t)kl,‘l? )Afs(u(t), ej)2
()

)L1>R5
1
< (Rp)~*exp(~(T - )R} )B, (5.30)
where we remind that
1
_ nd 1 2\’
B =esssup (Z 27 exp(2T - A7 )(ult), e) ) < Nl ries, @) (5.31)
0<t<T 3
<=7 \3

Combining (5.29) and (5.30), we arrive at the following estimate:

|1Zp(t, ) - ult, ) ”Lz(sz)

= ”Z/S (t) ) - SRﬂu(t7 ) HLZ(Q) + ”M(t) - SRg M(t, ) ”LZ(Q)



Phuong et al. Boundary Value Problems (2022) 2022:100 Page 19 of 22

M _dp-2d 1 1
< (A7M+ 1)‘5‘(13,3) - exp(R5t)B + (Rp)*exp(~(T - t)R; )B

e | M| [t 1
+ Lok ;‘/o exp(Rg(t—v))”Zﬂ(v,-)—u(v,~)HL2(Q)dv. (5.32)

1
Multiplying both sides of the above expression by exp(R b (T - t)), we obtain that

exp(Rﬁ(T )| Zs(t,-) - ult ||L2

1/« p—2d _
M( ,3)_ £7 exp(R"‘ T)B + (Rs)™ B

l-o
ML, (! 1
+ gilf exp(Rg (T - v)) ||Zﬁ(v, D —u(v, -)||L2(Q) dv. (5.33)
0

By using Gronwall’s inequality, we get that
1
exp(Rg (T - t)) ||Z,s (t,-) —u(t,-) ”Lz(g)

Af(y -1 2 I;J
< [M(Rﬁ)%d exp(RE T)B + (Ry) SB} exp( ML"%) (5.34)

This implies that

125069 - 6] g

ATV 4 1)

M _dp-2d 1 _
< exp(R"‘ (t- T))|: (Rg) % exp(Rg T),B + (R,g)SB]. (5.35)

Our next aim is to considering the quantity || Zg(¢,-) — u(t, )|lwr (). Using the triangle

inequality, we arrive at

||Z/3(tr ) - Lt(t, )| H7 (2) =< ”Z,B (t; ) - SRﬁ u(t; )| H" () + ”Sng u(t; ) - u(t: )| Hr () (5'36)
We control the first term on the right above as follows:
Aj=Rg 2
|Zs(t, ) - Srsult, )| e < Z A (/Q (Zp(x, 1) — ulx, 1)) e;(x) dx)
j=1
= (Rﬂ)r ||Zﬁ (t’ ) - SRB M(t, ) HLZ(Q) (537)

The second quantity on the right-hand side of (5.36) is bounded by

2
r@= | 2 ’\b( f Jej(x )dx>

Aj>Rp

2
= Z AT 25k2’*25 (/ u(x, t)e;(x) dx)

\)\>Rﬁ

”SRﬂu(t: ) - M(t, ) |
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< (Rp)® N2l Loo 0, 757+8 22y (5.38)

where

[ 2
”M”Loc (0,T;H"3(2)) > Z )\?HZS (/ I/l(x, t)ej(x) dx) .
=1 @

Combining (5.36), (5.37), and (5.38) together with (5.35), we get that

|25t ) = u(z, )|

Hr(Q)

<(Rp)' | Zp(t,-) - Sryult, -) HLZ(Q) + (Rp) ™ Nlull oo 0, T3mr+3 (<)

1 MY +1) _dp-2d
<exp(Rj (t-T)) [1#

(Rg) ™ % exp(Ré T),B + (Rﬂ)’_SE]

+ (Rg) ™ |ll oo 0, 73817+5 (- (5.39)

Using the embedding H"(€2) — Ld%_ir (2), we deduce that

||Zﬁ(t) ) - M(t, ) ||Ld2—7‘1r(9) S/ ||Zﬁ(t7 ) - M(t) )| H(Q)

< max((Ry)™" " exp(RE T)B, Ry)™,(Rp)™).  (540)

6 Conclusion

We consider the Cauchy problem for an evolution equation with the Caputo fractional
derivative. The most important feature of the paper is that the problem is not well posed
in the sense of Hadamard. Throughout this work, the homogeneous case, the inhomoge-
neous case, and the nonlinear case are investigated in turn. For each case, we construct
a regularized solution by using the Fourier truncation method. In addition, using Cauchy
data in L” spaces, p # 2, by some embeddings linking the Hilbert scale-spaces and the
Lebesgue spaces, we derive error estimates between regularized solutions and exact solu-

tions.
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