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Abstract
We study the scattering theory of solutions to the quasilinear wave equations with
null conditions and small initial data in two dimensions. Based on the scattering
profile that was described precisely in He–Liu–Wang (J. Differ. Equ. 269(4):3067–3088,
2020), we establish precise estimates for the difference of the solution and the
scattering profile. Therefore, collecting the results in this paper and those in
He–Liu–Wang (J. Differ. Equ. 269(4):3067–3088, 2020), we have given a basically
systematic study on the long-time behavior of a small data solution to the 2D wave
equation with null conditions.
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1 Introduction and main results
1.1 Introduction
We consider the Cauchy problem for the two-dimensional quasilinear wave equations
with null conditions:

⎧
⎨

⎩

∂2
t u – �u = gjk(∂u)∂2

jku, (t, x) ∈R+ ×R
2,

u(0, x) = εu0(x), ∂tu(0, x) = εu1(x),
(1.1)

where we used the convention that repeated upper and lower indices are summed over
j, k = 0, 1, 2 and ∂0 = ∂t , ∂i = ∂xi , i = 1, 2. Without loss of generality, we impose the symmetry
constraint on the coefficients gjk as follows:

gjk(η) = gkj(η), ∀j, k = 0, 1, 2, ∀η ∈R
3. (1.2)

Furthermore, we restrict gjk to be smooth real functions vanishing at the origin, and hence

gjk(η) = gjk,lηl + hjk,lmηlηm + rjk(η), rjk(η) = O
(|η|3), (1.3)

where gjk,l and hjk,lm are constants, and rjk are smooth functions. Since our work is based
on the global well-posedness theory of the system (1.1) by Alinhac [2], we assume that
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(u0, u1) are smooth functions with compact supports. To proceed further, we define g(ω) =
gjk,lωjωkωl , h(ω) = hjk,lmωjωkωlωm, where ω = (ω0, w1, w2) ∈ R

1+2 and –ω2
0 + ω2

1 + ω2
2 = 0,

then we introduce both null conditions from [2]

g(ω) ≡ 0, h(ω) ≡ 0. (1.4)

For simplicity of presentation, we assume that

rjk ≡ 0, supp(u0, u1) ⊆ B1 =
{

x ∈R
2 : |x| ≤ 1

}
. (1.5)

Let us denote

σ = r – t, x = r(cosϕ, sinϕ), r = |x| =
√

x2
1 + x2

2,

and it is well known that for the solution uL of 2D linear wave equations with smooth and
compactly supported initial data (u0, u1), there exists a smooth function F = F(σ ,ϕ) such
that for the arbitrary multiindex I

∣
∣
∣
∣∂

α
I
(

uL(t, x) –
1√
r

F(σ ,ϕ)
)∣

∣
∣
∣ ≤ Cα,I(1 + t)– 3

2
(
1 + |σ |) 1

2 , if r ≥ t
2

> 1, (1.6)

where 
I is a product of order |I| of the Klainerman vector fields:

S = t∂t + r∂r , � = x1∂x2 – x2∂x1 , ∂xj , ∂t , j = 1, 2, (1.7)

and F is the so-called Friedlander radiation field, see Theorem 6.2.1 of [9]. In the case n = 2
and the null condition g(ω) ≡ 0 is satisfied, Alinhac [1] introduced the slow time variable
s = ε2 ln(1 + t) and made the ansatz (see [1, 2]), which indicates that the solution admits
the asymptotic expansion

u(t, x) ≈ ε√
r

U(s,σ ,ϕ), (1.8)

for some function U and σ , ϕ defined as above. Moreover, if both null conditions (1.4)
are satisfied, then the global existence was established by Alinhac in [2], one can also refer
to [3] and [10]. More precisely, for ε > 0 small enough and any integer N ≥ 7, the global
solution u of (1.1) satisfies

EN (t) =
∑

|I|≤N

∥
∥∂
Iu(t, ·)∥∥L2(R2) ≤ Cε(1 + t)cε2

,

EN–2(t) =
∑

|I|≤N–2

∥
∥∂
Iu(t, ·)∥∥L2(R2) ≤ Cε.

(1.9)

Furthermore, for |I| ≤ N
2 , one has the linear decay estimate as follows:

∣
∣∂
Iu(t, x)

∣
∣ ≤ ε(1 + t)– 1

2
(
1 + |r – t|)– 1

2 . (1.10)

Recently, He, Liu and Wang [8] obtained a result about the asymptotic behavior similar to
(1.6):
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Proposition 1.1 Suppose that the conditions (1.3)–(1.5) are satisfied. Let u be the solution
of (1.1) satisfying (1.9) and (1.10), then there exists a function U = U(s,σ ,ϕ) satisfying

∥
∥∂σ U(s,σ ,ϕ)

∥
∥

L∞
σ

� ε, ∂s∂σ U(s,σ ,ϕ) = O
(
ε2e– 1

2 s), (1.11)

such that u satisfies the asymptotic behavior

sup
|I|≤ N

2

∣
∣
∣
∣∂∂ I

(

u(t, x) –
1√
r

U(ln t, r – t,ϕ)
)∣

∣
∣
∣ � εt– 3

2 +, (1.12)

for r ≥ t
2 > 1, where r = |x| and x/|x| = (cosϕ, sinϕ).

1.2 Main results
In this paper, we give a complete description of the asymptotic behavior of u. More specifi-
cally, we establish estimates of ∂(u – U/

√
r) under the action of general Klainerman vector

fields. The main result is the following:

Theorem 1.2 Suppose that the conditions (1.3)–(1.5) are satisfied. Let u be the solution of
(1.1) satisfying (1.9) and (1.10). Then, for the function U = U(s,σ ,ϕ) in Proposition 1.1 and

 ∈ {�, S}, u satisfies the asymptotic behavior

sup
|I|≤ N

2

∣
∣
∣
∣∂
I

(

u(t, x) –
1√
r

U(ln t, r – t,ϕ)
)∣

∣
∣
∣ � εt– 3

2 +, (1.13)

for r ≥ t
2 > 1, where r = |x| and x/|x| = (cosϕ, sinϕ).

Remark 1.3 By delicate analysis, we show that ∂
Iu admits representation similar to that
of ∂u (see (3.18) in [8]). This observation allows us to control ∂
I(u – U/

√
r) by the es-

timates of the corresponding profile function f (
Iu). Now, the key point here is how to
understand the relationship between the profile f (
Iu) and the action of 
I on f (u). For-
tunately, we are able to write f (
Iu) in terms of 
J (f (u)), |J| ≤ |I| with a delicate inductive
argument. Finally, we establish the improvement from (1.12) to (1.13) by some delicate
computations, which generalizes the conclusion in Proposition 1.1.

This paper is organized as follows: In the next section we state the main idea of the
proof and list some necessary a priori estimates. In Sect. 3 we utilize the a priori estimates
together with the asymptotic expansion of the oscillatory integral to establish the expected
estimates.

2 Preliminaries
We first give a sketch of the proof. For the real-valued solution u of (1.1), we set

f := eit|∇|(∂t – i|∇|)u, (2.1)

where f is called the profile function for u and satisfies the following equality

∂t f = eit|∇|(∂t + i|∇|)(∂t – i|∇|)u = eit|∇|(�u). (2.2)
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By (2.1), we can write the solution as

u = –
Im(e–it|∇|f )

|∇| = –
1

2π
Im

∫

R2
eix·ξ e–it|ξ |̂f (t, ξ )

|ξ | dξ . (2.3)

Then, using the polar coordinate on the phase plane, for fixed x ∈ R
2, we denote x

|x| =
(cosϕ, sinϕ), ρ = |ξ | and ξ

|ξ | = (cos(θ + ϕ), sin(θ + ϕ)), thus

u(t, x) = –
1

2π
Im

∫ ∞

0
eiρ(r–t) dρ

∫ π

–π

eirρ(cos θ–1)̂f
(
t,ρ cos(θ + ϕ),ρ sin(θ + ϕ)

)
dθ . (2.4)

This kind of representation in (2.4) appeared in [6], one can also refer to [4], [5], [7], and
[8]. For every fixed ρ , the inner integral with respect to θ in (2.4) is an oscillatory one. By
the advantage of the property of this oscillatory integral, the authors of [8] constructed an
approximate profile function U as the following:

U(s,σ ,ϕ) = – Im
∫ ∞

0
eiρσ f̂ (es,ρ cosϕ,ρ sinϕ)√

2π iρ
dρ, (2.5)

and the approximate estimate (1.12) was obtained. In this paper, we apply delicate compu-
tation to show that ∂
Iu admits similar representation, we shall explain how our analysis
relies on the explicit properties of the approximate profile together with the inductive
method. Then, by some crucial observations of the structure of the representation for-
mula, we manage to control the decay speed of the error term in ∂
I(u – U/

√
r), and

(1.13) follows immediately. For this aim, we first recall some necessary a priori estimates
from [8].

Lemma 2.1 If f is the profile function defined by (2.1), then for 
 ∈ {∂ ,�, S} and each I ,
|I| ≤ N

2

∥
∥
̂I∂t f (t, ·)∥∥L2

ξ
� ε2(1 + t)– 3

2 , (2.6)

and

∣
∣
̂I∂t f (t, ξ )

∣
∣ � ε2〈ξ 〉–15(1 + t)–1 ln(1 + t). (2.7)

Furthermore,

∥
∥
̂I f (t, ·)∥∥L2

ξ
� ε, (2.8)

and

∣
∣
̂I f (t, ξ )

∣
∣ � ε〈ξ 〉–15(ln(1 + t)

)2. (2.9)

3 Proof of Theorem 1.2
In this part we prove (1.13). Based on the results in [8], we utilize the idea of formula (2.4)
and some delicate computations to show that for general Klainerman vector fields, the
estimate in (1.12) could be generalized to (1.13).
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In the proof of (1.13) we only deal with the case ∂ = ∂t , for that the case ∂ = ∂x can be
treated completely analogously.

3.1 � = �

For a function v = v(t, x), we can define a map:

v �−→ f (v) = eit|∇|(∂t – i|∇|)v.

Hence,

∂tv(t, x) =
1

2π
Re

∫

R2
eix·ξ–it|ξ | f̂ (v)(t, ξ ) dξ . (3.1)

On the other hand, a direct computation shows that for any index I ,

�I f = �I(eit|∇|(∂t – i|∇|)u
)

= eit|∇|(∂t – i|∇|)�Iu = f
(
�Iu

)
. (3.2)

Thus,

∂t
(
�Iu

)
(t, x)

= Re
(
e–it|∇|f

(
�Iu

))
(t, x)

=
1

2π
Re

∫

R2
ei(x·ξ–t|ξ |)�̂I f (t, ξ ) dξ

=
1

2π
Re

∫ ∞

0
eiρ(r–t)ρ dρ

∫ π

–π

eirρ(cos θ–1)�̂I f
(
t,ρ cos(θ + ϕ)ρ sin(θ + ϕ)

)
dθ .

(3.3)

Recall that in Lemma 2.1, f̂ and �̂I f admit the same estimate, thus the last line of (3.3) has
the same property as the formula (3.18) in [8]. In fact,

∣
∣
∣
∣

∫ t–1+δ

0
eiρ(r–t)ρ dρ

∫ π

–π

eirρ(cos θ–1)�̂I f
(
t,ρ cos(θ + ϕ),ρ sin(θ + ϕ)

)
dθ

∣
∣
∣
∣

≤
∫ t–1+δ

0

∣
∣�̂I f

(
t,ρ cos(θ + ϕ),ρ sin(θ + ϕ)

)∣
∣ρ dρ

�
∫ t–1+δ

0
ε〈ρ〉–15(ln(1 + t)

)2
ρ dρ � ε(1 + t)–2+2δ ,

(3.4)

where δ is a positive constant that could be chosen arbitrarily small, hence we have

∂t
(
�Iu

)
(t, x)

=
1

2π
Re

∫ ∞

t–1+δ

eiρ(r–t)ρ dρ

∫ π

–π

eirρ(cos θ–1)�̂I f
(
t,ρ cos(θ + ϕ),ρ sin(θ + ϕ)

)
dθ

+ O
(
ε(1 + t)–2+2δ

)
.

(3.5)

For the remaining part, where ρ ≥ t–1+δ , we have λ = rρ ≥ tδ → ∞ as t → ∞. Conse-
quently, we will apply the asymptotic expansion in [11] to the inner integral

∫ π

–π

eirρ(cos θ–1)�̂I f
(
t,ρ cos(θ + ϕ),ρ sin(θ + ϕ)

)
dθ .
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For this aim, we use the cut-off function χ ∈ C∞(R) defined as follows

χ (y) =

⎧
⎨

⎩

1, –1 ≤ y ≤ 1,

0, |y| ≥ 2,
(3.6)

and rewrite (3.5) as

∂t
(
�Iu

)
(t, x)

=
1

2π
Re

∫ ∞

t–1+δ

eiρ(r–t)ρ dρ

∫ π

–π

eirρ(cos θ–1)χ

(
10θ

π

)

× �̂I f
(
t,ρ cos(θ + ϕ),ρ sin(θ + ϕ)

)
dθ

+
1

2π
Re

∫ ∞

t–1+δ

eiρ(r–t)ρ dρ

∫ π

–π

eirρ(cos θ–1)
(

1 – χ

(
10θ

π

))

× �̂I f
(
t,ρ cos(θ + ϕ),ρ sin(θ + ϕ)

)
dθ

+ O
(
ε(1 + t)–2+2δ

)

=: I + II + O
(
ε(1 + t)–2+2δ

)
.

(3.7)

As for the principal term I , we apply Stein’s lemma of an oscillatory integral (see Sect. 8.1.3
of [11], one can also refer to Lemma 3.1 of [8]) to obtain

I =
1

2π
Re

∫ ∞

t–1+δ

eiρ(r–t)
(√

2π

irρ
�̂I f (t,ρ cosϕ,ρ sinϕ) + O

(
A(rρ)– 3

2
)
)

ρ dρ,

where

|A| �
∑

|J|≤3

∥
∥�̂J�I f (t,ρ cosϕ,ρ sinϕ)

∥
∥

L∞
ϕ

� ε
(
ln(1 + t)

)2,

hence,

I =
1√
r

Re
∫ ∞

t–1+δ

eiρ(r–t)
√

ρ

2π i
�̂I f (t,ρ cosϕ,ρ sinϕ) dρ + O

(
ε(1 + t)– 3

2 +2δ
)

=
1√
r

Re
∫ ∞

0
eiρ(r–t)

√
ρ

2π i
�̂I f (t,ρ cosϕ,ρ sinϕ) dρ + O

(
ε(1 + t)– 3

2 +2δ
)
.

For the remaining term II in (3.7), one can integrate with respect to ρ , then by the relation
ρ∂ρ f̂ = t∂t̂ f – Ŝf – 2̂f ,

II =
1

2π
Re

∫ π

–π

(

1 – χ

(
10θ

π

))

dθ

∫ ∞

t–1+δ

∂ρeiρ(r cos θ–t)

i(r cos θ – r)

× �̂I f
(
t,ρ cos(θ + ϕ),ρ sin(θ + ϕ)

)
ρ dρ

=
1

2π
Re

∫ ∞

t–1+δ

e–itρ dρ

∫ π

–π

eirρ cos θ

i(t – r cos θ )

(

1 – χ

(
10θ

π

))
(
t̂∂t�I f – �̂I f – Ŝ�I f

)
dθ

=
1

2π
Re

∫ ∞

t–1+δ

e–iρ(t+r) dρ

∫ π

–π

eirρ(cos θ+1)

i(t – r cos θ )

(

1 – χ

(
10θ

π

))

χ

(
10(π – θ )

π

)
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× (
t̂∂t�I f – �̂I f – Ŝ�I f

)
dθ

+
1

2π
Re

∫ ∞

t–1+δ

e–itρ dρ

∫ π

–π

eirρ cos θ

i(t – r cos θ )

(

1 – χ

(
10θ

π

))(

1 – χ

(
10(π – θ )

π

))

× (
t̂∂t�I f – �̂I f – Ŝ�I f

)
dθ

=: II1 + II2.

For II1 we can apply Lemma 3.1 in [8] for φ(θ ) = cos θ + 1 and V = {θ : |θ – π | ≤ π
5 } to

derive

II1 =
1

2π
Re

∫ ∞

t–1+δ

e–iρ(t+r)
(√

2π

irρ
1

i(t + r)
(
t̂∂t�I f – �̂I f – Ŝ�I f

)
(t,ρ cosϕ,ρ sinϕ)

+ O
(
B(rρ)– 3

2
)
)

dρ,

where

|B| �
∑

|J|≤3

∥
∥
∥
∥�J

(
t̂∂t�I f – �̂I f – Ŝ�I f

t – r cos θ

)∥
∥
∥
∥

L∞
θ

� ε
(ln(1 + t))2

1 + t
,

thus a direct computation derives II1 = O(ε(1 + t)– 3
2 +2δ). For II2, if the integrand of II2 does

not vanish, then | sin θ | ≥ sin π
10 > 0, thus one can integrate by parts with respect to θ to

obtain

|II2| �
∫ ∞

t–1+δ

1
ρr(t – r cos π

10 )
∑

|J|≤1

∥
∥�J(t̂∂t�I f – �̂I f – Ŝ�I f

)∥
∥

L∞
ϕ

dρ � O
(
ε(1 + t)–2+2δ

)
.

Therefore, we obtain that

∂t
(
�Iu

)
(t, x)

=
1√
r

Re
∫ ∞

0
eiρ(r–t)

√
ρ

2π i
�̂I f (t,ρ cosϕ,ρ sinϕ) dρ + O

(
ε(1 + t)– 3

2 +2δ
)
.

(3.8)

On the other hand, by (2.5) we have,

∂t�
I
(

1√
r

U(ln t, r – t,ϕ)
)

= ∂t

(

–
1√
r

Im
∫ ∞

0
eiρ(r–t) �̂

I f (t,ρ cosϕ,ρ sinϕ)√
2π iρ

dρ

)

=
1√
r

Re
∫ ∞

0
eiρ(r–t)

√
ρ

2π i
�̂I f (t,ρ cosϕ,ρ sinϕ) dρ

–
1√
r

Im
∫ ∞

0
eiρ(r–t) �̂

I∂t f (t,ρ cosϕ,ρ sinϕ)√
2π iρ

dρ.

(3.9)

Thus, we obtain
∣
∣
∣
∣∂t�

I
(

u(t, x) –
1√
r

U(ln t, r – t,ϕ)
)∣

∣
∣
∣

� εt– 3
2 +2δ +

∣
∣
∣
∣

1√
r

Im
∫ ∞

0
eiρ(r–t) �̂

I∂t f (t,ρ cosϕ,ρ sinϕ)√
2π iρ

dρ

∣
∣
∣
∣.
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By (2.7),

∣
∣
∣
∣

∫ ∞

0
eiρ(r–t) �̂

I∂t f (t,ρ cosϕ,ρ sinϕ)√
2π iρ

dρ

∣
∣
∣
∣

�
∫ ∞

0
ε〈ρ〉–15ρ– 1

2
ln(1 + t)

1 + t
dρ � ε(1 + t)–1+2δ ,

(3.10)

therefore we have proved

∣
∣
∣
∣∂t�

I
(

u(t, x) –
1√
r

U(ln t, r – t,ϕ)
)∣

∣
∣
∣ � ε(1 + t)– 3

2 +2δ if r ≥ t
2

. (3.11)

3.2 � = S
This case is a little involved. First, note that

S
(
f (v)

)
= Seit|∇|(∂t – i|∇|)v = eit|∇|S

(
∂t – i|∇|)v = eit|∇|(∂t – i|∇|)Sv – eit|∇|(∂t – i|∇|)v

�⇒ f (Sv) = S
(
f (v)

)
+ f (v) �⇒ f

(
SIv

)
= (S + Id)I f (v). (3.12)

Then, by (3.1), the solution u of (1.1) satisfies

∂t
(
SIu

)
(t, x)

= Re
(
e–it|∇|f

(
SIu

))
(t, x)

=
1

2π
Re

∫

R2
ei(x·ξ–t|ξ |) ̂f

(
SIu

)
(t, ξ ) dξ

=
1

2π
Re

∫

R2
eix·ξ–it|ξ | ̂(S + Id)I f (u)(t, ξ ) dξ

=
1

2π
Re

∫ ∞

0
eiρ(r–t)ρ dρ

∫ π

–π

eirρ(cos θ–1) ̂
∑

|J|≤|I|
cJ SJ f (u)

(
t,ρ cos(θ + ϕ),ρ sin(θ + ϕ)

)
dθ ,

where cJ are constants. By (2.7) and (2.9), ŜJ f (u) and f̂ (u) = f̂ satisfy the same estimate,
thus by an analysis similar to Sect. 3.1,

∂t
(
SIu

)
(t, x)

=
1√
r

Re
∫ ∞

0
eiρ(r–t)

√
ρ

2π i
̂

∑

|J|≤|I|
cJ SJ f (u)(t,ρ cosϕ,ρ sinϕ) dρ

+ O
(
ε(1 + t)– 3

2 +2δ
)

= ∂t

(

–
1√
r

Im
∫ ∞

0
eiρ(r–t)

̂
∑

|J|≤|I| cJ SJ f (u)(t,ρ cosϕ,ρ sinϕ)√
2π iρ

dρ

)

+
1√

r
Im

∫ ∞

0
eiρ(r–t) 1√

2π iρ
̂

∑

|J|≤|I|
cJ∂tSJ f (u)(t,ρ cosϕ,ρ sinϕ) dρ

+ O
(
ε(1 + t)– 3

2 +2δ
)

=: A + B + O
(
ε(1 + t)– 3

2 +2δ
)
.

(3.13)
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We shall handle the terms A and B, respectively. It is clear that

A = ∂t

(

–
1√
r

Im
∫ ∞

0
eiρ(r–t)

̂(S + Id)I f (u)(t,ρ cosϕ,ρ sinϕ)√
2π iρ

dρ

)

= ∂t

(

–
1√
r

Im
∫ ∞

0
eiρ(r–t) f̂ (SIu)(t,ρ cosϕ,ρ sinϕ)√

2π iρ
dρ

)

.

(3.14)

Note that for any function v,

Ŝf (v) = t∂t f̂ (v) – ρ∂ρ f̂ (v) – 2f̂ (v), (3.15)

therefore

–
1√
r

Im
∫ ∞

0
eiρ(r–t) f̂ (Sv)(t,ρ cosϕ,ρ sinϕ)√

2π iρ
dρ

= –
1√
r

Im

(∫ ∞

0
eiρ(r–t) 1√

2π iρ
t∂t f̂ (v)(t,ρ cosϕ,ρ sinϕ) dρ

–
∫ ∞

0
eiρ(r–t) 1√

2π iρ
f̂ (v)(t,ρ cosϕ,ρ sinϕ) dρ

–
∫ ∞

0
eiρ(r–t)

√
ρ

2π i
∂ρ f̂ (v)(t,ρ cosϕ,ρ sinϕ) dρ

)

.

(3.16)

For the last integral in (3.16), integrating by parts w.r.t. ρ , we obtain

–
1√
r

Im
∫ ∞

0
eiρ(r–t) f̂ (Sv)(t,ρ cosϕ,ρ sinϕ)√

2π iρ
dρ

= –
1√
r

Im
∫ ∞

0
eiρ(r–t)

√
ρ

2π i
(
t∂t f̂ (v)(t,ρ cosϕ,ρ sinϕ)

+ i(r – t)ρ f̂ (v)(t,ρ cosϕ,ρ sinϕ)
)

dρ

+
1

2
√

r
Im

∫ ∞

0
eiρ(r–t) 1√

2π iρ
f̂ (v)(t,ρ cosϕ,ρ sinϕ) dρ

= S
(

–
1√
r

Im
∫ ∞

0
eiρ(r–t) f̂ (v)(t,ρ cosϕ,ρ sinϕ)√

2π iρ
dρ

)

.

(3.17)

Thus,

A = ∂tS
(

–
1√
r

Im
∫ ∞

0
eiρ(r–t)

̂f (SI–1u)(t,ρ cosϕ,ρ sinϕ)√
2π iρ

dρ

)

= · · ·

= ∂tSI
(

–
1√
r

Im
∫ ∞

0
eiρ(r–t) f̂ (u)(t,ρ cosϕ,ρ sinϕ)√

2π iρ
dρ

)

= ∂tSI
(

U(ln t, r – t,ϕ)√
r

)

.

(3.18)
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Hence, the remaining task is to control B. Note that

∂t(S + Id) = (S + 2Id)∂t ,

then

B =
1√
r

Im
∫ ∞

0
eiρ(r–t) 1√

2π iρ
̂∂t(S + Id)I f (u)(t,ρ cosϕ,ρ sinϕ) dρ

=
1√
r

Im
∫ ∞

0
eiρ(r–t) 1√

2π iρ
̂(S + 2Id)I∂t f (u)(t,ρ cosϕ,ρ sinϕ) dρ

=
1√
r

Im
∫ ∞

0
eiρ(r–t) 1√

2π iρ
̂

∑

|J|≤|I|
dJ SJ∂t f (u)(t,ρ cosϕ,ρ sinϕ) dρ,

(3.19)

where dJ are constants. For each J , by (2.7),

∣
∣
∣
∣

∫ ∞

0
eiρ(r–t) 1√

2π iρ
̂

∑

|J|≤|I|
dJ SJ∂t f (u)(t,ρ cosϕ,ρ sinϕ) dρ

∣
∣
∣
∣

�
∫ ∞

0
ε〈ρ〉–15ρ– 1

2
ln(1 + t)

1 + t
dρ � ε(1 + t)–1+2δ .

Therefore, |B| � ε(1 + t)– 3
2 +2δ if r ≥ t/2, combining this with (3.13) and (3.18), we see that

the estimate of ∂tSI(u – U/
√

r) has been established. The case of ∂ = ∂x can be handled
similarly, therefore the proof of (1.13) is completed.
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