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Abstract
We consider the following nonlinear fractional Schrödinger equation:

(–�)su + V(x)u = g(u) in R
N ,

where s ∈ (0, 1), N > 2s, V(x) is differentiable, and g ∈ C1(R,R). By exploiting the
minimization method with a constraint over Pohoz̆aev manifold, we obtain the
existence of ground state solutions. With the help of Pohoz̆aev identity we also
process the existence of the least energy solutions for the above equation. Our results
improve the existing study on this nonlocal problem with Berestycki–Lions type
nonlinearity to the one that does not need the oddness assumption.
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1 Introduction
In the present paper, we investigate the following fractional Schrödinger equation:

(–�)su + V (x)u = g(u) in R
N , (1.1)

where s ∈ (0, 1), N > 2s, (–�)s is fractional Laplacian that is the pseudodifferential operator
with symbol |ξ |s, i.e.,

(–�)su = F–1(|ξ |2sFu
)
,

where F is the Fourier transform in R
N . This type of fractional scalar field equation with

an external potential appears in many models in mathematical physics, especially in the
study of particles on stochastic fields modeled by Lévy processes, see [24]. Problems with
fractional Laplacian have attracted much attention in recent years; they model a wide
class of problems arising in applications, such as turbulence and water wave, anomalous
dynamics, flames propagation and chemical reactions in liquids, population dynamics,
geophysical fluid dynamics and finance, we refer the reader, for instance, to [5, 13, 15,
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16, 19, 23, 30, 31] and the related recent references [37–40]. We recall that u(x) is said
to be a least energy solution (or ground state) of (1.1) if and only if I(u) = m0, where
m0 := inf{I(w) : w ∈ Hs(RN )\{0} is a solution of (1.1)}. Here, I is the energy functional cor-
responding to (1.1) defined on fractional Sobolev space Hs(RN ):

I(u) =
1
2

∫

RN
|ξ |2s|û|2 dξ +

1
2

∫

RN
V (x)u2 dx –

∫

RN
G(u) dx, (1.2)

where û = Fu and G(u) =
∫ u

0 g(ζ ) dζ .
If the potential is a positive constant, for convenience, let V (x) ≡ V∞, then (1.1) reduces

to the following autonomous form:

(–�)su + V∞u = g(u) in R
N , (1.3)

its energy functional is as follows:

I∞(u) =
1
2

∫

RN
|ξ |2s|û|2 dξ +

V∞
2

∫

RN
u2 dx –

∫

RN
G(u) dx. (1.4)

During the past years there has been an increasing interest in the existence and proper-
ties of ground state for Problem (1.3). In the very particular case of V∞ = 1, when g(u) =
uα+1, Frank and Lenzmann [16] established the uniqueness and nondegeneracy of ground
state in R for (1.3), that is, N = 1, when α ∈ (0, 4s

1–2s ) for s ∈ (0, 1/2) and α ∈ (0, +∞) for
s ∈ [1/2, 1) by the separation of eigenvalues of the linearized operator. Fall and Valdinoci
[14] later on extended the result of [16] in any dimension when s is sufficiently close to 1.
Furthermore, Frank, Lenzmann, and Silvestre [17] extended the results of [16] to general
s ∈ (0, 1). In the same spirit of [29] devised by Rabinowitz for s = 1, Felmer, Quaas, and
Tan [15] obtained the existence of classical positive solution for (1.3) and proved that I∞

has a critical point of mountain-pass type. It is worth noticing that they needed the clas-
sic Nehari monotonic condition and the Ambrosetti–Rabinowitz condition to obtain the
compactness. When g(u) = |u|p–1u, p ∈ (1, N+2s

N–2s ), Dipierro, Palatucci, and Valdinoci [13]
exploited the constrained minimization method developed by Berestycki and Lions in [3]
to prove the existence of nontrivial radial symmetric solutions for (1.3). They considered
the following variational problem:

min

{
[u]2

Hs(RN ) : u ∈ Hs(
R

N)
,
∫

RN
G(u) dx = 1

}
, (1.5)

where [u]Hs(RN ) is defined in Sect. 2. By using the fractional Polya–Szegö inequality (see
[28], Theorem 1.1), they obtained the minimizing sequence, which can be selected as a se-
quence of nonnegative, spherically symmetric, and decreasing functions in L2(RN ). Then,
by using a radial lemma combined with a compactness lemma due to Strauss (see [3], The-
orem A.I), they concluded that the limit ū solves the minimization problem (1.5). When
V∞ = 0, Chang and Wang [7] considered an extension of the equation in (1.3) by replacing
the nonlinearity |u|p–1u with a wide class of odd differentiable functions g(u) satisfying
the following conditions:

(G0) g(0) = 0;
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(G1) g ∈ C1(R,R) and there exists a constant C0 > 0 such that

∣∣g(u)
∣∣ ≤ C0

(
1 + |u|2∗

s –1), ∀u ∈R,

where 2∗
s := 2N

N–2s ;
(G2) limu→0

g(u)
u = 0;

(G3) lim|u|→+∞ |g(u)|
|u|2∗s –1 = 0;

(G4) there exists u0 > 0 such that G(u0) > 1
2 V∞u2

0.
With the help of the following Pohoz̆aev identity for (1.3):

P∞(u) :=
N – 2s

2

∫

RN
|ξ |2s|û|2 dξ +

N
2

V∞
∫

RN
u2 dx – N

∫

RN
G(u) dx = 0, (1.6)

under conditions (G0)–(G4)(when 2∗
s is replaced by 2∗ = 2N/(N – 2), (G0)–(G4) are clas-

sical Berestycki–Lions conditions), they obtained a positive ground state solution of (1.3).
Different from the classical local counterpart, it requires that g ∈ C1(R,R) in [7] to guar-
antee that the s-harmonic extension Es(u) is smooth enough for general s ∈ (0, 1). The
s-harmonic extension technique is so important in the proof of Pohoz̆aev identity for (1.3)
which was introduced by Caffarelli and Silvestre in [5] that it can transform the nonlocal
problem to a local one via the Dirichlet–Neumann map. In fact, the smoothness of g only
is needed to prove such an identity for (1.3). Without the symmetric radial decreasing
rearrangement, Chang and Wang applied cut-offs and a helpful analog result of Strauss’s
compactness lemma to recover the compactness, which is still applicable when the prop-
erty of uniform decay at infinity of bounded (PS) sequences is not available.

When V is non-constant and s = 1, (1.1) reduces to the following classic nonlinear
Schrödinger equation:

–�u + V (x)u = g(u) in R
N . (1.7)

There are many studies on Schrödinger equations and related problems under the
Berestycki–Lions assumptions, see for example [1, 8–11, 21, 29, 34–36]. Following the
ideas of [1], Secchi [30] investigated (1.1), where g satisfies (G0)–(G4) and V does the
following conditions:

(V0′) lim|x|→∞ V (x) = 0 and V (x) = V (|x|);
(V1) V ∈ C1(RN , [0,∞));
(V2) ‖max{∇V (x) · x, 0}‖

L
N
2s (RN )

< 2sSs, where · denotes the inner product in R
N and Ss

will be defined in Sect. 2.
Indeed, (V2) is helpful for getting the boundedness of the (PS) sequence by using
monotonicity trick. Applying the compactness lemma in fractional Sobolev radial space
Hs

rad(RN ) together with Jeanjean’s monotonicity trick, Secchi obtained the existence of ra-
dially symmetric solutions for (1.1). Moreover, making use of the idea from [16], Secchi
proved that each solution of (1.1) satisfies the following Pohoz̆aev type identity:

P(u) : =
N – 2s

2

∫

RN
|ξ |2s|û|2 dξ +

1
2

∫

RN

[
NV (x) + ∇V (x) · x

]
u2 dx

– N
∫

RN
G(u) dx = 0. (1.8)



Chen and Gao Boundary Value Problems        (2019) 2019:148 Page 4 of 24

For the nonradial cases, by using Pohoz̆aev identity and Jeanjean’s monotonicity trick,
Chang investigated (1.1) in [19] and obtained the existence of ground state solutions when
V satisfied (V1), (V2), and the following unbounded condition:

(V0′′) There exists r > 0 such that, for any M > 0,

mes
({

x ∈ Br(y) : V (x) ≤ M
}) → 0 as |y| → ∞.

At the same time, g is assumed as a C1 function satisfying (G0), (G2), (G3), and the fol-
lowing geometry conditions:

(G5) There exists β0 ∈ (0, +∞) such that

–β0 ≤ lim inf
t→0+

2G(t)
t2 ≤ lim sup

t→0+

2G(t)
t2 < infα0,

where α0 denotes the spectrum of the operator (–�)s + V (x) : Hs(RN ) → H–s(RN )
and

infα0 = inf
u∈Hs(RN )

u=0

∫
RN |ξ |2s|û|2 dξ +

∫
RN V (x)u2 dx

∫
RN u2 dx

;

(G6) lim inft→+∞ 2G(t)
t2 > infα0.

Clearly, in Chang’s result neither the superlinear growth nor the asymptotically linear
growth is required. For the case of the asymptotically linear growth on g , we refer to [6].

In their recent paper [25], Liu and Ouyang considered (1.1) and obtained the existence
of positive ground states for (1.1) with a general potential and a nonnegative nonlinearity.
Specifically, their results need conditions (G0)–(G4), (V1), (V2), and the following condi-
tion on V :

(V3) V (x) ≤ V∞ := lim|y|→∞ V (y) for all x ∈R
N .

Especially, (G0) is necessary to their results for Schwarz spherical rearrangement tech-
nique used in [25] to recover compactness.

Thanks to the above work, the aim of this paper is to study Problem (1.1) with a general
potential by preserving the Berestycki–Lions conditions on g ; however, the positive defi-
niteness condition (G0) is not necessary. Motivated by [18, 32, 33, 35], we shall exploit a
nontrivial approach (called the least energy squeeze approach in [35]) to show (1.1) has a
solution ū ∈M such that

I(ū) = min
u∈M

I(u), M :=
{

u ∈ Hs(
R

N)\{0} : P(u) = 0
}

(1.9)

under (G1)–(G4), (V1), (V3), and an additional decay condition on V in place of (V2):
(V4) There exists θ ∈ [0, 1) such that

N
[
V (x) – V (tx)

]
+

[∇V (x) · x – ∇V (tx) · tx
]

+
K(s)(N – 2s)θ

t2s|x|2s

(
t2s – 1

)

⎧
⎨

⎩
≥ 0, t ∈ [1, +∞),

≤ 0, t ∈ (0, 1),

where K(s) := 22sΓ 2( N+2s
4 )

Γ 2( N–2s
4 )

and Γ is the gamma function.
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Our main result about the existence of ground state solution of Pohoz̆aev type is illus-
trated as follows.

Theorem 1.1 Suppose that V and g satisfy (V1), (V3), (V4), and (G1)–(G4). Then Prob-
lem (1.1) has a solution ū ∈ Hs(RN ) such that I(ū) = infM I > 0.

Set

M∞ :=
{

u ∈ Hs(
R

N)\{0} : P∞(u) = 0
}

,

we are now in a position to state the result in the case of constant potential.

Theorem 1.2 Suppose that g satisfies (G1)–(G4). Then Problem (1.3) has a solution ū ∈
Hs(RN ) such that I∞(ū) = infM∞ I∞ > 0.

The proof of Theorem 1.1 comes from the idea in [25, 35]. To be specific, we employ the
minimization method with a natural constraint for I over Pohoz̆aev manifold M to find
a ground state solution for (1.1) without the requirement for radial compactness or other
symmetry property on V . By the standard steps, firstly, we choose a minimizing sequence
{un} ∈ M and show that {un} is bounded in Hs(RN ). Subsequently, by the concentration
compactness principle, we prove {un} converge to ū ∈ Hs(RN )\{0}. For the purpose of
proving the minimizing problem (1.9) is solvable, we make some translation and scale
changes to the minimizing subsequence before a crucial inequality related to I(u), I(ut),
and P(u) (see Lemma 3.2) is used to recover the compactness, where ut(x) = u(x/t). Note
that the inequality takes place in this paper more than once, especially the significance of
the inequality in this step lies in the fact that it enables us to keep away from the Schwarz
spherical rearrangement, which plays an important role in [25], and handle the case when
the information of I ′(un) is not clear. In the end, we show that the minimizer ū is a critical
point of I by a deformation lemma.

In the rest of this paper, based on Theorem 1.2, we investigate the existence of the least
energy solutions for (1.1) under (G1)–(G4). In this situation, we use the following weak
decay assumption on ∇V instead of (V4):

(V5) There exists θ̂ ∈ [0, s) such that

∇V (x) · x ≤ 2K(s)θ̂
|x|2s , x ∈R

N\{0}.

More precisely, we have the following theorem.

Theorem 1.3 Suppose that V and g satisfy (V1), (V3), (V5), and (G1)–(G4). Then Prob-
lem (1.1) has a least energy solution.

To prove Theorem 1.3, we consider a family of perturbed functionals Iλ : Hs(RN ) → R

defined by

Iλ(u) =
1
2

∫

RN
|ξ |2s|û|2 dξ +

1
2

∫

RN
V (x)u2 dx – λ

∫

RN
G(u) dx (1.10)
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for λ near 1. These functionals have the mountain pass geometry, and the corresponding
mountain pass levels are denoted by cλ. Corresponding to (1.10), we let

I∞
λ (u) =

1
2

∫

RN
|ξ |2s|û|2 dξ +

1
2

∫

RN
V∞u2 dx – λ

∫

RN
G(u) dx. (1.11)

As a consequence of Theorem 1.2, for each λ ∈ [0.5, 1], there exists a minimizer u∞
λ of I∞

λ

on M∞
λ , where

M∞
λ :=

{
u ∈ Hs(

R
N) \ {0} : P∞

λ (u) = 0
}

and

P∞
λ (u) :=

N – 2s
2

∫

RN
|ξ |2s|û|2 dξ +

N
2

∫

RN
V∞u2 dx – Nλ

∫

RN
G(u) dx. (1.12)

In this part, we use the same trick as that in [32, 35] to recover the global compactness after
a bounded (PS) sequence {un(λ)} ⊂ Hs(RN ) at level cλ is found. We deduce the following
relationship between cλ and m∞

λ := infM∞
λ

I∞
λ , that is, there exists λ̄ ∈ [0.5, 1) such that

cλ < m∞
λ , λ ∈ (λ̄, 1]. (1.13)

Next, making use of (1.13) combined with a decomposition of bounded (PS)-sequence in
[25, 26], we can get a nontrivial critical point uλ of Iλ which possesses energy cλ for almost
every λ ∈ (λ̄, 1]. Finally, we prove that (1.1) processes a least energy solution with the help
of Pohoz̆aev identity.

To illustrate conveniently, we introduce some useful notation here. In the sequel, ‖u‖p =
(
∫
RN |u|p dx)1/p denotes the norm of the Lebesgue space Lp(RN ) (1 ≤ p ≤ ∞). For x ∈ R

N

and r > 0, Br(x) := {y ∈ R
N : |y – x| < r}. Throughout the paper, C1, C2, . . . denote various

positive constants.
The paper is organized as follows. In Sect. 2, we give some preliminaries. In Sect. 3, we

give the proof of Theorem 1.1. The limiting equation is studied beforehand and the proof
of Theorem 1.2 is also given. Section 4 deals with a least energy solution for (1.1), and the
proof of Theorem 1.3 will be given in this section.

2 Preliminary and variational setting
The fractional Sobolev space Hs(RN ) and the norm are defined by

Hs(
R

N)
:=

{
u ∈ L2(

R
N)

:
∫

RN

(|ξ |2s|û|2 + |û|2)dξ < ∞
}

and

‖u‖Hs(RN ) =
(∫

RN

(|ξ |2s|û|2 + |û|2)dξ

) 1
2

.

It can be proved (see [12, Proposition 3.4, Proposition 3.6]) that

[u]2
Hs(RN ) = 2C(N , s)–1

∫

RN
|ξ |2s|û|2 dξ
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and

[u]2
Hs(RN ) = 2C(N , s)–1∥∥(–�)

s
2 u

∥
∥2

2,

where [u]Hs(RN ) denotes Gagliarodo (semi)norm of u and C(N , s) = (
∫
RN

1–cos ζ1
|ζ |N+2s dζ )–1. As

a consequence, we have

∫

RN

∣
∣(–�)

s
2 u

∣
∣2 dx =

∫

RN

(|ξ |s|û|)2 dξ ,

and the norm on Hs(RN ) can be written as follows:

‖u‖Hs(RN ) :=
(∫

RN
|u|2 dx +

∫

RN

∣
∣(–�)

s
2 u

∣
∣2 dx

) 1
2

.

Hs(RN ) is the completion of C∞
0 (RN ) with ‖ · ‖Hs(RN ) and it is continuously embedded

into Lq(RN ) for any q ∈ [2, 2∗
s ], and compactly embedded into Lq

loc(RN ) for any q ∈ [2, 2∗
s ).

Moreover, the best embedding constant is Ss defined as

Ss := inf
u∈Ds,2(RN )

u=0

∫
RN |(–�) s

2 u|2 dx
(
∫
RN |u|2∗

s dx)2/2∗
s

,

where Ds,2(RN ) denotes homogeneous Sobolev space defined by

Ds,2(
R

N)
:=

{
u ∈ L2∗

s
(
R

N)
: |ξ |s|û| ∈ L2(

R
N)}

,

which is also the completion of C∞
0 (RN ) under the norm ‖u‖Ds,2(RN ) := (

∫
RN |(–�) s

2 u|2)1/2 =
‖(–�) s

2 u‖2. For simplicity, we denote ‖ · ‖Hs(RN ) by ‖ · ‖ afterwards.
The following lemma is a fractional version of Lion’s vanishing lemma, which is the ma-

jor tool in variational method in our forthcoming arguments.

Lemma 2.1 ([31]) Assume that {un}n∈N is bounded in Hs(RN ) and

lim
n→∞ sup

y∈RN

∫

Br (y)
|un|2 dx = 0

for some r > 0. Then un → 0 in Lp(RN ) for all p ∈ (2, 2∗
s ).

We introduce the following modified version of the monotonicity trick of [20] developed
by Jeanjean, which is exploited in constructing bounded (PS) sequences for Iλ defined in
(1.10) for almost every λ close to 1 to find the least energy solution.

Proposition 2.2 ([21]) Let X be a Banach space, Λ ⊂ [0, +∞) be an interval, and

Φλ(u) = A(u) – λB(u), ∀λ ∈ Λ,

be a family of C1-functionals on X such that
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(i) either A(u) → +∞ or B(u) → +∞, as ‖u‖ → +∞;
(ii) B maps every bounded set of X into a set of R bounded below;

(iii) there are two points v1, v2 in X such that

cλ := inf
γ∈Γ̃

max
t∈[0,1]

Φλ

(
γ (t)

)
> max

{
Φλ(v1),Φλ(v2)

}
, (2.1)

where

Γ̃ =
{
γ ∈ C

(
[0, 1], X

)
: γ (0) = v1,γ (1) = v2

}
.

Then, for almost every λ ∈ Λ, there is a bounded sequence {un(λ)} ⊂ X such that
(i) {un(λ)} is bounded;

(ii) Φλ(un(λ)) → cλ;
(iii) Φ ′

λ(un(λ)) → 0 in X∗, where X∗ is the dual of X .

In our situation, we assume

A(u) =
1
2

∫

RN

∣
∣(–�)

s
2 u

∣
∣2 dx +

1
2

∫

RN
V (x)u2 dx, B(u) =

1
2

∫

RN
G(u) dx.

Then Iλ(u) = A(u) – λB(u). Here, different from [19, 25, 30], B(u) is indefinite sign, so that
Jeanjean’s monotonicity trick [20] is not applicable. But using an idea from [22], for almost
every λ ∈ [0.5, 1], we still can obtain that {un(λ)} ⊂ Hs(RN ) at level cλ is a bounded (PS)-
sequence, because Iλ has mountain pass geometry almost everywhere.

3 Existence of ground state solutions of Pohoz̆aev type for (1.1)
In this section, through discussing the corresponding limit equation (1.3), we will get the
proof of Theorem 1.1. Since V (x) ≡ constant which is well covered by (V1), (V3), the fol-
lowing lemmas on I are true for I∞. We begin our arguments with some useful inequalities.

Lemma 3.1 The following inequality holds:

h(t) := 2s – NtN–2s + (N – 2s)tN > h(1) = 0, t ∈ [0, 1) ∪ (1, +∞). (3.1)

Moreover, (V4) implies that the following inequality holds:

NtN[
V (x) – V (tx)

]
–

(
1 – tN)∇V (x) · x ≥ –

K(s)θ [2s – NtN–2s + (N – 2s)tN ]
|x|2s . (3.2)

It is easy to verify Lemma 3.1 by a direct calculation.

Lemma 3.2 Suppose that (V1), (V4), (G1)–(G3) hold. Then

I(u) ≥ I(ut) +
1 – tN

N
P(u) +

(1 – θ )[2s – NtN–2s + (N – 2s)tN ]
2N

∥
∥(–�)

s
2 u

∥
∥2

2,

∀u ∈ Hs(
R

N)
, t > 0. (3.3)
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Proof By the description of fractional Hardy inequality in [4], the authors in [2, 41] ob-
tained the fractional Hardy inequality on the whole R

N named Hardy–Rellich inequality
as follows:

∥∥(–�)
s
2 u

∥∥2
2 ≥ 22s Γ

2( N+2s
4 )

Γ 2( N–2s
4 )

∫

RN

u2

|x|2s dx. (3.4)

It is obvious that

I(ut) =
tN–2s

2
∥∥(–�)

s
2 u

∥∥2
2 +

tN

2

∫

RN
V (tx)u2 dx – tN

∫

RN
G(u) dx. (3.5)

Thus, in view of (V4), (1.2), (3.2), (3.4), and (3.5), we get

I(u) – I(ut)

=
1 – tN–2s

2
∥
∥(–�)

s
2 u

∥
∥2

2 +
1
2

∫

RN

[
V (x) – tN V (tx)

]
u2 dx –

(
1 – tN)∫

RN
G(u) dx

=
1 – tN

N

{
N – 2s

2
∥
∥(–�)

s
2 u

∥
∥2

2 +
1
2

∫

RN

[
NV (x) +

(∇V (x), x
)]

u2 dx

– N
∫

RN
G(u) dx

}
+

2s – NtN–2s + (N – 2s)tN

2N
∥
∥(–�)

s
2 u

∥
∥2

2

+
1
2

∫

RN

{
tN[

V (x) – V (tx)
]

–
1 – tN

N
(∇V (x), x

)}
u2 dx

≥ 1 – tN

N
P(u) +

(1 – θ )[2s – NtN–2s + (N – 2s)tN ]
2N

∥
∥(–�)

s
2 u

∥
∥2

2,

∀u ∈ Hs(
R

N)
, t > 0.

The proof is concluded. �

According to the conclusion of Lemma 3.2, we deduce the following two corollaries.

Corollary 3.3 Suppose that (G1)–(G3) hold. Then

I∞(u) ≥ I∞(ut) +
1 – tN

N
P∞(u)

+
2s – NtN–2s + (N – 2s)tN

2N
∥∥(–�)

s
2 u

∥∥2
2, ∀u ∈ Hs(

R
N)

, t > 0. (3.6)

Corollary 3.4 Suppose that (V1), (V4), (G1)–(G3) hold. Then, for u ∈M,

I(u) = max
t>0

I(ut). (3.7)

Lemma 3.5 Suppose that (V1), (V3), (V4) hold. Then there exist two constants ω1,ω2 > 0
such that

ω1‖u‖2 ≤ (N – 2s)
∥∥(–�)

s
2 u

∥∥2
2

+
∫

RN

[
NV (x) + ∇V (x) · x

]
u2 dx ≤ ω2‖u‖2, ∀u ∈ Hs(

R
N)

. (3.8)
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Proof Taking t = 0 and t → ∞ in (3.2) respectively, together with (V3), we deduce that

–
K(s)θ (N – 2s)

|x|2s + NV∞ ≤ NV (x) + ∇V (x) · x ≤ NV∞ +
2K(s)θs

|x|2s . (3.9)

Combining (3.4) and (3.9), one has

(N – 2s)
∥∥(–�)

s
2 u

∥∥2
2 +

∫

RN

[
NV (x) + ∇V (x) · x

]
u2 dx

≤ [
N – 2(1 – θ )s

]∥∥(–�)
s
2 u

∥∥2
2 + NV∞‖u‖2

2

≤ [
N – 2(1 – θ )s + NV∞

]‖u‖2 := ω2‖u‖2, ∀u ∈ Hs(
R

N)
(3.10)

and

(N – 2s)
∥
∥(–�)

s
2 u

∥
∥2

2 +
∫

RN

[
NV (x) + ∇V (x) · x

]
u2 dx

≥ (1 – θ )(N – 2s)
∥
∥(–�)

s
2 u

∥
∥2

2 + NV∞‖u‖2
2

≥ min
{

(1 – θ )(N – 2s), NV∞
}‖u‖2 := ω1‖u‖2, ∀u ∈ Hs(

R
N)

, (3.11)

which completes the proof of (3.8). �

In order to prove M = ∅, we give the following lemma on the set of Θ defined as follows:

Θ =
{

u ∈ Hs(
R

N)
:
∫

RN

[
1
2

V∞u2 – G(u)
]

dx < 0
}

. (3.12)

Lemma 3.6 Suppose that the conditions of Theorem 1.1 hold. Then Θ = ∅ and

{
u ∈ Hs(

R
N)\{0} : P∞(u) ≤ 0 or P(u) ≤ 0

} ⊂ Θ . (3.13)

Proof Similar to the idea of [3, Theorem 2], it follows from (G4) that Θ = ∅. Then there
are the following two alternatives to occur:

(1) u ∈ Hs(RN )\{0} and P∞(u) ≤ 0;
(2) u ∈ Hs(RN )\{0} and P(u) ≤ 0.

If we assume that alternative (1) happens, (1.6) implies u ∈ Θ clearly. When alternative (2)
happens, then (1.8), (3.4), and (3.9) yield

N
∫

RN

[
1
2

V∞u2 – G(u)
]

dx

= P(u) –
N – 2s

2
∥
∥(–�)

s
2 u

∥
∥2

2 –
N
2

∫

RN

[(
V (x) – V∞

)
+

∇V (x) · x
N

]
u2 dx

≤ –
N – 2s

2
∥
∥(–�)

s
2 u

∥
∥2

2 +
K(s)θ (N – 2s)

2

∫

RN

u2

|x|2s dx

≤ –
(1 – θ )(N – 2s)

2
∥∥(–�)

s
2 u

∥∥2
2

< 0,

thus u ∈ Θ . �
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Lemma 3.7 Suppose that the conditions of Theorem 1.1 hold. Then, for any u ∈ Θ , there
exists a unique tu > 0 such that utu ∈M.

Proof For fixed u ∈ Θ , we consider a function ζ (t) := I(ut) defined on (0,∞). From (1.8)
and (3.5), one has

ζ ′(t) = 0 ⇔ N – 2s
2

tN–2s∥∥(–�)
s
2 u

∥
∥2

2 +
tN

2

∫

RN

[
NV (tx) + ∇V (tx) · tx

]
u2 dx

– NtN
∫

RN
G(u) dx

= 0 (3.14)

⇔ P(ut) = 0 ⇔ ut ∈M. (3.15)

By (V1), (V3), (G1), (3.5), and the definition of Θ , one can obtain that limt→0 ζ (t) = 0,
ζ (t) > 0 for t > 0 small and ζ (t) < 0 for t large. Thus maxt∈(0,∞) ζ (t) is achieved at tu > 0 so
that ζ ′(tu) = 0 and utu ∈M.

Now we shall show that tu is unique for any u ∈ Θ . In fact, for any given u ∈ Θ , we
choose t1, t2 > 0 such that ut1 , ut2 ∈M. Then P(ut1 ) = P(ut2 ) = 0. Then (3.3) yields

I(ut1 ) ≥ I(ut2 ) +
tN
1 – tN

2

NtN
1

P(ut1 ) +
(1 – θ )[2stN

1 – Nt2s
1 tN–2s

2 + (N – 2s)tN
2 ]

2NtN
1

∥∥(–�)
s
2 ut1

∥∥2
2

= I(ut2 ) +
(1 – θ )[2stN

1 – Nt2s
1 tN–2s

2 + (N – 2s)tN
2 ]

2NtN
1

∥∥(–�)
s
2 ut1

∥∥2
2 (3.16)

and

I(ut2 ) ≥ I(ut1 ) +
tN
2 – tN

1

NtN
2

P(ut2 ) +
(1 – θ )[2stN

2 – Nt2s
2 tN–2s

1 + (N – 2s)tN
1 ]

2NtN
2

∥∥(–�)
s
2 ut2

∥∥2
2

= I(ut1 ) +
(1 – θ )[2stN

2 – Nt2s
2 tN–2s

1 + (N – 2s)tN
1 ]

2NtN
2

∥∥(–�)
s
2 ut2

∥∥2
2. (3.17)

It follows from (3.16) and (3.17) that t1 = t2. Then tu > 0 is unique for any u ∈ Θ . �

Similarly, we have the following corollary.

Corollary 3.8 Suppose that (G1)–(G4) hold. Then, for any u ∈ Θ , there exists a unique
tu > 0 such that utu ∈M∞.

Combining Corollary 3.4, Lemma 3.6 with Lemma 3.7, we get the following lemma.

Lemma 3.9 Suppose that the conditions of Theorem 1.1 hold. Then M = ∅ and m :=
infu∈M I(u) = infu∈Θ maxt>0 I(ut).

Lemma 3.10 Suppose that (V1), (V3), (G1)–(G3) hold. If un ⇀ ū in Hs(RN ), then

I(un) = I(ū) + I(un – ū) + o(1) (3.18)
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and

P(un) = P(ū) + P(un – ū) + o(1). (3.19)

The proof of this lemma is standard, so we omit it here.

Lemma 3.11 Suppose that the conditions of Theorem 1.1 hold. Then
(i) there exists ρ0 > 0 such that ‖u‖ ≥ ρ0, ∀u ∈M;

(ii) m > 0.

Proof (i) Since P(u) = 0, ∀u ∈ M, by (G1), (G2), (G3), (1.6), (3.8), and the fractional
Sobolev embedding theorem, we get

ω1

2
‖u‖2 ≤ N – 2s

2
∥∥(–�)

s
2 u

∥∥2
2 +

1
2

∫

RN

[
NV (x) + ∇V (x) · x

]
u2 dx

= N
∫

RN
G(u) dx

≤ ω1

4
‖u‖2 + C1‖u‖2∗

s . (3.20)

This implies

‖u‖ ≥ ρ0 :=
(

ω1

4C1

) N–2s
4s

, ∀u ∈M. (3.21)

(ii) For u ∈ Hs(RN ), by the Sobolev inequality, we have

Ss‖u‖2
2∗

s
≤ ∥∥(–�)

s
2 u

∥∥2
2. (3.22)

By (V3), there exists R > 0 such that V (x) ≥ V∞
2 for |x| ≥ R. From (G1), (G2), and (G3),

there exists C2 > 0 such that

∣∣G(t)
∣∣ ≤ 1

4
min

{
Ss

ω2s/N
N R2s

, V∞
}
|t|2 + C2|t|2∗

s , ∀t ∈R, (3.23)

where ωN denotes the volume of the unit ball of RN .

For u ∈ M, let tu = [ (N–2s)S
2∗s
2

s
4NC2

] 1
2s ‖(–�) s

2 u‖– 2
N–2s

2 . Combining the Hölder inequality and
the fractional Sobolev inequality, we get

∫

|tux|<R
u2 dx ≤

(
ωN RN

tN
u

)2s/N(∫

|tux|<R
u2∗

s dx
)2/2∗

s

≤
(

ωN RN

tN
u

)2s/N

S–1
s

∥∥(–�)
s
2 u

∥∥2
2. (3.24)

By (3.3), (3.5), (3.23), (3.24), and the Sobolev inequality, one has

I(u) ≥ I(utu )
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=
tN–2s
u
2

∥∥(–�)
s
2 u

∥∥2
2 +

tN
u
2

∫

RN
V (tux)u2 dx – tN

u

∫

RN
G(u) dx

≥ tN–2s
u
4

∥∥(–�)
s
2 u

∥∥2
2 +

Ss

4ω2s/N
N R2s

tN
u

∫

|tux|<R
u2 dx +

V∞tN
u

4

∫

|tux|≥R
u2 dx

– tN
u

∫

RN
G(u) dx

≥ tN–2s
u
4

∥∥(–�)
s
2 u

∥∥2
2 +

1
4

min

{
Ss

ω2s/N
N R2s

, V∞
}

tN
u ‖u‖2

2 – tN
u

∫

RN
G(u) dx

≥ tN–2s
u
4

∥∥(–�)
s
2 u

∥∥2
2 – C2tN

u ‖u‖2∗
s

2∗
s

≥ tN–2s
u
4

∥∥(–�)
s
2 u

∥∥2
2 – C2S– 2∗s

2
s tN

u
∥∥(–�)

s
2 u

∥∥2∗
s

2

=
2sS

N
2s
s

4N/2sC
N–2s

2s
2 (N – 2s)

(
N – 2s

N

) N
2s

> 0, ∀u ∈M.

Thus we conclude that m > 0. �

Next, similar to the idea of [33, 35], we state the following two conclusions about the
limit functional I∞ and the critical point of I .

Lemma 3.12 Suppose that (G1)–(G4) hold. Then m∞ := infu∈M∞ I∞(u) is achieved.

Proof By Lemma 3.6, Corollary 3.8, and Lemma 3.11, we obtain M∞ = ∅ and m∞ > 0.
Take {un} ⊂ M∞ to be such that I∞(un) → m∞. Since P∞(un) = 0, we can deduce from
(3.6) with t → 0 that

m∞ + o(1) = I∞(un) ≥ (1 – θ )s
N

∥
∥(–�)

s
2 un

∥
∥2

2. (3.25)

This certifies that {‖(–�) s
2 un‖2} is bounded. It thus remains to prove that {‖un‖} is also

bounded. From (G1), (G2), (1.6), and the fractional Sobolev embedding inequality, we get

min{N – 2s, NV∞}‖un‖2

≤ (N – 2s)
∫

RN

∣∣(–�)
s
2 un

∣∣2 dx + NV∞
∫

RN
u2

n dx

= 2N
∫

RN
G(un) dx

≤ 1
2

min{N – 2s, NV∞}‖un‖2 + C3‖un‖2∗
s

2∗
s

≤ 1
2

min{N – 2s, NV∞}‖un‖2 + C3S– 2∗s
2

s
∥∥(–�)

s
2 un

∥∥2∗
s

2 . (3.26)

This shows that {un} is bounded in Hs(RN ). By Lemma 2.1, one can easily show that there
exist δ > 0 and {yn} ⊂R

N such that

∫

B1(yn)
|un|2 dx >

δ

2
.
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Set ũn(x) = un(x + yn). Then ‖̃un‖ = ‖un‖,

∫

B1(0)
|̃un|2 dx >

δ

2
(3.27)

and

I∞ (̃un) → m∞, P∞(̃un) = 0. (3.28)

Therefore, there exists ū ∈ Hs(RN ) \ {0} such that

⎧
⎪⎪⎨

⎪⎪⎩

ũn ⇀ ū, in Hs(RN );

ũn → ū, in Lp
loc(RN ),∀p ∈ [1, 2∗

s );

ũn → ū, a.e. on R
N .

(3.29)

Set ûn = ũn – ū. It follows from (3.29) and Lemma 3.10 that

I∞ (̃un) = I∞(ū) + I∞(ûn) + o(1) (3.30)

and

P∞ (̃un) = P∞(ū) + P∞(ûn) + o(1). (3.31)

By (1.4), (1.6), (3.28), (3.30), and (3.31), we obtain

s
N

∥
∥(–�)

s
2 ûn

∥
∥2

2 = m∞ –
s
N

∥
∥(–�)

s
2 ū

∥
∥2

2 + o(1), P∞(ûn) = –P∞(ū) + o(1). (3.32)

If there exists a subsequence {ûni} of {ûn} such that ûni = 0, up to this subsequence, we
have

I∞(ū) = m∞, P∞(ū) = 0, (3.33)

thus the conclusion of Lemma 3.12 is proved. Next, we assume that ûn = 0. Moreover, we
claim that P∞(ū) ≤ 0. Otherwise, if P∞(ū) > 0, then (3.32) implies P∞(ûn) < 0 for large n.
Noticing that there exists tn > 0 such that (ûn)tn ∈ M∞ by Lemma 3.6 and Corollary 3.8.
From (1.4), (1.6), (3.3), and (3.32), we obtain

m∞ –
s
N

∥∥(–�)
s
2 ū

∥∥2
2 + o(1) =

s
N

∥∥(–�)
s
2 ûn

∥∥2
2

= I∞(ûn) –
1
N
P∞(ûn)

≥ I∞(
(ûn)tn

)
–

tN
n

N
P∞(ûn)

≥ m∞ –
tN
n

N
P∞(ûn) ≥ m∞,

which implies P∞(ū) ≤ 0 due to ‖(–�) s
2 ū‖2 > 0. Since ū = 0, by Lemma 3.6 and Corol-

lary 3.8, there exists t̄ > 0 such that ūt̄ ∈M∞. From (1.4), (1.6), (3.3), (3.33), and the weak
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semicontinuity of norm, we obtain

m∞ = lim
n→∞

[
I∞ (̃un) –

1
N
P∞ (̃un)

]

=
s
N

lim
n→∞

∥
∥(–�)

s
2 ũn

∥
∥2

2 dx

≥ s
N

∥∥(–�)
s
2 ū

∥∥2
2

= I∞(ū) –
1
N
P∞(ū)

≥ I∞(ūt̄) –
t̄N

N
P∞(ū)

≥ m∞ –
t̄N

N
P∞(ū) ≥ m∞,

thus

P∞(ū) = 0, I∞(ū) = m∞. �

Lemma 3.13 Suppose that the conditions of Theorem 1.1 hold. If ū ∈ M and I(ū) = m,
then ū is a critical point of I .

Proof We suppose by contradiction that I ′(ū) = 0. Then there exist δ > 0 and � > 0 such
that

‖u – ū‖ ≤ 3δ ⇒ I ′(u) ≥ �. (3.34)

Firstly, we prove that

lim
t→1

‖ūt – ū‖ = 0. (3.35)

Otherwise, there exist ε0 > 0 and a sequence {tn} such that

lim
n→∞ tn = 1, ‖ūtn – ū‖2 ≥ ε0. (3.36)

Since ū ∈ Hs(RN ), there exist U ∈ C(RN ,R) and v ∈ C(RN ,R) such that

∫

RN

∣∣(–�)
s
2 ū – U

∣∣2 <
ε0

20
,

∫

RN
|ū – v|2 <

ε0

20
. (3.37)

From (3.36) and (3.37), one has

∥
∥(–�)

s
2 (ūtn ) – (–�)

s
2 ū

∥
∥2

2

=
∫

RN

∣∣(–�)
s
2 (ūtn ) – (–�)

s
2 ū

∣∣2 dx

≤ 2
∫

RN

∣
∣(–�)

s
2 (ūtn ) – U

∣
∣2 dx + 2

∫

RN

∣
∣(–�)

s
2 ū – U

∣
∣2 dx
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= 2
∫

RN

∣
∣∣
∣(–�)

s
2 ū

(
x
tn

)
– U(x)

∣
∣∣
∣

2

dx + 2
∫

RN

∣∣(–�)
s
2 ū – U

∣∣2 dx

≤ 4tN–2s
n

∫

RN

∣∣(–�)
s
2 ū(x) – U(x)

∣∣2 dx + 4
∣∣t

N–2s
2

n – 1
∣∣2

∫

RN
|U|2 dx +

ε0

10

= 4
∣∣t

N–2s
2

n – 1
∣∣2

∫

RN
|U|2 dx +

(1 + 2tN–2s
n )ε0

10

=
ε0

5
+ o(1) (3.38)

and

‖ūtn – ū‖2
2 =

∫

RN
|ūtn – ū|2 dx

≤ 2
∫

RN
|ūtn – v|2 dx + 2

∫

RN
|ū – v|2 dx

≤ 4
∫

RN

∣∣v
(
t–1
n x

)
– v(x)

∣∣2 dx +
(1 + 2tN

n )ε0

10

=
3

10
ε0 + o(1). (3.39)

It follows from (3.38) and (3.39) that

‖ūtn – ū‖2 =
∥∥(–�)

s
2 (ūtn ) – (–�)

s
2 ū

∥∥2
2 + ‖ūtn – ū‖2

2 ≤ ε0

2
+ o(1). (3.40)

(3.40) contradicts (3.36). Then (3.35) holds. It is thus clear that there exists δ1 ∈ (0, 1/4)
such that

|t – 1| < δ1 ⇒ ‖ūt – ū‖ < δ. (3.41)

Thanks to Lemma 3.2, we have

I(ūt) ≤ I(ū) –
(1 – θ )[2s – NtN–2s + (N – 2s)tN ]

2N
∥∥(–�)

s
2 ū

∥∥2
2

= m –
(1 – θ )h(t)

2N
∥
∥(–�)

s
2 ū

∥
∥2

2, ∀t > 0. (3.42)

It follows from (1.8), (3.4), and (3.9) that there exist T1 ∈ (0, 1) and T2 ∈ (1,∞) such that

P(ūT1 ) > 0, P(ūT2 ) < 0. (3.43)

Let ε := min{(1 – θ )h(T1)‖(–�) s
2 ū‖2

2/(6N), (1 – θ )h(T2)‖(–�) s
2 ū‖2

2/(6N), 1,�δ/8}, and S :=
B(ū, δ). Then [27, Theorem 5.3.7] yields a deformation η ∈ C([0, 1]×Hs(RN ), Hs(RN )) such
that

(i) η(1, u) = u if I(u) < m – 2ε or I(u) > m + 2ε;
(ii) η(1, Im+ε ∩ B(ū, δ)) ⊂ Im–ε ;

(iii) I(η(1, u)) ≤ I(u), ∀u ∈ Hs(RN );
(iv) η(1, u) is a homeomorphism of Hs(RN ).
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By Corollary 3.4, I(ūt) ≤ I(ū) = m for t > 0, then it follows from (3.41) and (ii) that

I
(
η(1, ūt)

) ≤ m – ε, ∀t > 0, |t – 1| < δ1. (3.44)

On the other hand, by (iii) and (3.42), one has

I
(
η(1, ūt)

) ≤ I(ūt)

≤ m –
(1 – θ )[2s – NtN–2s + (N – 2s)tN ]

2N
∥
∥(–�)

s
2 ū

∥
∥2

2

≤ m –
(1 – θ )δ2

2N
∥∥(–�)

s
2 ū

∥∥2
2, ∀t > 0, |t – 1| ≥ δ1, (3.45)

where δ2 := min{h(1 – δ1), h(1 + δ1)} > 0. Combining (3.44) with (3.45), we have

max
t∈[T1,T2]

I
(
η(1, ūt)

)
< m. (3.46)

Next we shall prove that η(1, ūt) ∩M = ∅, contradicting the definition of m. Define

ψ0(t) := P
(
η(1, ūt)

)
, ∀t > 0.

According to (i), (3.42), and (3.43), since

ψ0(T1) = P
(
η(1, ūT1 )

)
= P(ūT1 ) > 0, ψ0(T2) = P(η(1, ūT2 ) = P(ūT2 ) < 0,

the existence of t ∈ (T1, T2) with ψ0(t) = 0, i.e., η(1, ūt) ∩M = ∅ follows from the interme-
diate value theorem. �

So far, we could draw a conclusion on the existence of a ground state solution of Po-
hozaev type to the “limit problem” of Problem (1.1), that is, Theorem 1.2. We also have
the following corollary of Theorem 1.2.

Corollary 3.14 Let g̃(t) = 0 for t < 0 and g̃(t) = g(t) for t ≥ 0. Set g̃ to take place of g in
(1.3) and assume (G1)–(G4) hold, then Problem (1.3) has a positive ground state solution
ū ∈ Hs(RN )\{0} such that I∞(ū) = infM∞ I∞ > 0.

Then our task is to give the proof of Theorem 1.1. Next, we give the following compari-
son between m and m∞.

Lemma 3.15 Suppose that (V1), (V3), (V4), and (G1)–(G3) hold. Then m∞ ≥ m.

Proof By virtue of Theorem 1.2, I∞ has a minimizer u∞ = 0 on M∞, i.e.,

u∞ ∈M∞ and m∞ = I∞(
u∞)

. (3.47)

By Lemma 3.6, there exists t0 > 0 such that (u∞)t0 ∈M. Thus, (V3), (1.2), (1.4), (3.6), (3.47)
yield

m∞ = I∞(
u∞) ≥ I∞((

u∞)
t0

)
> I

((
u∞)

t0

) ≥ m. �
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Lemma 3.16 Suppose that the conditions of Theorem 1.1 hold. Then m is achieved.

The idea of the proof of Lemma 3.16 is the same as that of Lemma 3.12, we omit the
detailed proof here.

Proof of Theorem 1.1 Owing to Lemmas 3.9, 3.13, and 3.16, there exists ū ∈M such that

I(ū) = m = inf
u∈Θ

max
t>0

I(ut), I ′(ū) = 0.

This certifies that ū is a ground state solution of Pohoz̆aev type for (1.1). �

4 Existence of the least energy solution for (1.1)
The purpose of this section is to give the proof of Theorem 1.3. We begin with introducing
the following Pohoz̆aev identity.

Lemma 4.1 ([30]) Assume that (V1), (V3), (G1)–(G3) hold. Let u be a critical point of Iλ
in Hs(RN ), then we have the following Pohoz̆aev type identity:

Pλ(u) :=
N – 2s

2
∥∥(–�)

s
2 u

∥∥2
2 +

1
2

∫

RN

[
NV (x) + ∇V (x) · x

]
u2 dx

– Nλ

∫

RN
F(u) dx = 0. (4.1)

In view of Corollary 3.3, we have the following lemma.

Lemma 4.2 Suppose that (G1)–(G3) hold. Then

I∞
λ (u) ≥ I∞

λ (ut) +
1 – tN

N
P∞

λ (u) +
2s – NtN–2s + (N – 2s)tN

2N
∥∥(–�)

s
2 u

∥∥2
2,

∀u ∈ Hs(
R

N)
, t > 0,λ ≥ 0. (4.2)

By virtue of Theorem 1.2, I∞
1 = I∞ has a minimizer u∞

1 = 0 on M∞
1 = M∞, i.e.,

u∞
1 ∈M∞

1 ,
(
I∞

1
)′(u∞

1
)

= 0 and m∞
1 = I∞

1
(
u∞

1
)
, (4.3)

where

m∞
λ := inf

u∈M∞
λ

I∞
λ (u).

We use the ingenious assumptions on V borrowed from [35], that is, for V ∈ C(RN ,R)
and V (x) ≤ V∞ but V (x) ≡ V∞, then there exist x̄ ∈R

N and r̄ > 0 such that

V∞ – V (x) > 0,
∣
∣u∞

1 (x)
∣
∣ > 0 a.e. |x – x̄| ≤ r̄. (4.4)

Next, similar to the local counterpart, we conclude Iλ with λ ∈ [0.5, 1] has the following
features.
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Lemma 4.3 Assume that (V1), (V3), and (G1)–(G4) hold. Then
(i) there exists T > 0 independent of λ such that Iλ((u∞

1 )T ) < 0 for all λ ∈ [0.5, 1];
(ii) there exists κ0 > 0 independent of λ such that, for all λ ∈ [0.5, 1],

cλ := inf
γ∈Υ

max
ς∈[0,1]

Iλ
(
γ (ς )

) ≥ κ0 > max
{

Iλ(0), Iλ
((

u∞
1

)
T

)}
,

where

Υ =
{
γ ∈ C

(
[0, 1], Hs(

R
N))

: γ (0) = 0,γ (1) =
(
u∞

1
)

T

}
;

(iii) cλ is bounded for λ ∈ [0.5, 1];
(iv) m∞

λ is nonincreasing on λ ∈ [0.5, 1];
(v) lim supλ→λ0 cλ ≤ cλ0 for λ0 ∈ (0.5, 1].

By the similar argument as that in Lemma 4.5 in [35], we obtain the following crucial
inequality in order to recover the compactness.

Lemma 4.4 Assume that (V1), (V3), and (G1)–(G4) hold. Then there exists λ̄ ∈ [0.5, 1)
such that cλ < m∞

λ for λ ∈ [λ̄, 1].

Proof It is clear that, for any λ ∈ [0.5, 1], we can choose tλ ∈ (0, T) such that Iλ((u∞
1 )tλ ) =

maxt∈[0,T] Iλ((u∞
1 )t). Define

γ0(t) =

⎧
⎨

⎩
(u∞

1 )tT , for t > 0,

0, for t = 0.

Then γ0 ∈ Υ defined by Lemma 4.3(ii), i.e., γ0(0) = 0, γ0(1) = (u∞
1 )T . Moreover,

Iλ
((

u∞
1

)
tλ

)
= max

t∈[0,1]
Iλ

(
γ0(t)

) ≥ cλ. (4.5)

Let

ζ0 := min
{

3r̄/8
(
1 + |x̄|), 1/4

}
. (4.6)

Then it follows from (4.4) and (4.6) that

|x – x̄| ≤ r̄
2

and τ ∈ [1 – ζ0, 1 + ζ0] ⇒ |τx – x̄| ≤ r̄. (4.7)

Let

λ̄ := max

{
1
2

, 1 –
(1 – ζ0)N minτ∈[1–ζ0,1+ζ0]

∫
RN [V∞ – V (τx)]|u∞

1 |2 dx
TN

∫
RN G(u∞

1 ) dx
,

1 –
min{h(1 – ζ0), h(1 + ζ0)}‖(–�) s

2 u∞
1 ‖2

2
NTN

∫
RN G(u∞

1 ) dx

}
. (4.8)

Then it follows from (3.1), (4.4), and (4.7) that 1/2 ≤ λ̄ < 1. Additionally, since P∞(u∞
1 ) = 0,

then
∫
RN G(u∞

1 ) dx > 0. Next, we have two cases to distinguish:
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Case (i). tλ ∈ [1–ζ0, 1+ζ0]. From (1.10), (1.11), (4.2)–(4.5), (4.7), (4.8), and Lemma 4.3(iv),
we have

m∞
λ ≥ m∞

1 = I∞
1

(
u∞

1
) ≥ I∞

1
((

u∞
1

)
tλ

)

= Iλ
((

u∞
1

)
tλ

)
–

(1 – λ)tN
λ

2

∫

RN
G

(
u∞

1
)

dx +
tN
λ

2

∫

RN

[
V∞ – V (tλx)

]∣∣u∞
1

∣
∣2 dx

> cλ –
(1 – λ)TN

2

∫

RN
G

(
u∞

1
)

dx

+
(1 – ζ0)N

2
min

τ∈[1–ζ0,1+ζ0]

∫

RN

[
V∞ – V (τx)

]∣∣u∞
1

∣∣2 dx

≥ cλ, ∀λ ∈ [λ̄, 1].

Case (ii). tλ ∈ (0, 1 – ζ0) ∪ (1 + ζ0, T]. From (1.10), (1.11), (3.1), (4.2), (4.4), (4.5), (4.8), and
Lemma 4.3(iv),

m∞
λ ≥ m∞

1 = I∞
1

(
u∞

1
) ≥ I∞

1
((

u∞
1

)
tλ

)
+

h(tλ)‖(–�) s
2 u∞

1 ‖2
2

2N

= Iλ
((

u∞
1

)
tλ

)
–

(1 – λ)tN
λ

2

∫

RN
G

(
u∞

1
)

dx

+
tN
λ

2

∫

RN

[
V∞ – V (tλx)

]∣∣u∞
1

∣∣2 dx +
h(tλ)‖(–�) s

2 u∞
1 ‖2

2
2N

> cλ –
(1 – λ)TN

2

∫

RN
G

(
u∞

1
)

dx +
min{h(1 – ζ0), h(1 + ζ0)}‖(–�) s

2 u∞
1 ‖2

2
2N

≥ cλ, ∀λ ∈ (λ̄, 1].

Combining both the above cases, we therefore have cλ < m∞
λ for λ ∈ (λ̄, 1]. �

In what follows we use profile decomposition to obtain the compactness for any
bounded (PS) sequence of the perturbed functional, which is also called compactness
splitting lemma in [25].

Lemma 4.5 ([25]) Assume that (V1), (V3), and (G1)–(G4) hold. Let {un} be a bounded
(PS) sequence for Iλ with λ ∈ [0.5, 1]. Then there exist a subsequence of {un}, still denoted
by {un}, and u0 ∈ Hs(RN ), an integer l ∈ N ∪ {0}, a sequence {yk

n}, and wk ∈ Hs(RN ) for
1 ≤ k ≤ l, such that

(i) un → u0 with I ′
λ(u0) = 0;

(ii) wk = 0 and (I∞
λ )′(wk) = 0 for 1 ≤ k ≤ l;

(iii) ‖un – u0 –
∑l

k=1 wk(· + yk
n)‖ → 0, as n → ∞;

(iv) Iλ(un) → Iλ(u0) +
∑l

i=1 I∞
λ (wi);

where we agree that in the case l = 0 the above holds without wk .

Lemma 4.6 Assume that (V1), (V3), (V5), and (G1)–(G4) hold. Then, for almost every
λ ∈ (λ̄, 1], there exists uλ ∈ Hs(RN ) \ {0} such that

I ′
λ(uλ) = 0, Iλ(uλ) = cλ. (4.9)
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Proof Under the assumptions of (V1), (V3), and (G1)–(G4), Lemma 4.4 implies that Iλ(u)
satisfies the assumptions of Proposition 2.2 with X = Hs(RN ), Λ = [λ̄, 1], and Φλ = Iλ. So,
for almost every λ ∈ (λ̄, 1], there exists a bounded sequence {un(λ)} ⊂ Hs(RN ) (for sim-
plicity, we denote the sequence by {un} instead of {un(λ)}) such that

Iλ(un) → cλ > 0,
∥∥I ′

λ(un)
∥∥ → 0. (4.10)

From Lemmas 4.1 and 4.5, there exists a subsequence of {un}, still denoted by {un}, and
uλ ∈ Hs(RN ), an integer l ∈N∪ {0}, a sequence w1, . . . , wl ∈ Hs(RN )\{0} such that

un ⇀ uλ in Hs(
R

N)
, (Iλ)′(uλ) = 0, (4.11)

(
I∞
λ

)′(wk) = 0,
(
I∞
λ

)′(wk) ≥ m∞
λ , 1 ≤ k ≤ l, (4.12)

and

cλ = Iλ(uλ) +
l∑

i=1

I∞
λ

(
wi). (4.13)

Note that (Iλ)′(uλ) = 0, then it follows from Lemma 4.1 that

Pλ(uλ) :=
N – 2s

2
∥∥(–�)

s
2 uλ

∥∥2
2 +

1
2

∫

RN

[
NV (x) + ∇V (x) · x

]
u2

λ dx

– Nλ

∫

RN
G(uλ) dx

= 0. (4.14)

Since ‖un‖� 0, then (4.11) and (4.12) yield that if uλ = 0 then l ≥ 1 and

cλ = Iλ(uλ) +
l∑

i=1

I∞
λ

(
wi) ≥ m∞

λ ,

which contradicts Lemma 4.4. Thus uλ = 0. By (1.10), (3.4), (4.14), and (V5), one has

Iλ(uλ) = Iλ(uλ) –
1
N
Pλ(uλ)

=
s
N

∥∥(–�)
s
2 uλ

∥∥2
2 –

1
2N

∫

RN
∇V (x) · xu2

λ dx

≥ s – θ̂

N
∥
∥(–�)

s
2 uλ

∥
∥2

2 > 0. (4.15)

Combining (4.13) and (4.15), we obtain

cλ = Iλ(uλ) +
l∑

i=1

I∞
λ

(
wi) > lm∞

λ . (4.16)

From Lemma 4.4, we have cλ < m∞
λ for λ ∈ (λ̄, 1], which works jointly with (4.16), implies

that l = 0 and Iλ(uλ) = cλ. �
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Lemma 4.7 Suppose that (V1), (V3), (V5), and (G1)–(G4) hold. Then there exists ū ∈
Hs(RN ) \ {0} such that

I ′(ū) = 0, 0 < I(ū) < c1. (4.17)

Proof By virtue of Lemma 4.6, there exist two sequences {λn} ⊂ [λ̄, 1] and uλn ⊂ Hs(RN )\
{0} denoted by {un} such that

λn → 1, cλn → c∗, I ′
λn (un) = 0, 0 < Iλn (un) ≤ cλn . (4.18)

Then it follows from Lemma 4.1 that

Pλn (un) :=
N – 2s

2
∥∥(–�)

s
2 uλ

∥∥2
2 +

1
2

∫

RN

[
NV (x) + ∇V (x) · x

]
u2

n dx – Nλ

∫

RN
G(un) dx

= 0. (4.19)

By (V5), (1.10), (3.4), (4.18), and (4.19) and Lemma 4.3(iii), we have

C5 ≥ cλn = Iλn (un) –
1
N
Pλn (un)

=
s
N

∥∥(–�)
s
2 un

∥∥2
2 –

1
2N

∫

RN
∇V (x) · xu2

n dx

≥ s – θ̂

N
∥
∥(–�)

s
2 un

∥
∥2

2. (4.20)

We therefore conclude that {‖(–�) s
2 un‖2} is bounded. Next, it thus remains to show that

{un} is bounded in Hs(RN ). From (V1)–(V3), it is easy to certify that there exists a constant
ω3 > 0 such that

∫

RN

[∣∣(–�)
s
2 u

∣∣2 + V (x)u2]dx ≥ ω3‖u‖2, ∀u ∈ Hs(
R

N)
. (4.21)

By (G1)–(G3), (1.10), (4.18), (4.20), (4.21), Lemma 4.3(iii), and the fractional Sobolev em-
bedding inequality, we have

ω3‖un‖2 ≤
∫

RN

[∣∣(–�)
s
2 un

∣∣2 + V (x)u2
n
]

dx

≤ 2cλn + 2λn

∫

RN
G(un) dx

≤ 2C5 +
ω3

2
‖un‖2 + C6‖un‖2∗

s
2∗

s

≤ 2C5 +
ω3

2
‖un‖2 + C6S– 2∗s

2
s

∥∥(–�)
s
2 un

∥∥2∗
s

2 .

This shows that {un} is bounded in Hs(RN ). From Lemma 4.3(v), then limn→∞ cλn = c∗ ≤ c1

hold. Consequently, by (1.2), (1.10), and (4.18), it follows that I(un) → c∗ and I ′(un) → 0.
Thus {un} satisfy (4.10) with cλ = c∗. The arguments of Lemma 4.6 show that there exists
ū ∈ Hs(RN )\{0} such that (4.17) holds. �
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Proof of Theorem 1.3 Let

Σ :=
{

u ∈ Hs(
R

N)\{0} : I ′(u) = 0
}

, m̂ = inf
u∈Σ

I(u).

It follows from Lemma 4.7 that Σ = ∅ and m̂ ≤ c1. For any u ∈ Σ , Lemma 4.1 yields P(u) =
P1(u) = 0. Therefore, it follows from (4.15) that I(u) = I1(u) > 0, thus m̂ ≥ 0. Set {un} ⊂ Σ

such that

I ′(un) = 0, I(un) → m̂. (4.22)

By Lemma 4.4, we have m̂ ≤ c1 < m∞
1 . Through a similar argument as in the proof of

Lemma 4.6, we can certify that there exists ū ∈ Hs(RN )\{0} such that

I ′(ū) = 0, I(ū) = m̂. (4.23)

This shows that ū is a nontrivial least energy solution of (1.1). �
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27. Papageorgiou, N.S., Rǎdulescu, V.D., Repovs, D.D.: Nonlinear Analysis—Theory and Methods. Springer Monographs in

Mathematics. Springer, Berlin (2019)
28. Park, Y.J.: Fractional Polya–Szegö inequality. J. Chungcheong Math. Soc. 24(2), 267–271 (2011)
29. Rabinowitz, P.: On a class of nonlinear Schrodinger equations. Z. Angew. Math. Phys. 43, 270–291 (1992)
30. Secchi, S.: On fractional Schrödinger equations in R

N without the Ambrosetti–Rabinowitz condition. arXiv preprint
(2012). arXiv:1210.0755

31. Secchi, S.: Ground state solutions for nonlinear fractional Schrödinger equations in R
N . J. Math. Phys. 54, 031501

(2013)
32. Tang, X.H., Chen, S.T.: Ground state solutions of Nehari–Pohozaev type for Kirchhoff-type problems with general

potentials. Calc. Var. Partial Differ. Equ. 56, 110 (2017)
33. Tang, X.H., Chen, S.T.: Ground state solutions of Nehari–Pohozaev type for Schrödinger–Poisson problems with

general potentials. Discrete Contin. Dyn. Syst. 37, 4973–5002 (2017)
34. Tang, X.H., Chen, S.T.: Singularly perturbed Choquard equations with nonlinearity satisfying Berestycki–Lions

assumptions. Adv. Nonlinear Anal. 9, 413–437 (2020)
35. Tang, X.H., Chen, S.T.: Berestycki–Lions conditions on ground state solutions for a nonlinear Schrödinger equation

with variable potentials. Adv. Nonlinear Anal. 9, 496–515 (2020)
36. Willem, M.: Minimax Theorems. Birkhäuser, Boston (1996)
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